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Abstract:



The purpose of this paper is to examine a nonlinear spectral semidefinite programming method to solve problems with bilinear matrix inequality (BMI) constraints. Such optimization programs arise frequently in automatic control and are difficult to solve due to the inherent non-convexity. The method we discuss here is of augmented Lagrangian type and uses a succession of unconstrained subproblems to approximate the BMI optimization program. These tangent programs are solved by a trust region strategy. The method is tested against several difficult examples in feedback control synthesis.
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INTRODUCTION



Minimizing a linear objective function subject to bilinear matrix inequality (BMI) constraints is a useful way to describe many robust control synthesis problems. Many other problems in automatic control lead to BMI feasibility and optimization programs, such as filtering problems, synthesis of structured or reduced-order feedback controllers, simultaneous stabilization problems and many others. Formally, these problems may be described as minimize cT x, x ∈ Rn subject to B(x)  0,



(1)



where  0 means negative semi-definite and B(x) = A0 +



n X i=1



xi A i +



X



xi xj Bij



(2)



1≤i 0) minimize subject to



f (x), x ∈ Rn Φp (F(x))  0



(12)



is equivalent to (8). Thus, F (x, p) may be understood as a penalty function for (8). Forcing p → 0, we expect the solutions to the unconstrained program minx F (x, p) to converge to a solution of (8). It is well-known that pure penalty methods run into numerical difficulties as soon as penalty constants get large. Similarly, using pure SP functions as in (9) would lead to ill-conditioning for small p > 0. The epoch-making idea of Hestenes (Hestenes, 1969) and Powell (Powell, 1969), known as the augmented Lagrangian approach, was to avoid this phenomenon by including a linear term carrying a Lagrange multiplier estimate into the objective. In the present context, we follow the same line, but incorporate Lagrange multiplier information by a nonlinear term. We define the augmented Lagrangian function associated with the matrix inequality constraints in (1) as L(x, V, p) = f (x) + Tr Φp (V T F(x)V ) , (13) m X = f (x) + ϕp (λi (V T F(x)V )). i=1



In this expression, the matrix variable V has the same dimension as F(x) ∈ Sm and serves as a factor of the Lagrange multiplier variable U ∈ Sm , U = V V T (for instance, a Cholesky factor). This has the immediate advantage of maintaining non-negativity of U  0. In contrast with classical augmented Lagrangians, however, the Lagrange multiplier U is not involved linearly in (13). We nevertheless reserve the name of an augmented Lagrangian for L(x, V, p), as its properties resemble those of the classical augmented Lagrangian. Surprisingly, the non-linear dependence of L(x, V, p) on V is not at all troublesome and a suitable first-order update formula V → V + , generalizing the classical one, will be readily derived in section 3.2. We will even see some genuine advantages of (13) over the case of a linear multiplier U . Let us mention that the convergence theory for an augmented Lagrangian method like the present one splits into a local and a global branch. Global theory gives weak convergence of the method towards critical points from arbitrary starting points x, if necessary by driving p → 0. An important complement is provided by local theory, which shows that as soon



as the iterates reach a neighbourhood of attraction of one of those critical points predicted by global theory, and if this critical point happens to be a local minimum satisfying the sufficient second order optimality conditions, then the sequence will stay in this neighbourhood, converge to the minimum in question, and the user will not have to push the parameter p below a certain threshold p¯ > 0. Proofs for global and local convergence of the AL exist in traditional nonlinear programming (see for instance (Conn et al., 1991; Conn et al., 1996; Conn et al., 1993b; Conn et al., 1993a; Bertsekas, 1982)). Convergence theory for matrix inequality constraints is still a somewhat unexplored field. A global convergence result which could be adapted to the present context is given in (Noll et al., 2002). Local theory for the present approach covering a large class of penalty functions ϕp will be presented in a forthcoming article. Notice that in the convex case a convergence result has been published in (Zibulevsky, 1996). It is based on Rockafellar’s idea relating the AL method to a proximal point algorithm. Our present testing of nonconvex programs (1) shows a similar picture. Even without convexity the method converges most of the time and the penalty parameter is in the end stably away from 0, p ≥ p¯. Schematically, the augmented Lagrangian technique is as follows: Spectral augmented Lagrangian algorithm 1. Initial phase. Set constants γ > 0, ρ < 1. Initialize the algorithm with x0 , V0 and a penalty parameter p0 > 0. 2. Optimization phase. For fixed Vj and pj solve the unconstrained subproblem minimizex∈Rn



L(x, Vj , pj )



(14)



Let xj+1 be the solution. Use the previous iterate xj as a starting value for the inner optimization. 3. Update penalty and multiplier. Apply firstorder rule to estimate Lagrange multiplier :  T = Vj S diagϕ0p λi VjT Vj+1 Vj+1



·F(xj+1 )Vj ))] S T VjT , (15)



where S diagonalizes VjT F(xj+1 )Vj . Update the penalty parameter using : ( ρpj , if λmax (0, F(xj+1 )) > γ λmax (0, F(xj )) pj+1 = pj , else Increase j and go back to step 2.



(16)



In our implementation, following the recommendation in (Mosheyev and Zibulevsky, 2000), we have used the log-quadratic penalty function ϕp (t) = pϕ1 (t/p) where  t + 12 t2 if t ≥ − 21 (17) ϕ1 (t) = 3 1 − 4 log(−2t) − 8 if t < − 21 ,



expect vi2 ci (x)/p > − 21 , so



but other choices could be used (see for instance (Zibulevsky, 1996) for an extended list). The multiplier update formula (15) requires the full machinery of differentiability of the spectral function Tr Φp and will be derived in section 3.2. Algorithmic aspects of the subproblem in step 2 will be discussed in section 3.3. We start by analyzing the idea of the spectral AL-method.



If we remember the form of the classical augmented Lagrangian for inequality constraints (cf. (Bertsekas, 1982))



2.2



we can see that the term vi4 /p takes the place of the penalty parameter 1/µ as long as the vi0 s remain bounded. This suggests that the method should behave similarly to the classical augmented Lagrangian method in a neighbourhood of attraction of a local minimum. In consequence, close to a minimum the updating strategy for p should resemble that for the classical parameter µ. In contrast, the algorithm may perform very differently when iterates are far away from local minima. Here the smoothness of the functions ϕ1 may play favorably. We propose the update (16) for the penalty parameter, but other possibilities exist, see for instance Conn et al., and need to be tested and compared in the case of matrix inequality constraints.



The mechanism of the algorithm



In order to understand the rationale behind the ALalgorithm, it may instructive to consider classical nonlinear programming, which is a special case of the scheme if the values of the operator F are diagonal matrices: F(x) = diag [c1 (x), . . . , cm (x)]. Then the Lagrange multiplier U and its factor V may also be restricted to the space of diagonal matrices, U = diag ui , V = diag vi , and we recover the situation of classical polyhedral constraints. Switching to a more convenient notation, the problem becomes minimize f (x) subject to cj (x) ≤ 0, j = 1, . . . , m With ui = vi2 , we obtain the analogue of the augmented Lagrangian (13): L(x, v, p) = f (x) +



m X



pϕ1 (vi2 ci (x)/p).



i=1



Here we use (17) or another choice from the list in (Zibulevsky, 1996). Computing derivatives is easy here and we obtain ∇L(x, v, p) = ∇f (x) m X + ϕ01 (vi2 ci (x)/p)vi2 ∇ci (x). i=1



If we compare with the Lagrangian : L(x, u) = f (x) + uT c(x), and its gradient : Pm ∇L(x, u) = ∇f (x) + i=1 ui ∇ci (x), the following update formula readily appears: +2 = vi2 ϕ01 (vi2 ci (x+ )/p), u+ i = vi



the scalar analogue of (15). Suppose now that ϕ1 has the form (17). Then for sufficiently small vi2 ci (x) we



p ϕ1 (vi2 ci (x)/p) = p vi2 ci (x)/p  1 + vi4 ci (x)2 /p2 2 1 = ui ci (x) + (vi4 /p)ci (x)2 . 2



L(x, u, µ) = f (x) m  µ X 2 + max [0, ui + ci (x)/µ] − u2i , 2 i=1



3



DERIVATIVES OF SP FUNCTIONS



In this section we obtain formulas for the firstand second-order derivatives of the augmented Lagrangian function (13). This part is based on the differentiability theory for spectral functions developed by Lewis et al. (Lewis, 1996; Lewis, 2001; Lewis and S.Sendov, 2002). To begin with, recall the following definition from (Lewis and S.Sendov, 2002). Definition 3.1 Let λ : Sm → Rm denote the eigenvalue map λ(X) := (λ1 (X), . . . , λm (X)). For a symmetric function ψ : Rm → R, the spectral function Ψ associated with ψ is defined as Ψ : Sm → R, Ψ = ψ ◦ λ.



First order differentiability theory for spectral functions is covered by (Lewis, 1996). We will need the following result from (Lewis, 1996):



Lemma 3.2 Let ψ a symmetric function defined on an open subset D of Rn . Let Ψ = ψ◦λ be the spectral function associated with ψ. Let X ∈ Sm and suppose



λ(X) ∈ D. Then Ψ is differentiable at X if and only if ψ is differentiable at λ(X). In that case we have the formula: ∇Ψ(X) = ∇(ψ ◦ λ)(X) = S diag ∇ψ (λ(X)) S T for every orthogonal matrix S satisfying X = S diagλ(X) S T .  The gradient ∇Ψ(X) is a (dual) element of Sm , which we distinguish from the differential, dΨ(X). The latter acts as a linear form on tangent vectors dX ∈ Sm as dΨ(X)[dX] = ∇Ψ(X) • dX  = Tr S diag ∇ψ (λ(X))S T dX . It is now straightforward to compute the first derivative of a composite spectral functions Ψ ◦ F, where F : Rn → Sm is sufficiently smooth. We obtain ∇ (Ψ ◦ F) (x) = dF(x)∗ [∇Ψ (F(x))] ∈ Rn , (18) where dF(x) is a linear operator mapping Rn → Sm , and dF(x)∗ its adjoint, mapping Sm → Rn . With the standing notation ∂F(x) F := F(x), Fi := ∈ Sm , ∂xi we obtain the representations n X dF(x)[δx] = Fi δxi , i=1



dF(x)∗ [dX] = (F1 • dX, . . . , Fn • dX) . Then the ith element of the gradient is (∇ (Ψ ◦ F) (x))i



 = Tr Fi Sdiag∇ψ (λ(F )) S T . (19) P P Observe that Fi = Ai + j 
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