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Abstract The repair paradigm leads to several algorithms for redistributing mass, momentum and energy, while adhering to local maximum principles, as an adjunct to the remapping step in certain compressible ﬂow codes that use remapping, such as Arbitrary–Lagrangian–Eulerian codes, or for just redistributing mass in advection codes. In the case of advection of a concentration, repair keeps the newly computed concentration in a cell between the maximum and minimum concentrations in neighboring old cells, thus guaranteeing at least that the new concentration is between zero and one. For compressible ﬂow, density, velocity and internal energy are similarly constrained while maintaining conservation of mass, momentum and total energy. In this way, positive density and internal energy are achieved as a side eﬀect. We propose a new algorithm, combining both local and global repair, that maintains causality and is eﬃcient in a parallel computational setting. The local/global algorithm is independent of the order in which the distribution is performed, and it maintains 1D symmetry. This is applied to advection in two dimensions, and to, among others, the LeBlanc problem, the Sedov problem, and an interacting 2D blast wave problem. The latter is done with a Lagrangian code for which rezoning, remapping and repair are essential.  2005 Elsevier Inc. All rights reserved. Keywords: Repair; Mass redistribution; Conservative reconstruction; Remapping; Advection; Hydrodynamics



1. Introduction A critical part of Lagrangian-based methods for computational ﬂuid dynamics (CFD) is the ability to remap or interpolate data from one computational mesh to another. This is the case for the popular *
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ALE schemes that perform Lagrangian steps followed by remaps to ﬁxed grids. Remapping is also essential for pure Lagrangian methods, because they can lead to tangled grids that must then be untangled with a concomitant remap step. Even if the basic scheme produces only physically meaningful quantities, a remapping method can create out-of-bounds quantities such as negative densities or pressures. In some CFD codes, the oﬀending values are simply set to a small positive number when this occurs, at which point mass or total energy is no longer conserved. In most instances the error thereby created is negligible, but we shall show that in at least one example the error is signiﬁcant. It is possible, by taking great care with the remapping in the CFD context, to maintain positive mass density. This is done by ﬁrst extending the given mean densities in each original cell to the whole domain so that the new distribution is everywhere positive, and then computing new mean values by exact integration over the cells of the new grid. Total energy can be remapped in this way, but then there is no guarantee that internal energy will be positive. Furthermore, in more than one dimension, exact integration is computationally intensive. Another context in which non-physical data can occur is in divergence-free advection of a concentration that must retain values between zero and one. High quality advection schemes, some of which are based on remapping ideas [1,2], unavoidably have this fault [3]. The goal in this paper is to improve upon and apply the repair idea introduced in [4,5]. A repair method can be viewed as a way to correct values on a discrete mesh by redistributing the conserved quantity so that conservation and a maximum principle are preserved. The maximum principle is that new values should obey certain upper and lower bounds obtained from old values. In this way, not only are non-physical quantities eliminated, but oscillations are reduced (albeit not necessarily eliminated). We therefore seek repair algorithms that can be applied to CFD problems, advection problems, or other situations where values of a discrete variable must be placed in bounds without violating a conservation law and without introducing signiﬁcant errors in the dynamics. As stated in [4] (Section 8, p275), repair is a mass redistribution nonlinear ﬁlter. Other methods for the correction of nonphysical data, such as ﬂux corrected transport, are discussed in [3]. The rest of this paper is arranged as follows. We ﬁrst present notation, goals and expected properties of repair methods. We then review a local repair method [5] which repairs out-of-bounds values and distributes the resulting mass discrepancies locally. This method can produce diﬀerent results depending on the order in which cells are visited, and it is therefore called order-dependent. Next we review a simple global repair process [4] which repairs out-of-bounds values and distributes the resulting mass discrepancy across the entire grid. The next two sections introduce order-independent local methods, and we conclude with a discussion of repair methods in advection and hydrodynamics contexts, where numerical tests are performed to show the eﬀects of such methods.



2. Notation, goals and properties Repair methods can be used for many kinds of variables, including density, velocity, energy, pressure, and concentration, but we will henceforth call our variable to be repaired a density q, or equivalently, a massP m. If we denote old cells by c and new cells by ~c, then the quantity to be conserved is the total mass P m ¼ c mðcÞ ¼ c qðcÞV ðcÞ, where m(c), q(c), and V(c) denote the mass, density, and volume, respectively, of cell c. f with reConsider an old mesh M with cell-averaged densities (called old densities), and a new mesh M mapped cell-averaged densities (called new densities). We assume for simplicity that the connectivity is the same for the old and new grids. In the case of advection the meshes would coincide, but typically the new mesh is a small perturbation of the old one. Deﬁne the bound neighborhood N(c) of a cell c as a patch of surrounding cells,
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Fig. 1. An example of a neighborhood. Any cell in contact with c is an element of the set: N(c) = {c, c1, c2, c3, c4, c5, c6, c7, c8, c9}. In this example, c10, c11, and c12 are not part of the neighborhood of cell c.



as in Fig. 1. The notion of neighborhood is essential for any repair method. However it is a user choice how to deﬁne the notion of neighborhood. In our case the neighborhood of a given cell c is composed of all cells in contact with c, through either a node or an edge. (Alternatively, we could have deﬁned the neighborhood as the set of all cells in contact with c through an edge, for example.) Formally, N ðcÞ ¼ fc0 ;



c0



\



c 6¼ øg.



ð1Þ



|N(c)| denotes the number of elements in the set N(c). For example, |N(c)| = 10 in Fig. 1. The neighborhood can be expanded with an iterative process deﬁned as follow (N1(c) = N(c)): [ 8m > 1; N m ðcÞ ¼ N ðc0 Þ. ð2Þ c0 2N m1 ðcÞ



Using this neighborhood deﬁnition, we can deﬁne maximum and minimum density bounds as q+(c) = maxs2N(c)q(s) and q(c) = mins 2 N(c)q(s). (There are, of course, other reasonable ways to deﬁne density bounds.) No matter how these bounds are deﬁned, a feasibility condition is required in order for repair to work at all. Feasibility. The total mass m must not exceed (respectively be below) the total upper bound mass (respectively the total lower bound mass), that is, the total mass if each new cell were at its upper (respectively lower) bound. Lets illustrate the feasibility condition on a simple example: if the mass in each cell, of a 1D mesh having K cells, is m, and each upper bound mass is u and m > u, then the total mass is M = K Æ m and the upper bound mass is U = K Æ u; hence M > U and it is not feasible to repair every cell. M units of mass (which we must keep in order to maintain mass conservation) simply cannot ﬁt into U units of mass.
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Fig. 2. Illustration of upper and lower bounds in 1D. We examine the cell masses before remapping takes place. The neighborhood of cell i consists of cells i  1, i, and i + 1. Then, u(i) = m(i  1) and l(i) = m(i + 1), while u(j) = m(j) and l(j) = m(j + 1). After remapping, m(i) can be out-of-bounds. For example, if m(i) > u(i) then cell i needs repair.



Repair is not possible if this condition is violated. However, any repair procedure of the type that truncates out-of-bounds values and redistributes the discrepancy does work if it is satisﬁed. If a remapping process produces negative densities qð~cÞ, or more generally produces out-of-bounds densities, then a repair step must be done to make these densities obey their bounds. The properties to be fulﬁlled by a repair method are: Conservation: X X X X mðcÞ ¼ qðcÞV ðcÞ ¼ qð~cÞV ð~cÞ ¼ mð~cÞ. ð3Þ c



c



~c



~c



Maximum principle: 8c;



q ðcÞ 6 qð~cÞ 6 qþ ðcÞ.



ð4Þ



The original grid plays no role in the repair process, other than to provide bounds, so for brevity we henceforth use i rather than ~c to represent new cell indices. Let us write u(i) and l(i) for the upper and lower mass bounds, respectively, of cell i. Then, uðiÞ ¼ V ðiÞqþ ðiÞ ¼ V ðiÞ max qðsÞ;



ð5Þ



lðiÞ ¼ V ðiÞq ðiÞ ¼ V ðiÞ min qðsÞ.



ð6Þ



s2N ðiÞ



s2N ðiÞ



These have dimensions of mass, while the mass of cell i is m(i) = V(i)q(i). In Fig. 2 we illustrate u(i) and l(i) in 1D. The neighborhood of a cell i is given by i and the two adjacent cells: i1 and i + 1. Therefore, we have u(i) = max (m(i1), m(i), m(i + 1)) and l(i) = min(m(i1), m(i), m(i + 1)).



3. Local order-dependent repair This is perhaps the most obvious local repair algorithm. The underlying idea is to expand the neighborhood of a cell i which needs repair, until enough room is found in this neighborhood. Suppose cell i has a negative density, but the minimum bound is 0. This repair algorithm expands the neighborhood of cell i
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until enough mass can be found and removed from the neighborhood to ﬁll cell i and produce a repaired density equal to the minimum bound, that is, to 0. Then, the next cell is checked and repaired if necessary. A similar concept is applied to repair an over-bound value. 3.1. Algorithm Suppose cell i, with upper bound u(i), must be repaired because m(i) > u(i), that is, because cell is mass is above its upper bound. (A value that is below its lower bound would be treated similarly.) The ﬁrst step is to compute the value needed to repair cell i: mneed ðiÞ ¼ mðiÞ  uðiÞ.



ð7Þ



This value is ‘‘needed’’ in the sense that if we repair m(i) by reducing it to u(i), then the loss mneed(i) must be added elsewhere in order to maintain conservation. Next, we choose a set of neighboring cells N(i), called the search neighborhood, and we check N(i) to see if enough room is available to accommodate mneed(i): X maxðuðjÞ  mðjÞ; 0Þ ð8Þ mtotal avail ðiÞ ¼ j2N ðiÞ



X



¼



mavail ðjÞ;



ð9Þ



j2N ðiÞ



where mavail(j) ” max(u(j)  m(j), 0) is the amount by which cell js value, m(j), can be increased without exceeding its upper bound, u(j). If enough room is available in the neighborhood, that is, if mtotal avail ðiÞ P mneed ðiÞ, then the repair of cell i succeeds, and we make the following adjustments: mðiÞ



ð10Þ



uðiÞ;



8j 2 N ðiÞ;



j 6¼ i;



mðjÞ



mðjÞ þ mneed ðiÞ



mavail ðjÞ . mtotal avail ðiÞ



ð11Þ



That is, we clip m(i) to its upper bound, then add its lost mass proportionally to all acceptor cells (cells whose masses are below their upper bounds, so that they can accept more mass) in its neighborhood. If the search neighborhood N(i) does not have enough room to accept cell is excess mass, we extend the neighborhood until enough mass is available. It was shown in [4] that a suﬃcient condition for such an extension process to successfully terminate for repair of densities is that the (old) cells of the bound neighborhood cover the new cell i. For each cell i, the local repair algorithm performs the procedure outlined above if the cells value is above its upper bound, or performs a similar procedure if the cells value is below its lower bound. 3.2. Properties and issues This repair algorithm is order-dependent, meaning that the ﬁnal result depends on the order in which cells are visited. This is because out-of-bounds cells are repaired as soon as they are found, and once it has been repaired, a cells other properties, such as its ability to accept excess mass from elsewhere, change. Moreover, in repairing a cell the properties of some of its neighbors change as well, as mass is transferred between them and the cell being repaired. This unphysical order-dependence is unacceptable in many practical situations, so we now focus our attention on developing order-independent repair algorithms.
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4. Global order-independent repair A simple, global order-independent repair algorithm clips out-of-bounds values to their bounds, counts the total discrepancy this produces in the quantity to be conserved, and spreads the discrepancy over the entire mesh. This method is order-independent because any cell that has to be repaired is immediately brought to its nearest bound and contributes to a total discrepancy which is not accounted for until all individual cells have been repaired. 4.1. Algorithm The global repair algorithm begins by repairing every cell that needs repair, while keeping track of the discrepancy, that is, the change in total mass due to performing the repairs. Let each new cell have computed mass m(i), upper bound u(i) and lower bound l(i) as deﬁned in (5) and (6), and a neighborhood N(i) as deﬁned in (1). The upper and lower bounds are ﬁxed numbers, while the values m and the discrepancy D evolve as repair progresses, as follows. X X D¼ maxð0; mðiÞ  uðiÞÞ  maxð0; lðiÞ  mðiÞÞ; ð12Þ i



mðiÞ



8 > < uðiÞ mðiÞ > : lðiÞ



i



if mðiÞ > uðiÞ; if lðiÞ 6 mðiÞ 6 uðiÞ;



ð13Þ



if mðiÞ < lðiÞ.



Note that values above their upper bounds make positive contributions to D, while values below their lower bounds make negative contributions to D. Each m is now within its bounds. If the total discrepancy, D, is zero, we stop. (This unlikely scenario would mean that the total above-bound mass precisely equaled the total below-bound mass.) Otherwise, we must add a total of D to the values of cells in the mesh that can accept it. Note that this works regardless of Ds algebraic sign. A positive D means the bulk of out-of-bounds masses were above their upper bounds, in which case the procedure decreased those masses to their upper bounds, and we must add the (positive) D elsewhere to make up for the loss. A negative D means the bulk of out-of-bounds masses were below their lower bounds, in which case the procedure increased those masses to their lower bounds, and we must add the (negative) D elsewhere to get rid of the excess. To adjust for the discrepancy D, we begin by computing the following:  uðiÞ  mðiÞ; if D > 0; kðiÞ ¼ ð14Þ mðiÞ  lðiÞ; if D < 0. For each cell i, this is the amount by which the cells value is allowed to increase (if D > 0) or decrease (if D < 0) without going out of bounds. By construction, k(i) is always positive or zero, because m(i) has already been placed between its bounds. Whether k(i) is interpreted as an allowable increase or an allowable decrease is determined by the algebraic sign of D. Finally, this repair procedure cancels the discrepancy D as follows: kðiÞ mðiÞ mðiÞ þ D ; ð15Þ K P where K ¼ i kðiÞ is the total allowable increase (if D > 0) or decrease (if D < 0) over all cells. Again by construction, K > 0, and we see that for applicable cells i, m(i) increases if D > 0 and decreases if D < 0. (Of course, for some cells k(i) = 0, and m(i) for those cells is unchanged in this step.) Using the fraction k(i)/K means cells are adjusted in proportion to how much room they have. 8i;
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The above procedure can be illustrated with the following example. Consider a mesh of four cells, for which the ﬁrst cells mass is 3 units above its allowable maximum, the second cells mass is within bounds and 5 units below its maximum, the third cells mass is within bounds and 6 units below its maximum, and the fourth cells mass is at its maximum. The ﬁrst cell is ﬁxed by decreasing its mass by 3 units. To conserve total mass, we must add 3 units elsewhere. The second cell can take 5 units, the third cell 6 units, and the fourth cell 0 units. According to (15) cell 2s mass is increased by 3 · 5/11, and cell 3s mass is increased by 3 · 6/11.



4.2. Properties and issues Clearly, this algorithm is conservative and order-independent. It is also symmetry-preserving, in the sense that equivalent cells (cells which have the same mass and bounds) are treated in the same manner. Moreover, the algorithm is well suited for parallelization. The drawback is that such a repair process can violate the physics in computational ﬂuid dynamics. Consider its behavior on a simple example, the Sod Riemann problem in 2D, in which a 1D rarefaction wave, a contact discontinuity, and a shock wave begin to diﬀerentiate from each other. Such waves are separated by plateaus. Suppose an over-bound value of energy in the post-shocked region has to be repaired. With the present algorithm, this excess energy is spread uniformly over all acceptor cells – all cells that can accept some mass – even if those cells are in the rarefaction wave or are far from the shock wave. So, energy that should have been distributed close to the shocked region appears far away. By repeating such a repair process on every time step, energy is gradually removed from its physical position and scattered elsewhere, and the result is a poor approximation of shock speed, density/energy plateaus, etc. In other words, such a repair process on hydrodynamics problems can severely perturb the physics of the phenomena one is trying to study. Such an argument can actually be applied to every repair method we present. Because a redistribution of an out-of-bounds cells value is always involved, its excess energy appears elsewhere instantaneously. However, with local algorithms, in which out-of-bounds values are redistributed in a neighborhood of the cell in question, we have not experienced such modiﬁcation of the physics. Expanding a cells neighborhood only as far as necessary provides the smallest neighborhood into which mass must be redistributed, while with the global repair algorithm a cells ‘‘neighborhood’’ is the entire domain. For a pure advection problem, the global repair algorithm can be appreciated for its simplicity and its ability to parallelize.
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5. Local order-independent repair We have developed a new, iterative, order-independent repair algorithm that addresses the disadvantages of the previous algorithm. This algorithm is known to converge, as we will show in the next section. 5.1. Algorithm This is a two-stage algorithm: one stage repairs all values that are above their upper bound, and the other stage repairs all values that are below their lower bound. Upper bounds can be ﬁxed before lower bounds, or vice versa. The order aﬀects the result, but given a choice of order, the algorithm produces the same result regardless of the order in which cells are examined. Repair of the upper bounds proceeds as follows. Upper-bounds repair. If m(i) 6 u(i) for every cell i, then no upper-bounds repair is needed. Otherwise: (1) "i, let d(i) = 0. As the algorithm proceeds, d(i) can accumulate portions of nearby cells that are above their upper bounds, if there is room for those portions in cell i. (2) While $i with m(i) > u(i), iterate the following. (3) "i with m(i) > u(i), do the following. First, let e(i) = m(i)  u(i). This is cell is excess mass, which we must distribute to nearby cells. Find the smallest neighborhood N(i) whose acceptor cells j (cells whose P values are below their maximum bounds) can accept, in total, at least e(i) units of mass: a  j ðuðjÞ  mðjÞÞ P eðiÞ. For each of these acceptor cells j, let d(j) d(j) + e(i) Æ (u(j)  m(j))/a. That is, distribute cell is excess mass into the ds of neighboring acceptor cells j, in proportion to what each of these acceptor cells can receive. Note that we havent yet modiﬁed m anywhere. (4) "i, if m(i) > u(i) then repair the cell: set m(i) u(i). Otherwise, check d(i) to see if cell i was an acceptor for some other cells excess mass. If d(i) > 0 then it was, and we now ‘‘accept’’ that mass: set m(i) m(i) + d(i). However, doing this might put m(i) above its upper bound, in which case we set a ﬂag indicating that another iteration is necessary. (5) Set d(i) = 0, because d(i) has now been accounted for. (6) Iterate (go to step 3) if necessary. We omit the procedure for repairing lower bounds, which is similar. In step 4 we remarked that the modiﬁcation m(i) m(i) + d(i) might put m(i) above its upper bound. Recall that the individual contributions to any cells d, in the form e(i) Æ (u(j)  m(j))/a as in step 3, are by construction too small to put the cells value above its upper bound. However, an acceptor cell can accept such contributions from many nearby out-of-bounds cells, and the sum of those contributions, accumulated in d and ﬁnally added to m(i) in step 4, can possibly put m(i) above its upper bound. If this happens, then this m(i) will be ﬁxed in the next iteration. Each iteration ﬁxes all values that were above their upper bounds at the beginning of the iteration, but as we have just seen, doing so can put other values above their upper bounds. Although this can happen, the algorithm is guaranteed to converge. Once a cell is repaired, it can never receive a nonzero d, and can therefore never be broken. Because each iteration ﬁxes at least one cell, and never breaks a cell that has already been ﬁxed, the algorithm must converge (in at most N iterations, if N is the number of cells) if repair is feasible at all. This algorithm is conservative, and it achieves order-independence by distributing excess mass into d and only taking d into account later. However, in the above form the algorithm does not preserve a 1D symmetry. Consider the following symmetric example, in which cells 1, 2, and 3 are each 1 unit above their maximum, and cells 4, 5, and 6 are within their bounds. Under the new algorithm, the upper-bounds repair proceeds as follows:
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Cell 4 is one of Cell 1s two acceptor neighbors, and one of Cell 2s three acceptor neighbors, so it receives d portions of 1/2 and 1/3 from those cells, respectively. Similarly, cell 5 receives portions from cells 1, 2, and 3, while cell 6 receives portions from cells 2 and 3. After the ﬁrst iteration, we get values as follows:



which are in-bounds but are not symmetric. 5.2. Symmetry preservation The loss of symmetry in this algorithm occurs because cells that should be equivalent, because they have the same values and same bounds, are treated diﬀerently according to whether or not they are near the boundary. In the above example, cells 1, 2, and 3 have the same values and same bounds, but cells 1 and 3, due to their proximity to the boundary, have only two neighboring acceptor cells, while cell 2 has three neighboring acceptor cells. To preserve symmetry, we can double-count boundary cells in an appropriate way. Equivalently, we can introduce ghost cells with the property that a modiﬁcation made to a ghost cell is later transferred to its corresponding real cell. Fig. 3 illustrates this process.



+



2 contributions 1 contribution



Without Ghost Cells



+



Contribution 3 contributions



With Ghost Cells Contributions to ghost cells are passed on to their real counterparts



Fig. 3. Preservation of basic symmetry. In the absence of ghost cells, the repair algorithm transfers more mass from broken cells (open circles) to nearby internal cells (big black squares) than to nearby boundary cells (medium black squares). If we introduce ghost cells, then the acceptor cells on the boundary receive mass from broken cells both directly, and indirectly through their ghost copy (small black squares).
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Consider the previous example, now with ghost cells (denoted by primes). Initially, we have:



Cells 1, 2, and 3 now account for the ghost cells when they distribute portions of their excess mass:
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Each broken cell now has three acceptor cells. Consider cell 1. Its nonzero d is spread over cells 4 0 , 4, and 5. Because cell 4 0 is a ghost cell, its d, which we call d 0 , is ultimately transferred to the real cell 4. So, cell 4 receives one contribution from cell 1, one contribution from cell 2, and one contribution from its ghost version, cell 4 0 . The ﬁnal values show preservation of symmetry:



In practice, because the neighborhood size might not be ﬁxed, it may be desirable to use an appropriate bookkeeping scheme near the boundaries, in lieu of using ghost cells. For example, we can reﬂect indices at the boundaries, i.e., treat the grid as a torus. 5.3. Properties and issues This algorithm converges, is conservative and order-independent, and can preserve a 1D symmetry with the modiﬁcations outlines above. However, on parallel machines this algorithm (as well as the local orderdependent method) is slow. This is largely due to the neighborhood expansion needed by both algorithms. To deﬁne how far we need to look for mass/room, the algorithms expand the neighborhood of a cell, but there is no way to know, a priori, how many expansion steps are needed. On a parallel machine, this leads to excessive communication between processors if the expansion process reaches a border between processors. If ghost cells are used, a possible solution is to create thicker layers of ghost cells (as thick as we anticipate will be needed) along processor boundaries. Another solution is described next.



6. A mixed local/global order-independent repair The global repair algorithm that was described earlier needs very little communication and can be used very eﬃciently in a parallel framework. Once every cell has been repaired for every processor, a single communication is performed to give the total discrepancy D, and the ﬁnal update of the masses is made on each processor without additional communication. However, the global algorithm can violate causality unless most of the cells are within or close to their bounds. Therefore, we consider here an amalgamation of the local algorithm, which gives more physically meaningful results, and the global algorithm, which is more parallelizable. 6.1. Algorithm The mixed local/global order-independent repair algorithm is based on the assumption that most of the out-of-bounds cells can be ﬁxed locally (using only the immediate neighborhood) because they are due to very small disturbances, and that, as a corollary, only a few cells need to ﬁnd room/mass far away from their location. The idea of this algorithm is to repair as many cells as possible with the local order-independent algorithm, and then if some of the cells are still out-of-bounds, to repair them with the global repair algorithm. That is, this method consists of the following two steps:
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(1) Local treatment. For all out-of-bounds cells, try to repair with the Local order-independent symmetry-preserving algorithm, but without expanding any immediate neighborhoods. For example, if cell i has D units of excess mass, then check if some of its mass can be spread out in the |N(i)| closest cells (recall that |N(i)| is the number of cells in N(i)). If 0 < n 6 |N(i)| cells can accept A unit of mass in total, then give Da(j)/A to each of these cells, where a(j) is the mass that can be accepted by cell j. If cell i still has excess mass, then leave it out of bounds. Iterate this process in order to converge to a situation where either every cell is repaired, or the remaining unrepaired cells cannot be repaired using their closest neighborhood. As in the local order-independent repair method, we try to correct the upper bounds ﬁrst and then the lower bounds, or vice versa. (2) Global treatment. For any remaining out-of-bounds cells, perform the global repair. Our experimentation indicated that few iterations are needed to perform the local treatment. The global treatment ﬁnally ﬁxes the remaining out-of-bounds cells, the number of which is presumably small, and which should be out of bounds only by small amounts. 6.2. Properties and issues The mixed local/global repair algorithm is conservative, because each of its steps is conservative. Moreover, both the local and global treatments are order-independent and symmetry preserving (by using the method described in 5.2), and there is no particular diﬃculty with parallelization because there is no indefinite neighborhood expansion. The local neighborhood used in the ﬁrst step is user-dependent and can consist of 0, 1, or more layers of the neighborhood as deﬁned in (1). In our simulations, we used the 1-layer neighborhood. If any cells are still out-of-bounds after the ﬁrst step, the global repair ﬁxes them. The earlier argument stating that this method can violate causality still holds, but the eﬀect is far less pronounced because very few cells will remain to be ﬁxed after the initial local treatment, and the amounts by which they need to be ﬁxed will be less. Therefore, the causality violation could be negligible. In the next section, we present an example of advection where the data show that most of the cells are indeed ﬁxed by the local treatment.



7. Application to advection As in [4], we compute a pure advection problem in 2D with the following equation: oq oq oq þ u þ v ¼ 0; ot ox oy



ð16Þ



where q is the density and u the velocity. Three revolutions of a cone are computed on a 100 · 100 quadrilateral mesh on the domain X = [0,2] · [0,2] with a CENO type numerical scheme. In the continuum case, the cone is not disturbed after the rotations. In the discrete case, we can measure the impact of a given numerical scheme, including diffusion and oscillations, because after three revolutions the cone should be as close as possible to the original one. The original cone has a peak at 5 and a minimum value of 0 (see Fig. 4). The density ﬁeld q as a function of the radius r is deﬁned as follows: 8 > < 20ð0.2  rÞ þ 1; if r 6 0.2; qðrÞ ¼ 1; if 0.2 6 r 6 0.4; ð17Þ > : 0; else.
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Fig. 4. Initial cone for the advection problem. This is the exact cone after three rotations in the continuum case. Left: 2D view. Right: 1D view plane x, q.



The center of the cone is shifted to (0.5, 1), the boundary conditions are treated as walls (normal velocity equal to 0), and the velocity ﬁeld is given by u(x, y) = y  1, v(x, y) = x + 1. The intent at the moment is not to write a good advection scheme, but to show that a repair method can help any advection scheme to perform better. Indeed, in this case our advection scheme itself performs poorly on the input data because it creates unphysical oscillations that require repair. In Fig. 5 we present the third revolution when no repair algorithm is used (top-left), and when the global (top-right), local order-independent (bottom-left), and mixed local–global (bottom right) repair methods are used. The ﬁgure is a 1D view along the x-axis. The local order-dependent repair method is not used because its order dependence is too serious an issue. This problem is quite diﬃcult for any repair method because so many cells must be repaired per iteration. No repair. Some parasitic oscillations which generate negative values are present when no repair method is used. The maximum and minimum densities are 4.46 and 0.405, whereas the exact values are 5.0 and 0.0. Global repair. No parasitic oscillations can be seen. The time spent to solve the problem is about 6 times larger than the time spent to solve the problem without any repair. Order-independent and symmetry-preserving local repair. The time ratio is 7 and the maximum and minimum values are 4.12 and 0.0. No oscillations can be seen, and the shape of the cone is respected. Mixed local/global repair. During this simulation, there are an average of 2000–2500 out-of-bounds cells per cycle. This is (20–25% of the total number of cells.) After the local step, the percent of cells still out-ofbounds is between 0.05% and 2%, meaning that most of the cells have been ﬁxed locally. This was one of the assumptions to motivate the development of such a repair algorithm. The few remaining out-of-bounds cells are ﬁnally ﬁxed by the global repair step. The time ratio is 7, and the minimum/maximum values are 0.0 and 4.16. In Table 1 we gather the results of these methods: the time spent and the minimum/maximum density values. This advection problem shows the ability of our repair methods to ﬁx unphysical oscillations without destroying the shape of the cone, and to maintain reasonable accuracy at the maximum value of the cone even if the peak has been clipped. Recall that we speciﬁcally designed our advection scheme to produce very poor results; almost every cell needs repair every 4 time steps, and therefore, the repair stage constitutes a
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Fig. 5. Revolutions of a cone with diﬀerent repair algorithms. Plane (x, q). Top left: without repair. Top right: with global repair. Bottom left: with order-independent local repair. Bottom right: with mixed local/global repair.



Table 1 Revolutions of a cone with four repair algorithms Methods



Time ratio dT



Min/max values



No repair Global Order-independent Mixed local/global



1 6 7 7



0.405/4.46 0.0/4.03 0.0/4.12 0.0/4.16



Exact



–



0.0/5.0



Minimum and maximum values and dT, the ratio between the time spent to solve the problem with and without the repair method.



large percentage of the total run-time of the code. In a real application this will not be the case, and the time ratio of 1:7 will decrease dramatically. Our ratios reﬂect worst-case scenarios.



8. Application to hydrodynamics We now apply the repair idea to some compressible ﬂow problems in which remapping is required, either because the scheme is an Eulerian one of Lagrange-remap type, or because it is a Lagrangian scheme
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needing rezoning. There are many ways to do the remapping, but, without going into details, we have chosen to use limited piecewise linear reconstruction on the original cells, and integration over the intersection of the old and new cells. In one dimension this integration is exact, while in two dimensions we use a quadrature as described in [6,5]. The variables remapped are mass, momentum, and total energy. Because a quadrature is used, the remapped density can be negative. Because the internal energy is obtained by subtracting the new kinetic energy from the total energy, this can negative, and frequently is. For repair, we ﬁrst repair density to satisfy its maximum principle. [5] provides a simple and easily satisﬁed condition, relating the bounds and the mesh, that implies the feasibility condition stated in the Introduction. We next repair the velocity components (deﬁned as the ratio of momentum to repaired density) to satisfy their own maximum principle, maintaining conservation of momentum. A suﬃcient condition for the success of this step is stated in [4], and although that condition cannot be veriﬁed in this application, we have never observed a failure of velocity repair. The ﬁnal step is to repair internal energy, deﬁned as the remapped total energy minus the kinetic energy as obtained from the repaired density and velocity. It is shown in [4] that if the new total kinetic energy does not exceed the old kinetic energy, then internal energy can be repaired without violating local lower bounds, in particular, without being negative. Lower bound energy repair has not failed in our examples. In theory, local upper bounds on internal energy cannot always be satisﬁed. However, we attempt to satisfy them when possible. 8.1. Staggered grids Staggered polygonal grids are sometimes used in ALE codes. In this scenario, ﬂuid variables live in different places: density and speciﬁc internal energy at cell centers, and velocity at nodes. Density can also be given in subcells, where a subcell is a quadrilateral deﬁned by joining a cells center, one of its nodes, and the centers of the cells edges that are linked to the node. With staggered grids, the repair algorithms require no special treatment because they make no assumption about the meaning (staggered or otherwise) of an underlying grid. Dealing with a mesh (for energy repair), a subcell mesh (for density repair), or a median mesh (for velocity repair), is irrelevant to the algorithms themselves. 8.2. Enforcement of boundary conditions Diﬀerent types of boundary conditions are used in Lagrangian numerical schemes. These include piston (nonzero velocity), wall (zero velocity), vacuum (zero pressure), and compression/expansion (nonzero pressure). Such boundary conditions (BCs) are implemented by enforcing the velocity of all the boundary nodes or by enforcing the pressure of all the boundary cells. For example, assume a nonzero boundary velocity is enforced during an ALE calculation. After the rezone and remap parts occur, velocities on the boundary nodes will have changed and will probably violate the boundary conditions. If this happens, a convenient way to re-enforce the BC is to repair the nodal velocities using upper and lower bounds equal to the required boundary velocity. Then, no momentum is lost (because the repair is conservative) and the required velocity at the boundary is satisﬁed. 8.3. Numerical results We now present some numerical tests in a compressible hydrodynamics framework where the use of a repair method can improve the results. To produce the following results we used an ALE code called ALE INC(ubator) that is designed for general polygonal grids [7]. This code is split into a Lagrangian scheme, a rezoning phase, and a remapping phase. In the remapping phase, we avoid the computation of polygon intersections because it can be expensive in 2D, and unaﬀordable or simply infeasible in 3D. Mostly because of this approximation, the
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remapping can produce out-of-bounds values, and therefore a repair process must be used to ensure at least the positivity of density and energy. For these numerical experiments, a full repair is performed. That is, density, velocity and speciﬁc internal energy are all corrected. The code can be used in the Eulerian regime (as Lagrange + Remap), in the Lagrangian regime, or in the ALE regime (with Rezone and Remap phases). Moreover, it can be run in 1D or 2D on general polygonal grids. Sod Riemann problem. This is a very simple 1D Riemann problem for an ideal gas with c = 1.4. The data are given by a left state (q, u, v, p)L = (1, 0, 0, 1) and a right state (q, u, v, p)R = (0.125, 0, 0, 0.1). The discontinuity is located at X = 0.5 on a domain [0:1] · [0:ymax] where ymax is deﬁned so that the initial cells are squares. Most numerical schemes produce decent results on this problem. The ﬁrst run of the code is made without conservative repair; if a density or an energy is negative, we simply clip it to zero. The second run is performed with a conservative repair method for density, velocity, and speciﬁc internal energy. The results given with and without conservative repair are plotted in Fig. 6 for a perfect quadrilateral 101 · 11 mesh at time t = 0.25 in the Eulerian regime. Clearly, the results without conservative repair ﬁt the exact solution. Using a repair method does not break the behavior and the results are almost identical. Also, in both cases we checked that 1D symmetry is preserved. Le Blanc Riemann problem. This is a very strong 1D shock tube; the jump in pressure being 109 and the jump in density 103. The data are given by a left state ðq; u; v; pÞL ¼ ð1; 0; 0; 23 101 Þ and a right state ðq; u; v; pÞR ¼ ð103 ; 0; 0; 23 1010 Þ with c = 5/3 and a discontinuity located at X = 3 on [0:9] · [0:ymax] where ymax is deﬁned so that the initial cells are squares. Most numerical schemes produce an overshoot after the contact discontinuity in speciﬁc internal energy, and a bad approximation of the shock speed. The results given with and without conservative repair are plotted in Fig. 7. A perfect quadrilateral mesh is used with our ALE code, which is run in the Eulerian regime (as Lagrange + Remap). Without a conservative repair method, and for a 601 · 3 mesh, the conservation in total energy is slightly violated [((Eﬁnal  Einitial)/Einitial) . 106]. This violation occurs because negative internal energies are created, and must be cut to 0 for the code to run properly. With any conservative repair method, on the other hand, conservation is preserved to machine error. So, in this problem, the use of a conservative repair method preserves the positivity, reduces the overshoot, and stabilizes the proﬁle in the
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Fig. 6. Sod shock tube – density at t = 0.25 without (left) and with (right) a conservative repair method on a quadrilateral 101 · 11 mesh – Eulerian regime versus the exact solution.
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Fig. 7. Le Blanc shock tube. Speciﬁc internal energy at t = 6.0 with and without conservative repair, on a 601 · 3 mesh. Entire domain (left) and zoom (right).



plateau as shown in the zoom in Fig. 7. In this run the mixed local/global repair method is used, but such general behavior can be seen with all of our repair methods. Interaction of blast waves. On X = [1:1] · [0:1] we initiate two half-disks of radius 0.1 centered at X1 = (0.4,0) and X2 = (0.4,0). The perfect equation of state is used with c = 1.4. The density is constant and equal to 1, and the velocity is zero everywhere. The internal energies are 1 = 30, 2 = 60 in the disks and 0 elsewhere in the domain. This high energy generates two non-symmetric cylindrical blast waves which interact. At the same time they reﬂect onto the walls. The ﬁnal time is t = 0.7 and the code ran in its ALE– 10 regime (rezone and remap every 10 Lagrangian cycles) on a quadrilateral mesh of 4950 nodes and 4802 cells, which has been adapted to ﬁt the disks. The ﬁrst remappings create negative speciﬁc internal energies. Therefore, without special treatment, the code cannot go further. On the other hand, with a conservative repair method the negative energies are removed, and the conservation of mass, momentum and total energy are preserved. Our code, used with the mixed local/global repair method, produces the meshes and densities plotted in Fig. 8. Sedov blast wave. The computational domain is one quarter of a circular disk with a radius of rmax = 1.2. A polygonal mesh is constructed in the computational domain using a Voronoi diagram for the set of points deﬁned as follows: xi;j ¼ rj sinðhi;j Þ y i;j ¼ rj sinðhi;j Þ;



j ¼ 1; . . . ; J ;



i ¼ 1; . . . ; IðjÞ;



where rj ¼ rmax 



j1 ; J



 p IðjÞ ¼ round ðj  1Þ ; 2



hi;j ¼



i1 p  ; IðjÞ 2



J ¼ 31



and the function round(x) returns the closest integer to x. According to these formulas, on each circle of radius rj the points are distributed so that the distance between adjacent points along the circle is approximately equal to Dr = rmax/(J  1). The total number of points is 775, and there is exactly one Voronoi cell corresponding to each point. The mesh consists of a mixture of convex quadrilaterals, pentagons and hexagons, with a total of 1325 vertices; see Fig. 9. The disk is ﬁlled at t = 0 with an ideal gas (c = 1.4) at rest whose density is uniformly equal to 1. The speciﬁc internal energy is zero except in the pentagonal cell c in contact with the origin, where (c) = E/m(c) = E/V(c). V(c) is the volume of cell c and E is the total energy
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Fig. 8. Interaction of cylindrical blast waves on a quadrilateral mesh. ALE–10 regime. Mesh and density contours (exponential scale) at t = 0.1 and t = 0.7.



in the system, chosen as 0.244816. This choice of E leads to a diverging shock wave that, at t = 1.0, should be at radius 1.0. The peak in density should be equal to 6. The code is used in its ALE–10 regime. When no repair is performed in this test case, the code stops due to the creation of negative internal energy after the fourth remapping. On the other hand, the use of a repair method ﬁxes the parasitic negative values and allows us to observe good results. The maximum density with the mixed local/global repair method is 5.62.
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Fig. 9. Sedov blast wave on a polygonal mesh (1325 nodes and 775 cells). ALE–10 regime. Mesh and density contours (exponential scale) at t = 0.1 and t = 1.0. 6 Cell density Ex. Solution
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Fig. 10. Sedov blast wave on a polygonal mesh (1325 nodes and 775 cells). ALE–10 regime. Density at t = 1.0 (cell-based value as a function of the radius).



In Fig. 9 the density contours are shown in exponential scale, and in Fig. 10 the cell density is shown as a function of the cell radius at t = 1.0, versus the exact solution.



9. Conclusion In this paper we have reviewed and applied several conservative repair methods that can be used in situations where variables must stay between predeﬁned bounds while respecting conservation. Such situations occur often, in hydrodynamics for example, when the density or the speciﬁc internal energy becomes negative due to remapping. Such unphysical situations must be cured, but setting negative values to small positive numbers is not acceptable from the point of view of conservation.
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Of the methods presented here, we believe that the mixed local/global repair scheme best meets the requirements of locality and eﬃciency. This method was applied to an advection example and to test cases in an ALE hydrodynamics framework, where the use of a conservative repair algorithm allowed us to:  preserve the accuracy of the underlying method, as in the Sod Riemann problem;  stabilize and improve bad proﬁles, as in the Le Blanc Riemann problem;  maintain physical and reasonable results, as in the blast wave interaction problem and the Sedov problem.
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