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Neural Dynamics of Planned Arm Movements

the law describes movement time for linear arm movements. (Fitts, 1954), rotary ... (Brooks, 1979). Equation 1 asserts that movement time (MT) increases as the. 
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Neural Dynamics of Planned Arm Movements: Emergent Invariants and Speed-Accuracy Properties During Trajectory Formation Daniel Bullock and Stephen Grossberg Center for Adaptive Systems Department of Mathematics Boston University A real-time neural network model, called the vector-integration-to-endpoint(VITE) model is developed and used to simulate quantitatively behavioral and neural data about planned and passivearm movements. Invariants ofarm movements emerge through network interactions rather than through an explicitly precomputed trajectory. Motor planningoccurs in the form of a target position command (TPC), which specifieswhere the arm intends to move, and an independently controlled GO command, which specifiesthe movement's overallspeed. Automatic processes convert this information into an arm trajectory with invariant properties. These automatic processes include computation of a present position command (PPC) and a difference vector (DV). The DV is the difference between the PPC and the TPC at any time. The PPC is gradually updated by integrating the DV through time. The GO signal multipliesthe DV before it is integrated by the PPC. The PPC generates an outflow movement command to its target muscle groups. Opponent interactions regulate the PPCs to agonist and antagonist muscle groups. This system generates synchronous movements across synergetic muscles by automatically compensating for the different total contractions that each muscle group must undergo. Quantitative simulations are provided of Woodworth's law, of the speed-accuracy trade-offknown as Fitts's law, of isotonic arm-movement properties before and after deafferentation, of synchronous and compensatory "central-error-correction" properties of isometric contractions, of velocityamplification during target switching,of velocityprofile invariance and asymmetry, of the changes in velocity profile asymmetry at higher movement speeds, of the automarie compensation for staggered onset times of synergetic muscles, of vector cell properties in precentral motor cortex, of the inverse relation between movement duration and peak velocity,and of peak acceleration as a function of movement amplitude and duration. It is shown that TPC, PPC, and DV computations are needed to actively modulate, or gate, the learning of associative maps between TPCs of different modalities, such as between the eye-head system and the hand-arm system. By using such an associativemap, looking at an object can activate a TPC of the hand-arm system, as Piaget noted. Then a VITE circuit can translate this TPC into an invariant movement trajectory. An auxiliary circuit, called the Passive Update of Position (PUP) model is described for using inflow signals to update the PPC during passive arm movements owing to external forces. Other uses of outflow and inflowsignalsare also noted, such as for adaptive linearization of a nonlinear muscle plant, and sequential readout of TPCs during a serial plan, as in reaching and grasping. Comparisons are made with other models of motor control, such as the mass-spring and minimumjerk models.



skeleto-motor units that contribute to any act's planning and execution. Moreover, recent studies of the kinematics of planned arm movements (Abend, Bizzi, & Morasso, 1982; Atkeson & Hollerbach, 1985; Howarth & Beggs, 1981) have shown that the integrative action of all these separate contributors produces velocity profiles whose global shape is remarkably invariant over a wide range of movement sizes and speeds. This raises a fundamental question for the theory of sensorimotor control and for the neurosciences in general: How can the integrated activity of thousands of separate elements produce globally invariant properties? Two broad species of answers to this question can be contemplated. The first includes theories that posit the existence of a high-level stage involving explicit computation and internal representation of the invariant, in this case the velocity profile, as a whole. This representation is then used as a basis for per-



The subjective ease with which we carry out simple action plans--rotating a wristwatch into view, lifting a coffee cup, or making a downstroke while writing--masks the enormously complex integrative apparatus needed to achieve and maintain coordination among the thousands of sensors, neurons, and
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forming the desired action. Such theories have been favored recently by many workers in the field of robotics, and at least one theory of this type has already been partially formulated to accommodate kinematic data on human movements: the minimized Cartesian jerk theory (Flash & Hogan, 1985; Hogan, 1984), which is a special case of global optimization analysis. The second species of answers includes theories in which no need arises for explicit computation and representation of the invariant trajectory as a whole (Sections 6 and 15). In models associated with such theories, a trajectory with globally invariant properties emerges in real time as the result of events distributed across many interacting sensory, neural, and muscular loci. In this article we describe a theory of arm trajectory invariants that conforms to the latter ideal (Bullock & Grossberg, 1986). Our analysis suggests that trajectory invariants are best understood not by focusing on velocity profiles as such, but by pursuing more fundamental questions: What principles of adaptive behavioral organization constrain the system design that governs planned arm movements? What mechanisms are needed to realize these principles as a real-time neural network? Our development of this topic proceeds via analyses of learned eye-hand coordination, synchronization among synergists, intermediate position control during movement, and variable velocity control. These analyses disclose a neural network design whose qualitative and quantitative operating characteristics match those observed in a wide range of experiments on human movement. Because velocity profile invariance, as well as speed-dependent changes in velocity profile asymmetry ignored by prior models (Section 11), are among the neural network's emergent operating characteristics, our work shows that neither an explicit trajectory nor a kinematic invariant need be explicitly represented within a motor-control system at any time. Thus our work supports a critical insight of workers in the massspring modeling tradition that movement kinematics need not be explicitly preprogrammed. By the same token, our results reject a mass-spring model in its customary form and argue against models based on optimization theory. Instead we show how a movement-control system may be adaptive without neeessarily optimizing an explicit cost function. To support these conclusions further, we use the neural model to simulate quantitatively Woodworth's law and Fitts's law, the empirically derived speed-accuracy trade-off function relating error magnitudes, movement distances, and movement durations; isotonic arm-movement properties before and after deafferentation (Bizzi, Accornero, Chapple, & Hogan, 1982, 1984; Evarts & Fromm, 1978; Polit & Bizzi, 1978); synchronous and compensatory central-error-correction properties of isometric contractions (Freund & Biidingen, 1978; Ghez & Vicario, 1978; Gordon & Ghez, 1984, 1987a, 1987b); velocity amplification during target switching (Georgopoulos, Kalaska, & Massey, 1981); velocity profile invariance and asymmetry (Abend et al., 1982; Atkeson & Hollerbach, 1985; Beggs & Howarth, 1972; Georgopoulos et al., 1981; Morasso, 1981; Soechting & Lacquaniti, 1981); the changes in velocity profile asymmetry at higher movement speeds (Beggs & Howarth, 1972; Zelaznik, Schmidt, & Gielen, 1986); vector cell properties in precentral motor cortex (Evarts & Tanji, 1974; Georgo-



poulos, Kalaska, Caminiti, & Massey, 1982; Georgopoulos, Kalaska, Crutcher, Caminiti, & Massey, 1984; Kalaska, Caminiti, & Georgopoulos, 1983; Tanji & Evarts, 1976); the inverse relation between movement duration and peak velocity (Lestienne, 1979); and peak acceleration as a function of movement amplitude and time (Bizzi et al., 1984). In addition, the work reported here extends a broader program of research on adaptive sensorimotor control (Grossberg, 1978, 1986, 1987b, 1987c; Grossberg & Kuperstein, 1986), which enables functional and mechanistic comparisons to be made between the neural systems governing arm and eye movements, suggests how eye-hand coordination is accomplished, and provides a foundation for work on mechanisms of trajectory realization that compensate for the mechanical effects generated by variable loads and movement velocities (Bullock & Grossberg, 1987). 1. Flexible Organization of Muscle G r o u p s Into Synergies To move a part of the body, whether an eye, head, arm, or leg, many muscles must work together. For example, muscles controlling several different joints--shoulder, elbow, wrist, and fingersmmay contract or relax cooperatively to perform a reaching movement. When groups of muscles cooperate in this way, they are said to form a synergy (Bernstein, 1967; Kelso, 1982). Muscle groups may be incorporated into synergies in a flexible and dynamic fashion. Whereas muscles controlling shoulder, elbow, wrist, and fingers may all contract or relax synergetitally to produce a reaching movement, muscles of the fingers and wrist may form a synergy to perform a grasping movement. Thus one synergy may activate shoulder, elbow, wrist, and finger muscles to reach toward an object, and another synergy may then activate only finger and wrist muscles to grasp the object while maintaining postural control over the shoulder and elbow muscles. Groups of fingers may move together synergetically to play a chord on the piano, or separate fingers may be successively activated to play arpeggios. One of the basic problems of motor control is to understand how neural control structures quickly and flexibly reorganize the set of muscle groups needed to cooperate synergetically in the next movement sequence. Once one squarely faces the problem that many behaviorally important synergies are not hardwired, but are dynamically coupled and decoupled through time in ways that depend on the actor's experience and training, the prospect that the trajectories of all synergists are explicitly preplanned seems remote at best. In support of a dynamic conception of synergy formation, Buchanan, Almdale, Lewis, and Rymer (1986) concluded from their experiments on isometric contractions of human elbow muscles that "the complexity of these patterns raises the possibility that synergies are determined by the tasks and may have no independent existence" (p. 1225). 2. Synchronous Movement o f Synergies When neural commands organize a group of muscles into a synergy, the action of these muscles often occurs synchronously
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Figure I. Consequences of two motor-control schemes. (Dashed lines represent movement paths generated when a synergist producing vertical motion and a synergist producing horizontal motion contract in parallel and at equal rates to effect movements from various beginning points [Bs] to the common endpoint E. Solid lines represent movement paths generated when the synergists' contraction rates are adjusted to compensate for differences in the lengths of the vertical and horizontal components of the movement.)



through time. It is partly for this reason that the complexity of the neural commands controlling many movements often goes unnoticed. These movements seem to occur in a single gesture, rather than as the sum of many asynchronous components. To understand the type of control problem that must be solved to generate synchronous movement, consider a typical arm movement of reaching forward and across the body midline with the right hand in a plane parallel to the ground. Suppose, for simplicity, that the synergist acting at the shoulder is responsible for across-midiine motion, that the synergist acting at the elbow is responsible for forward motion, and that the hand is to be moved from Points B1, B2, or B3 to Point E. Figure 1 illustrates the effects of two distinct control schemes that might be used to produce these three movements. In the first scheme, the two synergists begin their contractions synchronously, contract at the same rate, and cease contracting when their respective motion component is complete. This typically results in asynchronous contraction terminations and in bentline movements because the synergist responsible for the longer motion component takes more time to complete its contribution. With this scheme, approximately straight-line motions and synchronous contraction terminations occur only in cases like the B2-E movement, for which the component motions happen to be of equal length. In the second scheme, the two synerglsts contract, not at equal rates, but at rates that have been adjusted to compensate for any differences in length of the component motions. This results in synchronous contraction terminations. Normal arm.movement paths are similar to those implied by the second control scheme (e.g., Morasso,
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1981), and experimental studies (Freund & Budingen, 1978) have shown that contraction rates are made unequal in a way that compensates for inequalities of distance. What types of adaptive problems are solved by synchronization ofsynergists? Figure 1 provides some insight into this issue. Without synchronization, the direction of the first part of the movement path may change abruptly several times before the direction of the last part of the movement path is generated (Figure 1). This creates a problem because transporting an object from one place to another with the arm may destabilize the body unless one can predict, and anticipatorily compensate for, the arm movement's destabilizing effects, which are always directional. In the same way, many actions require that forces be applied to surfaces in particular directions. The first control scheme makes the direction in which force is applied difficult to predict and control. Both of these problems are eliminated by the approximately straight-line movement paths that become possible when synergists contract synchronously. Finally, if the various motions composing a movement failed to end synchronously, it would become difficult to ensure smooth transitions between sequentially ordered movements. In summary, the untoward effects ofasynchrony place strong constraints on the mechanisms of movement control: Across the set of muscles whose synergistic action produces a multijoint movement, contraction durations must be roughly equal, and because contraction distances are typically unequal, contraction rates must be made unequal in a way that compensates for inequalities of distance. 3. Factoring Target Position and Velocity C o n t r o l Inequalities of distance are translated into neural commands as differences in the total amounts of contraction by the muscles forming the synergy and, thereby, into mechanical terms as the total amounts of change in the angles between joints (Hollerbach, Moore, & Atkeson, 1986). To compensate for differences in contraction, information must be available that is sufficient to compute the total amounts of contraction that are required. Thus a representation of the initial contraction level of each muscle must be compared with a representation of the target, expected, or final contraction level of the muscle. A primary goal of this article is to specify how this comparison is made. Although information about target position and initial position are both needed to control the total contraction of a muscle group, these two types of information are computed and updated in different ways, a fact that we believe has caused much confusion about whether only target position needs to be coded (Section 6). In particular, we reject the common assumption (Adams, 1971) that the representation of initial contraction used in the comparison is based on afferent feedback from the limbs. We propose instead that it is based primarily on feedback from an outflow-command integrator located along the pathway between the precentral motor cortex and the spinal motorneurons. Another source of confusion has arisen because target-position information is needed to form a trajectory. This is the type of information that invites concepts of motor planning and expectation. However tempting it may be to so infer, concepts of
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motor planning and expectation do not imply that the whole trajectory is explicitly planned. A second aspect of planning enters into trajectory formation that also does not imply the existence of explicit trajectory planning. This aspect is noticed by considering that the hand-arm system can be moved between fixed initial and target positions at many different velocities. When, as a result of a changed velocity, the overall movement duration changes, the component motions occurring around the various joints must nonetheless remain synchronous. Because fixed differences in initial and target positions can be converted into synchronous motions at a wide range of velocities, there must exist an independently controlled velocity, or GO signal (Section 10). The independent control of target-position commands (TPCs) and velocity commands (GO signals) is a special case of a general neural design that has been called the factorization of pattern and energy (Grossberg, 1978, 1982). 4. Synchrony Versus Fitts's Law: The Need for a Neural Analysis of Synergy Formation Our discussion of synchronous performance of synergies has thus far emphasized that different muscles of the hand-arm system may need to contract by different amounts in equal time in order to move a hand through a fixed distance. When movement of a hand over different distances is considered, a striking contrast between behavioral and neural properties of movement becomes evident. This difference emphasizes that synergies are assembled and disassembled through time in a flexible and dynamic way. Fitts's law (Fitts, 1954; Fitts & Peterson, 1964) states that movement time (MT) of the arm is related to distance moved (D) and to width of target (i4,') by the equation



M T = a + b log2(2-~),



(1)



where a and b are empirically derived constants. Keele (1981) has reviewed a variety of experiments showing that Fitts's law is remarkably well obeyed despite its simplicity. For example, the law describes movement time for linear arm movements (Fitts, 1954), rotary movements of the wrist (Knight & Dagnall, (1967), back-and-forth movements like dart throwing (Kerr & Langolf, 1977), head movements (Jagacinski & Monk, 1985), movements of young and old people (Welford, Norris, & Schock, 1969), and movements of monkeys as well as humans (Brooks, 1979). Equation 1 asserts that movement time (MT) increases as the logarithm of distance moved (D), other things being equal. The width parameter (W) in Equation 1 is interpreted as a measure of movement accuracy (Section 27). Although movement distance and time may covary on the behavioral level that describes the aggregate effect of many muscle contractions, such a relation does not necessarily hold on the neural level, where individual muscles may contract by variable amounts, or distances, to achieve synchronous contraction within a constant movement time. A fundamental issue is raised by this comparison of behav-



ioral and neural constraints. This issue can be better understood by considering the following gedanken example. When each of two fingers is moved separately through different distances, each finger may separately obey Fitts's law. Then the finger that moves a longer distance should take more time to move, other things being equal. In contrast, when the two fingers move the aforementioned distances as part of a single synergy, then each finger should complete its movement in the same time in order to guarantee synergetic synchrony. Thus either one of the fingers must violate Fitts's law, or it must reach its target with a different level of accuracy. Kelso, Southard, and Goodman (1979) and Marteniuk and MacKenzie (1980) have experimentally studied this type of synchronous behavior in experiments on one- or two-handed movements and have documented within-synergy violations of Fitts's law. Such examples suggest that Fitts's law holds for the aggregate behavior of the largest collection of motor units that form a synergy during a given time interval. Fitts's law need not hold for all subsets of the motor units that compose a synergy. These subsets may, in principle, violate Fitts's law by traveling variable distances in equal time to achieve synchrony of the aggregate movement. To understand how Fitts's law can be reconciled with movement synchrony thus requires an analysis of the neural control mechanisms that flexibly bind muscle groups, such as those controlling different fingers, into a single motor synergy. If such a binding action does not involve explicit planning of a complete trajectory, yet does require activation of a target position command and a GO command, then neural machinery must exist that is capable of automatically converting such commands into complete trajectories with synchronous and invariant properties. One of the primary tasks of this article is to describe the circuit design of this neural machinery and to explain how it works. 5. Some General Issues in Sensorimotor Planning: Multiple Uses o f Outflow Versus Inflow Signals Before beginning a mechanistic analysis of these circuits, we summarize several general issues about motor planning to place the model developed in this article within a broader conceptual framework. In Sections 7 through 12 and 26 through 28, a number of key experiments are reviewed to constrain more sharply the theoretical analysis. In Sections 21 through 28, computer simulations of these data properties are reported. Neural circuitry automates the production of skilled movements in several mechanistically distinct ways. Perhaps the most general observation is that animals and humans perform marvelously dexterous acts in a world governed by Newton's laws, yet they can go through life without ever learning Newton's laws and, indeed, may have a great deal of difliculty learning them when they try. The phenomenal world of movements is a world governed by motor plans and intentions, rather than by kinematic and inertial laws. A major challenge to theories of biological movement control is to explain how people move so well within a world whose laws they may so poorly understand. The computation of a hand's or arm's present position illustrates the complexity of this problem. Two general types of present-position signals have been identified in discussions of motor
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(0 Figure 2. Both outflowand inflowsignalscontribute to the brain's estimate of the limb's present position, but in differentways.



control: outflow signals and inflow signals. Figure 2 schematizes the difference between these signal sources. An outflow signal carries a movement command from the brain to a muscle (Figure 2a). Signals that branch off from the efferent brain-tomuscle pathway to register present-position signals are called corollary discharges (von Helmholtz, 1866; von Hoist & Mittelstaedt, 1950). An inflow signal carries present-position information from a muscle to the brain (Figure 2b). A primary difference between outflow and inflow is that a change in out-
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flow signals is triggered only when an observer's brain generates a new movement command. A new inflow signal can, in contrast, be generated by passive movements of the limb. Evidence for influences of both outflow (Helmholtz, 1866) and inflow (Ruffini, 1898; Sherrington, 1894) has accumulated over the past century. Disentangling the different roles played by outflow and inflow signals has remained one of the major problems in motor control. This is a confusing issue because both outflow and inflow signals are used in multiple ways to provide different types of information about present position. The following summary itemizes some of the ways in which these signals are used in our theory. Although one role of an outflow signal is to move a limb by contracting its target muscles, the operating characteristics of the muscle plant are not known a priori to the outflow source. It is therefore not known a priori how much the muscle will actually contract in response to an outflow signal of prescribed size. It is also not known how much the limb will move in response to a prescribed muscle contraction. In addition, even if the outflow system somehow possessed this information at one time, it might turn out to be the wrong information at a later time, inasmuch as muscle plant characteristics can change through time because of development, aging, exercise, changes in blood supply, or minor tears. Thus the relation between the size of an outflow movement command and the amount of muscle contraction is, in principle, undeterminable without additional information that characterizes the muscle plant's actual response to outflow signals. To establish a satisfactory correspondence between outflow movement signals and actual muscle contractions, the motor system needs to compute reliable present-position signals that represent where the outflow command tells the muscle to move, as well as reliable present-position signals that represent the state of contraction of the muscle. Corollary discharges and inflow signals can provide these different types of information. Grossberg and Kuperstein (1986) have shown how a comparison, or match, between corollary discharges and inflow signals can be used to modify, through an automatic learning process, the total outflow signal to the muscle in a way that effectively compensates for changes in the muscle plant. Such automatic gain control produces a linear correspondence between an outflow movement command and the amount of muscle contraction even if the muscle plant is nonlinear. The process that matches outflow and inflow signals to linearize the muscle plant response through learning is called adaptive linearization of the muscle plant. The cerebellum is implicated by both the theoretically derived circuit and experimental evidence as the site of learning (Albus, 1971; Brindley, 1964; Fujita, 1982a, 1982b; Grossberg, 1969, 1972; Ito, 1974, 1982, 1984; Marr, 1969; McCormick & Thompson, 1984; Optican & Robinson, 1980; Ron & Robinson, 1973; Villis & Hore, 1986; Vilis, Snow, & Hore, 1983). Given that corollary discharges are matched with inflow signals to linearize the relation between muscle plant contraction and outflow signal size, outflow signals can also be used in yet other ways to provide information about present position. In Sections 16 through 22, we show how outflow signals are matched with target-position signals to generate a trajectory
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with synchronous and invariant properties. Thus outflow signals are used in at least three ways, and all of these ways are automatically registered: They send movement signals to target muscles; they generate corollary discharges that are matched with inflow signals to guarantee linear muscle contractions even if the muscle plant is nonlinear; and they generate corollary discharges that are matched with target-position signals to generate synchronous trajectories with invariant properties. Inflow signals are also used in several ways. One way has already been itemized. A second use of inflow signals is suggested by the following gedanken example. When you are sitting in an armchair, let your hands drop passively toward your sides. Depending on a multitude of accidental factors, your hands and arms can end up in any of infinitely many final positions. If you are then called on to make a precise movement with your a r m hand system, this can be done with the usual exquisite accuracy. Thus the fact that your hands and arms start this movement from an initial position that was not reached under active control by an outflow signal does not impair the accuracy of the movement. A wealth of evidence suggests, however, that comparison between target-position and present-position information is used to move the arms. Moreover, as will be shown later, this presentposition information is computed from outflow signals. In contrast, during the passive fall of an arm under the influence of gravity, changes in outflow signal commands are not responsible for the changes in position of the limb. This observation identifies the key issue: How is the outflow signal updated because of passive movement of a limb so that the next active movement can accurately be made? Inasmuch as the final position of a passively falling limb cannot be predicted in advance, it is clear that inflow signals must be used to update present position when an arm is moved passively by an external force. This conclusion calls attention to a closely related issue that must be dealt with to understand the neural bases of skilled movement: How does the motor system know that the arm is being moved passively because of an external force, and not actively because of a changing outflow command? Such a distinction is needed to prevent inflow information from contaminating outflow commands when the arm is being actively moved. The motor system must use internally generated signals to make the distinction between active movement and passive movement, or postural, conditions. Computational gates must be open and shut on the basis of whether these internally generated signals are on or off(Grossberg & Kuperstein, 1986). A third role for inflow signals is needed because arms can move at variable velocities while carrying variable loads. Because an arm is a mechanical system embedded in a Newtonian world, an arm can generate unexpected amounts of inertia and acceleration when it tries to move novel loads at novel velocities. During such a novel motion, the commanded outflow position of the arm and its actual position may significantly diverge. Inflow signals are needed to compute mismatches leading to partial compensation for this uncontrolled component of the movement. Such novel movements differ from our movements when we pick up a familiar fountain pen or briefcase. When the object is familiar, we can predictively adjust the gain of the movement



to compensate for the expected mass of the object. This type of automatic gain control can, moreover, be flexibly switched on and off using signal pathways that can be activated by visual recognition of a familiar object. Inflow signals are used in the learning process, enabling such automatic gain-control signals to be activated in an anticipatory fashion in response to familiar objects (Bullock & Grossberg, 1987). This listing of multiple uses for outflow and inflow signals invites comparison between how the arm movement system and other movement systems use outflow and inflow signals. Grossberg and Kuperstein (1986) have identified and suggested neural circuit solutions to analogous problems of sensorimotor control within the specialized domain of the saccadic eye-movement system. Several of the problems to which we will suggest circuit solutions in our articles on arm movements have analogs with the saccadic circuits developed by Grossberg and Kuperstein (1986). Together these investigations suggest that several movement systems contain neural circuits that solve similar general problems. Differences between these circuits can be traced to functional specializations in the way these movement systems solve their shared movement problems. For example, whereas saccades are ballistic movements, arm movements can be made under both continuous and ballistic control. Whereas the eyes normally come to rest in a head-centered position, the arms can come to rest in any of infinitely many positions. Whereas the eyes are typically not subjected to unexpected or variable external loads, the arms are routinely subjected to such loads. Whereas the eyes typically generate a stereotyped velocity profile between a fixed pair of initial and target positions, the arms can move with a continuum of velocity profiles between a fixed pair of initial and target positions. Our analyses show how the arm system is specialized to cope with all of these differences between its behaviors and those of the saccadic eye-movement system. 6. Neural Control o f A r m - P o s i t i o n Changes: B e y o n d the Spring-to-Endpoint Model A number of further specialized constraints on the mechanisms controlling planned arm movements can be clarified by summarizing shortcomings of the simplest example of a "massspring" model of movement generation, which we will call the spring-to-endpoint (STE) model, to distinguish it from other members of the potentially large family of models that exploit mass-spring properties of biological limbs (e.g., Bizzi, 1980; Cooke, 1980; Feldman, 1974, 1986; Humphrey & Reed, 1983; Kelso & Holt, I980; Sakitt, 1980). As Nichols (1985) and Feldman (1986) have recently noted, past discussions of mass-spring properties have mistakenly lumped together quite different proposals regarding how much properties might be exploited during trajectory formation. Our treatment in this section is meant to serve a pedagogical function, and our criticisms pertain only to the STE model explicitly specified in this section. In particular, no part of our critique denies that the peripheral motor system has mass-spring properties that may be critical to overall motor function. Indeed, in Bullock and Grossberg (1987), we analyzed neural command circuits that exploit mass-spring muscle properties to generate well-controlled movements.



NEURAL DYNAMICS OF PLANNED ARM MOVEMENTS The components of the STE model for movement control can be summarized as follows. Imagine that the eye fixates some object that lies within reach. To touch the object, it is necessary to move the tip of the index finger from its current position to the target position on the object's nearest surface. The STE model suggests that this is accomplished by simply replacing the arm-position command that specifies the arm's present posture with a new arm-position command that specifies the posture the arm would have to assume for the index finger to touch the chosen object surface. Instatement of the new arm-position command is suggested to generate the desired movement as follows. The arm is held in any position by balancing the muscular and other forces (e.g., gravity) currently acting on the limb. Instatement of a new command changes the pattern of outflow signals that contract the arm muscles. A step change in the pattern of contraction creates a force imbalance that causes the limb to spring in the direction of the larger force at a rate proportional to the force difference. The limb comes to rest when all the forces acting on it are once again balanced. Despite its elegance, the STE model exhibits several deficiencies that highlight properties that an adequate control system needs to have. We briefly summarize two fundamental problems: (a) confounding of speed and distance control and (b) inability to terminate quickly movement at an intermediate position. The first problem, the speed-distance confound, follows from the dependence of movement rate on the force difference, which in turn depends on the distance between the starting and final positions. At first this might seem to be a desirable property, because it appears to compensate for different distances in the manner needed to ensure synchronization of synergists (Section 2). However, consider also the need to vary the speed of a fixed movement. An actor seeking to perform the same movement at a faster speed would have to follow a two-part movement plan: Early in the movement, instate a virtual target position that is well beyond the desired endpoint and along a line drawn from the initial through the true target position. This command will create a very large initial force imbalance and launch the limb at a high speed. Then, at some point during the movement, instate the true target-position command and let the arm coast to the final position. This example illustrates that the STE model requires a complex and neurally implausible scheme for achieving variable speed control for movements of fixed length. Cooke (1980) suggested that variable speed control by an STE model can be achieved by abruptly changing the stiffness of agonist and antagonist muscles to achieve differences in distance and speed. This model has not yet been shown to produce velocity profiles with the parameteric properties of the data (Section 11). In addition, Houk and Rymer (1981) and Feldman (1986) have shown that the stiffness of individual muscles is typically maintained at a nearly constant level. A second problem with the STE model concerns the critical need to abort quickly an evolving movement and stabilize current arm position. Such a need arises, for example, when an animal wishes to freeze upon detection of a predator who uses motion cues to locate prey. It also arises when an action, such as transporting a large mass, begins to destabilize an animal's
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overall state of balance. At such times, it is often adaptive to freeze quickly and maintain the current arm position. Freezing could then be quickly achieved by preventing further changes in the currently commanded position. In an STE model, this simple freeze strategy is unavailable because a large discrepancy exists between present arm position and the target-position command throughout much of the trajectory. To implement a freezing response using the STE model, the system would somehow have to determine quickly and instate a new target-position command capable of maintaining the arm's present position. But this is precisely the type of information whose relevance is denied by the STE model. 7. Gradual Updating o f Present-Position C o m m a n d s During Trajectory Formation Several lines of experimental evidence point to deficiencies of the STE model. One line of evidence, attributable to Bizzi and his colleagues, demonstrates that a type of gradual updating of the movement command occurs that is inconsistent with the STE model. Earlier studies from the Bizzi lab partially supported the STE model. In their experiments, Polit and Bizzi (1978) studied monkeys trained to move their forearms, without visual feedback of hand position, from a canonical starting position to the position of one of several lights. The monkeys' arm movements were studied both before and after a dorsal rhizotomy was performed to remove all sensory feedback from the arm. Before deafferentation, the monkey could move its hand to the target's position without visual feedback, even if its accustomed position with respect to the arm apparatus was changed. After deafferentation, so long as the spatial conditions of training were maintained--in particular the canonical starting orientation and position with respect to the known target arraymthe animal remained able to move its hand to the target position. However, if the initial position of the upper arm and elbow of the deafferented arm was passively shifted from the position used throughout training, then the animal's forearm movements terminated at a position shifted by an equal amount away from the target position. Thus the movement of the forearm did not compensate for the change in initial position of the upper arm. Instead the same final synergy of forearm-controlling muscles was generated in both cases. The fact that deafferented monkeys moved to shifted positions emphasized the critical role of the target position command in setting up the movement trajectory. The fact that normal monkeys could compensate for rotation in a way that deafferented monkeys could not indicated an additional role for inflow signals when the arm is moved passively by an external force (Section 29). Bizzi et al.'s (1982, 1984) later experiments included an additional manipulation. The results of these experiments are inconsistent with the STE assumption that the arm's motion is governed exclusively by the springlike contraction of its muscles toward the position specified by a new target-position command. In these experiments, the monkey was again deprived of visual and inflow feedback and was placed in its canonical starting position. In addition, its deafferented arm was surrepti-
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tiously held at the target position, then released at variable intervals after activation of the target light. Under these circumstances, the arm traveled back toward the canonical starting position, before reversing direction and proceeding to the target. The arm traveled further backward toward the starting position the sooner it was released after target activation. Moreover, when the arm was moved to the target position and then released in the absence of any target presentation, it sprang back to its canonical starting position. Bizzi et al. (1984, p. 2742) concluded that "the CNS had programmed a slow, gradual shift of the equilibrium point, a fact which is not consistent with the 'final position control' [read STE] hypothesis." The Bizzi et al. (1984) description of their results as a "gradual shift of the equilibrium point" carries the language of the STE model into a context where it may cause confusion. From a mathematical perspective, the intermediate positions of a movement trajectory are not, by definition, equilibrium points. To explicate the Bizzi et al. (1984) data, we show how three quantities are computed and updated through time: a TPC that is switched on once and for all before the movement; an outflow movement command, called the present-position command (PPC), which is continuously updated until it matches the TPC; and the arm position that closely corresponds to the PPC. We use these concepts to explain data from the Bizzi lab in both normal and deafferented conditions. We call a movement for which a single TPC is switched on before the movement begins an elementary movement. Once it is seen how a single TPC can cause gradual updating of the PPC, movements can also be analyzed during which a sequence of TPCs is switched on, either under the control of visual feedback or from a movement-planning network that can store and release sequences of TPCs from memory with the proper order and timing (Grossberg & Kuperstein, 1986). Our analysis of how the PPC is gradually updated during an elementary movement partially supports the Bizzi et al. (1984) description of a "gradual shift of the equilibrium point" by showing that the arm remains in approximate equilibrium with respect to the PPC, even though none of these intermediate arm positions is an equilibrium point of the system. The only equilibrium point of the system is reached when both the neural control circuit and the arm itself reach equilibrium. That happens when the PPC matches the TPC, thereby preventing further changes in the PPC and allowing the arm to come to rest. These conclusions refine, rather than totally contradict, the main insight of the STE model. Instead of concluding that the arm springs to the position coded by the TPC, we suggest that the springlike arm tracks the series of positions specified by the PPC as it approaches the TPC. This conception of trajectory formation contrasts sharply with that suggested by Brooks (1986, p. 138) in response to the Bizzi et al, data. Brooks inferred that animals learn not only the end points and their stiffness, but also a series of intermediate equilibrium positions. In other words, they learn an internal "reference" trajectory that determines the path to be followed and generates torques appropriately to reduce mismatch between the intended and actual events. In a similar fashion, Hollerbach (1982, p. 192) suggested that
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100msec Figure 3. Curves for subjects' approach to various targeted force levels. (Targeted, or peak, levels are reached at nearly the same time, indicating duration invariance across different force "distances" Only the initial part of each curve represents active movement. Postpeak portions represent passive relaxation back to baseline. Reprinted with permission from Freund and Btidingen, 1978.)



we practice movements to "learn the basic torque profiles" In contrast, we suggest that the readout of the TPC is learned, but that the gradual updating of the PPC is automatic. A number of auxiliary learning processes are also needed to update the PPC after passive movements because of an external force (Section 29), to linearize adaptively the response of a nonlinear muscle plant (Grossberg & Kuperstein, 1986), and to compensate adaptively for the inertial effects of variable loads and velocities (Bullock & Grossberg, 1987). These additional learning processes enable the automatic updating of the PPC to generate controllable movements without requiring that the entire trajectory be learned. 8. D u r a t i o n I n v a r i a n c e D u r i n g I s o t o n i c M o v e m e n t s and Isometric Contractions Further information concerning the gradual updating process whereby PPCs match a TPC can be inferred from the detailed spatiotemporal properties of arm trajectory formation. Freund and Biidingen (1978) have studied the relationship between the speed of the fastest possible voluntary contractions and their amplitudes for several hand and forearm muscles under both isotonic and isometric conditions. These experiments showed the larger the amplitude, the faster the contraction. The increase of the rate of rise of isometric tension or of the velocity of isotonic movements with rising amplitude was linear. The slope of this relationship was the same for three different hand and forearm muscles e x a m i n e d . . , the skeleto-motor speed control system operates by adjusting the velocity of a contraction to its amplitude in such a way that the contraction time remains approximately c o n s t a n t . . , this type of speed control is a necessary requirement for the synchrony of synergistic muscle contractions (p. l). This study raises two main issues. First, it must be explained why, "comparing isotonic movements and isometric contractions, the time from onset to peak was similar in the two conditions" (p. 7). Figure 3 shows the fastest voluntary isometric con-
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Figure 4. Overshooting (gray curve), hitting (black curve), and undershooting (dashed line) a force-leveltarget (horizontal line) in an isometric task. (Reprinted with permission from Gordon & Ghez, 1987b.)



tractions of the extensor indices muscle. Second, it must be explained why the force develops gradually in time with the shapes depicted in Figure 3. Below it is shown that both duration invariance and the force development through time are emergent properties of the PPC updating process (see Section 21). 9. C o m p e n s a t o r y Properties o f the P P C U p d a t i n g Process Ghez and his colleagues (Ghez & Vicario, 1978; Gordon & Ghez, 1984, 1987a, 1987b) have confirmed the duration invariance reported by Freund and Biidingen (1978) in an isometric paradigm that also disclosed finer properties of the PPC updating process. These authors have suggested that "compensatory adjustments add to preprogrammed specification of rapid force impulses to achieve more accurately targeted responses" (Gordon & Ghez, 1987b, p. 267). In their isometric task, subjects were instructed to maintain superposition of two lines on a CRT screen. The experimenter could cause one of the lines to jump to any of three positions. Subjects could exert force on an immobile lever to move the other line toward the target line. Equal increments of force produced equal displacements of the line. Thus more isometric force was needed to move the line over a larger distance to the target line. Figure 4 defines the major variables of their analysis. The force target is represented by the solid black horizontal line. If the subject performs errorlessly--that is, reaches target without overshoot--the value of the peak force will equal the value of the force target, as in the black curve. Overshoots and undershoots in force are represented by the gray and dashed curves, respectively. Figure 5 plots Gordon and Ghez's (1987b) data in a way that illustrates duration invariance. The horizontal line through the data points shows that force rise time is essentially independent of peak force acceleration (d2F/dt z) for all the target distances. Gordon and Ghez (1987b) separately analyzed the data for each of the three target distances and thereby derived the three oblique lines in Figure 5. They interpreted these lines as evidence for an "error-correction" process because a negative correlation exists between peak acceleration and the force rise time, or duration. Thus, if the acceleration for a small target
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distance was too high early in a movement, the trajectory was "corrected" by shortening the rise time. Had this compensation not occurred, the high acceleration could have produced a peak force appropriate for a larger target distance. Gordon and Ghez (1987b) assumed that trajectories are preplanned and that their peak accelerations are a signature indicaring which trajectory has been preplanned. It is from this perspective that they interpreted the compensatory effect shown in Figure 5 as an error-correction process. In contrast, we suggest in Sections 12 and 20 that this compensatory effect is one of the automatic properties whereby PPCs are gradually updated. We hereby provide an explanation of the compensatory effect that avoids invoking a special mechanism of error correction for a movement that does not generate an error in achieving its target. In addition, this explanation provides a unified analysis of the Bizzi et al. (1984) data on isotonic movements and the Gordon and Ghez (1987b) data on isometric contractions. 10. Target-Switching Experiments: Velocity Amplification, G O Signal, and Fitts's Law Our explanation of the Freund and Biidingen (1978) and Gordon and Ghez (1987a) data considers how a single GO signal, which initiates and drives all movements to completion, ensures duration invariance when applied to all components of the synergy defined by a TPC. Georgopoulos et al. (1981) have collected data that provide further evidence pertinent to the hypothesized interaction of a GO signal with the process that instates a TPC and thereby updates the PPC. In their experiments, monkeys were trained to move a lever from a start position to one of eight target positions radially situated on a planar surface. Then the original target position was switched to a new target position at variable delays after presentation of the first target.
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Figure 5. Duration invariance across three force-target levels. (Oblique lines indicate an inverse relation between rise time---duration--and peak acceleration across trials with the same force target level. These trends overlay a direct relation between target level and peak acceleration. Reprinted with permission from Gordon & Ghez, 1987b.)
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Figure 6. Monkeys seamlessly transformed a movement initiated toward the 2 o'clock target into a movement toward the 10 o'clock target when the latter ~rget was substituted 50 or 100 ms after activation of the 2 o'clock target light. (Reprinted with permission from Georgcr0oulos, Kaiaska, & Massey, 1981.)



Part of the data confirms the fact that the aimed motor command is emitted in a continuous, ongoing fashion as a real-time process that can be interrupted at any time by the substitution of the original target by the new one. The effects of this change on the ensuing movement appear promptly, without delays beyond the usual reaction time (p. 725). Figure 6 depicts movement paths found during the targetswitching condition. We explain these data in terms of how instatement of a second TPC can rapidly modify the future updating of the PPC. In addition, Georgopoulos et al. (1981) found a remarkable amplification of peak velocity during the switched component of the movement: The peak velocity attained on the way to the second target was generally much higher (up to threefold) than that of the control... these high velocities cannot be accounted for exclusively by a mechanism that adjusts peak velocity to the amplitude of movements . . . . The cause of this phenomenon is unclear (pp. 732-733). In Section 24, we explain this phenomenon in terms of the independent control, or factorization, of the GO mechanism and the TPC-switching mechanism described in Section 3. In particular, the GO signal builds up continuously in time. When the TPC is switched to a new target, the PPC can be updated much more quickly because the GO signal that drives it is already large. The more rapid updating of the PPC translates into higher velocities. These target-switching data call attention to a more subtle property of how a GO signal energizes PPC updating, indeed, a property that has tended to mask the very existence of the GO signal: How can a GO signal that was activated with a previous TPC interact with a later TPC without causing errors in the ability of the PPC to track the later TPC? How does the energizing effect of a GO signal transfer to any TPC? A solution to this problem is suggested in Section 17. The fact that peak velocity is amplified without affecting movement accuracy during target switching implies a violation of Fitts's law, as Massey, Schwartz, and Georgopoulos (1986)



have noted. Our mechanistic analysis of synergetic binding via instatement of a TPC and of subsequent PPC updating energized by a previously activated GO signal provides an explanation of this Fitts's law violation as well as of Fitts's law itself (Section 27). Our model also suggests an explanation of why the position of maximal curvature and the time of minimal velocity are correlated during two-part arm movements (Abend et al., 1982; Fetters & Todd, 1987; Viviani & Terzuolo, 1980). This correlation arises in the model if the second TPC is switched on only after the PPC approaches the first TPC. In the Georgopoulos et al. (1981) experiment, in contrast, the second TPC is switched on because of the second light before the arm reaches the first target. An unanswered question of considerable interest is whether a second GO signal is switched on gradually with the second TPC in the Abend et al. (1982) paradigm, or whether the reduction in velocity at the turning point is due entirely to nulling of the difference between the PPC and the first TPC while the GO signal maintains an approximately constant value. These alternatives can be tested by measuring the velocities and accelerations subsequent to the position of the turning point. 11. Velocity Profile Invariance and A s y m m e t r y Many investigators have noted that the velocity profiles of simple arm movements are approximately bell shaped (Abend et al., 1982; Atkeson & Hollerbach, 1985; Beggs & Howarth, 1972; Georgopoulos et al., 1981; Howarth & Beggs, 1971; Morasso, 1981; Soechting & Lacquaniti, 1981). Moreover, the shape of the bell, if rescaled appropriately, is approximately preserved for movements that vary in duration, distance, or peak velocity. Figure 7 shows rescaled velocity profiles from Atkeson and Hollerbach's (1985) experiment. These velocity profiles were generated over a fixed distance at several different velocities. Thus both the duration scale and the velocity scale were modified to superimpose the curves shown in Figure 7. On the other hand, Beggs and Howarth (1972) showed that "at high speeds the approach curves of the practiced subjects are more symmetrical than at low speeds" (p. 451), and Zelaznik et al. (1986) have shown that at very high speeds the direction of asymmetry actually reverses. Thus the trend documented by Beggs and Howarth continues beyond the range of speeds they sampled. Because velocity profiles associated with slow movements are more asymmetric than those associated with fast movements, they cannot be exactly superimposed. All the velocity profiles shown in Figure 7 are taken from slow (1 to 1.6 s) movements and exhibit the sort of more gradual deceleration than acceleration that Beggs and Howarth (1972) reported for such movements. Asymmetry, its degree, and changes in its direction are of major theoretical importance. For example, Hogan's (1984) minimum-jerk model predicts symmetric velocity profiles. More generally, superimposability of velocity profiles after time-axis rescaling is a defining characteristic of generalized motor-program models (Hogan, 1984; Meyer, Smith, & Wright, 1982; Schmidt, Zelaznik, & Frank, 1978), which therefore cannot explain how the degree of velocity profile asymmetry varies with
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 1. In both o f these cases, function g(t) increases from g(0) = 0 to a maximum of 1 and attains the value I/2 at time t = ~. If/~ = 1 and 3" = 0, then g(t) is a linear function o f time i f n = 1 and a faster-than-linear function of time i f n > 1. We will soon demonstrate that an onset function that is a fasterthan-linear or a sigmoid function of time generates a PPC profile through time that is in quantitative accord with data about the arm's velocity profile through time. On the other hand, if muscle and arm properties attenuate the increase in velocity at the beginning of a movement, then linear, or even slower-thanlinear, onset functions could also quantitatively fit the data. Direct physiological measurements of the GO signal and PPC updating processes would enable a more definitive selection of the onset function to be made.
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21. C o m p u t e r S i m u l a t i o n o f M o v e m e n t S y n c h r o n y and Duration Invariance
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Figure 17. Network variables used in computer simulations. (See Equations 2 and 3 in text.)



In simulations of synchronous contraction, the same GO signal G(t) is switched on at time t = 0 across all VITE circuit channels. We consider only agonist channels whose muscles contract to perform the synergy. Antagonist channels are controlled by opponent signals, as described in Section 19. We assume that all agonist channels start out at equilibrium before their TPCs are switched to new, sustained target values at time t = 0. In all agonist muscles, T(0) > P(0). Consequently, V(t) in Equation 2 increases, thereby increasing P(t) in Equation 3 and causing the target muscle to contract. Different muscles may be commanded to contract by different amounts. Then the size of T(0) - P(0) will differ across the VITE channels inputting to different muscles. Thus Equations 2 through 4 describe a generic component of a TPC (/'1, T2 . . . . . Tn), a DV (VI, V2, . . . . Vn), and a PPC (P~, P2 . . . . . Pn). Rather than introduce subscripts 1, 2 . . . . n needlessly, we merely note that our mathematical task is to show how the VITE circuit in Equations 2 through 4 behaves in response to a single G O function G(t) if the initial value T(0) - P(0) is varied. The variation of T(0) P(0) can be interpreted as the choice of a different setting for each of the components Tt(0) - Ps(0), i = 1, 2 . . . . . n. Alternatively it can be interpreted as the reaction of the same component to different target- and initial-position values on successive performance trials. Figure 18 depicts a typical response to a faster-than-linear G(t) when T(0) > P(0). Although T(t) is switched on suddenly to a new value T, V(t) gradually increases then decreases, while P(t) gradually approaches its new equilibrium value, which equals T. The rate of change dP/dt of P provides a measure of the velocity with which the muscle group that quickly tracks P(t) will contract. Note that dP/dt also gradually increases then decreases
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Figure 18. The simulated time course of the neural network activities V, G, and P during an 1100-ms movement. (The variable T [not plotted] had value 0 at t < 0, and value 20 thereafter. The derivative of P is. also plotted to allow comparison with experimental velocity profiles. Parameters for Equations 2, 3, and 6: a = 30, n = 1.4,/~ = 1, and 3, = 0.) with a bell-shaped curve whose decelerative portion (d2P/dl 2 < 0) is slightly longer than its accelerative por on (d2P/dt 2 > 0), as in the data described in Sections 7, 8, 11, and 12. Figure 19 demonstrates movement synchrony and duration invariance. This figure shows that the V curves and the dP/dt curves generated by widely different T(0) - P(0) values and the same GO signal G(t) are perfectly synchronous through time. This property is proved mathematically in Appendix B. The simulated curves mirror the data summarized in Sections 11 and 12. These results demonstrate that the PPC output vector [P~(t), P2(t) . . . . . P~(t)] from a VITE circuit dynamically defines a synergy that controls a synchronous trajectory in response to any fixed choice (T~,/'2 . . . . . T,) of TPC, any initial positions [P~(0), P2(0) . . . . . P,(0)], and any GO signal G(t). 22. C o m p u t e r Simulation o f Changing Velocity Profile A s y m m e t r y at Higher M o v e m e n t Speeds The next simulations reproduce the data reviewed in Section 11 concerning the greater symmetry of velocity profiles at



higher movement velocities. In these simulations, the initial difference T(0) - P(0) between TPC and PPC was held fixed, and the GO amplitude Go was increased. Figure 20a, 20b, and 20c shows that the profile o f d P / d t becomes more symmetric as Go is increased. At still larger Go values, the direction of asymmetry reversed; that is, the symmetry ratio exceeded .5, as in the data of Zelaznik et al. (1986). Figure 20d shows that if both the time axis t and the velocity axis dP/dt are rescaled, then curves corresponding to movements of the same size at different speeds can approximately be superimposed, except for the mismatch of their decelerative portions, as in the data summarized in Section 11. 23. W h y Faster-Than-Linear, or Sigmoid, Onset Functions? The parametric analysis of velocity profiles in response to different values of T(0) - P(0) and Go led to the choice of a faster-than-linear, or sigmoid, onset function g(t). In fact, the



73



N E U R A L DYNAMICS O F P L A N N E D A R M M O V E M E N T S



©



r...9 oo



0



0.00



0.24



0.48



0.71



0.95



1.19



0.00



TIME



0.24



,



i



,



,



0.48



0.71



0.95



1.19



0.95



1.19



TIME o



-(3



-C3



n



EL



]D



-C3 ¥ 0



0.00



0.24



0.48



0.71



0.'95



1.19



TIME



(.)



0.00



0.24



0.48



0.71



TIME



®



Figure 19. With equal G O signals, movements of different size have equal durations and perfectly superimposable velocity profiles after velocity axis rescaling. (For A and B, respectively, G O signals and velocity profiles are for 20- and 60-unit movements lasting 560 ms. Parameters for Equations 2, 3, and 6: a = 30, n = i.4,/~ = 1 , a n d 7 = 0 . )



faster-than-linear onset function should be interpreted as the portion of a sigmoid onset function whose slower-thanlinear part occurs at times after P(t) has already come very close to T. Figure 21 shows what happens when a slower-than-linear g(t) = t(B + t) -t or a linear g(t) = t is used. At slow velocities (small Go), the velocity profile dP/dt becomes increasingly asymmetric when a slower-than-linear g(t) is used. At a fixed slow velocity, the degree of asymmetry increases as the slowerthan-linear g(t) is chosen to approximate more closely a step function. A linear g(t) leads to an intermediate degree of asymmetry. A faster-than-linear, or sigmoid, g(t) leads to slight asymmetry at small values of Go as well as greater symmetry at large values of Go. A sigmoid g(t) can be generated from a sudden



onset of GO signal if at least two cell stages average the GO signal before it gates [V] + in Equation 3. A sigmoid g(t) contains a faster-than-linear part at small values oft and an approximately linear part at intermediate values of t. Thus a sigmoid g(t) can generate different degrees of asymmetry depending on how much of the total movement time occurs within each of these ranges. We have also simulated a VITE circuit using sigmoid GO signals whose rate of growth increases with the size of the GO amplitude. Such covariation of growth rate with amplitude is a basic property of neurons that obey membrane, or shunting, equations (Grossberg, 1970, 1973, 1982; Sperling & Sondhi, 1968). Such a sigmoid GO signal G(t) can simply be defined as the output of the second neuron population in a chain of shunt-
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P(0) so that the PPC increases when T(0) turns on, thereby causing more contraction of its target muscle group. Thus by Equation A 1,



f0t g(v)dv.



(AI0)



Because dP/dt provides an estimate of the arm's velocity profile, Equation A9 illustrates the property of duration invariance in the special case that G(t) is constant. Duration invariance is proved using a general G(t) in Appendix B. Equation A9 also illustrates how the velocity profile can respond to a sudden switch in the TPC with a gradual increase then decrease in its shape, although g(t) assumes a different form if a > 4G, a = 4G, or a < 4G. When a > 4G, otG e_a/2t [ e t / 2 ~ g(t) = ~/a2 _ 4 a G - e-t/2~2~-4~]. Term [ e x P ( 2 ~ ) ]



-[exp(-2~)]



(AI l)



in Equation A 11



increases exponentially from the value 0 at t = 0, whereas term



[~



exp - -~ t



decreases exponentially toward the value 0 at a faster rate.



V(0) = 0,



(A3)



The net effect is a velocity function that increases then decreases with an approximately bell-shaped profile. In addition, g(t) > 0 and



d V(0) = a [ T ( 0 ) - P(0)] > 0.



(A4)



f Z g(t)dt = 1.



and



dt



Consequently V(t) > 0 for all times t such that 0 ~ t ~ T, where Tis the first positive time, possibly infinite, at which V(T) = 0. While V(t) ~ O, it follows by Equation A2 that d p = GV. dt



(AS)



To solve Equations A1 and A5, we differentiate Equation A1 at times t ~ 0. Tben



dr---~ v - - a - d r
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,



(A6)



because T is constant. Substituting Equation A5 into'Equation A6 yields d2 dr--5 V + a d V + a G V =



0,



By Equations A 10 and A 12, P(0 increases toward T as t increases. Thus P(t) either approaches T(0) with an arbitrarily small error, or an undershoot error occurs if the GO signal is switched offprematurely. Ifa = 4G, then g( t) = aGte-~/2t. (A 13) Again, the velocity profile gradually increases then decreases, but it starts to increase linearly before it decreases exponentially. The function in Equation A 13 also satisfies Equation A 12, so that accurate movement or undershoot occur, depending on the duration oftbe GO signal. The ease of a < 4G deserves special attention. In this case, the rate G with which P is updated in Equation A2 exceeds the ability of the rate a in Equation A1 to keep up. As a result, an overshoot error can occur. In particular, 2aG e_,msi n g(t) = V 4 a G - a 2



(A7)



subject to the initial data in Equations A3 and A4. This equation can be solved by standard methods. The solution takes the form V(t) = [T(0) - P ( O ) l f ( t ) , (A8)



(A 12)



if0 < t < ~



21r - a ~ When t exceeds ~



t 21r ,



(A14)



function g(t), and



thus V(t), becomes negative. By Equation A2, [V(t)] + = 0 when t ex2z ceeds ~ , so that by Equation A2, P(t) stops moving at this time. The movement time (MT) in this case thus satisfies



wberef(t) is independent of T(0) and P(0). Thus V(t) equals the initial difference between the new TPC and the initial PPC multiplied by a functionf(t), which is independent of the new TPC and the initial PPC. By Equation A2, _d p = [ T ( 0 ) -



dt



P(O)lg(t),



(A9)



21r MT = V4aG- a 2 "



(A15)



Within this time frame, the velocity profile is the symmetric function / ~ \ 9
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where g(t) = Gf(t). Integration of Equation A9 yields



tion e -'/2t. Greater overall symmetry of g(t) is achieved if the rate
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rate ~ with whmh the exponential function changes; namely, if2G ,> a. Because P(t) stops changing at time t = ~
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the final PPC



value found from Equation A 10 is



dt



= G[V] + -- 0.



(A22)



Thus P remains constant until V becomes positive. If a new TPC is switched on at time t -- 0 to an agonist muscle that satisfies Equation A21, then T(0) > P(0). By Equation A1, Vincreases according to the equation



d V+ aV= a[T(0) -P(0)], dt



e[ 2r ~ Y 4 a G - a 2) = P ( 0 ) + [T(0) - P(0)](I + e - ( ' / ~ ) ) .



(A23)



(AI6)



where a[ T(0) - P(0)] is a positive constant, until the time t = t~ at which V(h) = 0. Thereafter [ V ] + = V > 0 so that V and P mutually influence each other through Equations A 1 and A5. Time t~ is computed by integrating Equation A10. We find



(A17)



for 0 < t ~ t~. By Equation 21,



Thus an overshoot error occurs of size



V(t) = V(O)e -~t + [T(0) - P(0)](1 - e -at) E = [T(0) - P(O)]e - ( a ' / ~ ) .



In accordance with Woodworth's law, the error is proportional to the distance [ T(0) - P(0)]. Fitts's law can be derived by holding E constant in Equation A17 and varying [ T(0) - P(0)] to test the effect on the MT in Equation A 15. Substituting Equation A15 into A 17 shows that E = [T(0) - P(O)]e -a~rr/2,



(A18)



which implies Fitts's law



Mr



Ogl"



--
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V(t) -- - P ( 0 ) + T(0)(I - e-at).



i [ /J,(ohl_,



t, = - In 1



dt



(A20)



If we assume that this equilibrium value obtains at time t = 0, then V(0) = - P ( 0 ) < 0, and Equation A2 implies that



(A21)



-



tr-



jj



(A26)
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By Equation A26, t, is a function of the ratio of the initial PPC value to the new TPC value. For times t > t,, Equations A1 and A5 can be integrated just as they were in the preceding case. Indeed,



V(t,) = 0



(A27)



by the definition of h, and d



V(tt) = a [ T ( 0 ) - P(0)]



(A28)



by Equations A23 and A28. The initial data in Equations A27 and A28 are the same as the initial data in Equations A3 and A4 except for a shift o f h time units. Consequently if the GO signal onset time is also shifted by tmtime units, then it follows from Equation A8 that at times t > h ,



V(t) = [T(0) - P(O)]f(t - tl).



(A29)



An estimate of such a velocity profile is found by piecing together Equations A24 and A29. Thus dp=~0



dt



o =--d v = , ~ ( - v + o - p ) .



(A25)



Thus



(A19)



The initial condition V(0) = 0 in Equation A3 obtains if the system has actively tracked a constant TPC until its PPC attains this TPC value. Under other circumstances, V(0) may be negative. When this occurs, (d/dt)P in Equation A2 may remain 0 during an initial interval, while V(t) increases to nonnegative values. Thus P begins tO change only after a staggered onset time. A derivation of some properties of staggered onset times follow. A negative initial value of V(0) may obtain if a particular muscle group has been passively moved to a new position either by an external force or by the prior active contraction of other muscle groups. In such a situation, P(t) may be changed by the passive update of position (PUP) circuit (Section 29) even if T(t) = 0, and V(t) may track P(t) via Equation A 1 until a new equilibrium is reached. Under these circumstances, Equation A 1 implies that



(A24)



L G[T(0) - P(O)]f(t - tl)



for



O t ~ 0. Define the new present-position command variable Q(t)-= P(t) - To,



~ v = a ( - v + I - q)



(B6)



In addition, by Equations B1 and B9. It is obvious that a unique solution of Equations B12 through B14 obtains no matter how T2 and T~ are chosen, if T2 > Tl. By combining Equations B2, BS, B6, and BI 1, we find that



Then Equations B3 and B4 can be replaced by equations P(t) = P(O) + [T1 - P(O)]q(t),



d V = a(-V+ dt



T2 - Q)



(B7)



and d



Q = GV



(B8)



(B15)



where q(t) is independent of T~ and P(0). Equation B 15 proves duration invariance given a general GO function G(t). Indeed, differentiating Equation B 15 yields d p = [TI - P(0)] d dt ~ q(t),



(B 16)



for t ~ 0. By Equation B2, Q(0) = 0.



(B9)



which shows that function dq/dt generalizes function g(t) in Equation Ag.
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Appendix C



Passive Update of Position Descriptions of mathematical equations for a passive update of position (PUP) circuit follow. As in our description of a vector-integrationto-endpoint (VITE) circuit, equations for the control of a single muscle group will be described. Opponent interactions between agonist and antagonist muscles also exist and can easily be added once the main ideas are understood. The PUP circuit supplements Equation C 1 dp=



G[V]+,



(CI)



dt



whereby the present-position command (PPC) integrates difference vectors through time. A PUP circuit obeys the following equations: present-position command,



__dp; dt



G[V]+ + Gp[M]+;



(C2)



d M = - ~ M + 3,1 - zP;



(C3)



outflow-inflow interface,



dt



adaptive gain control,



d



z = 6Gp(-~z + [MI+).



9r I > zP.



(C5)



If the inflow signal 3'1exceeds the gated outflow signal zP, then [M] + > 0 in Equation C5. Otherwise [M] + = 0. The passive gating function Go in Equation C2 is positive only when the muscle is in a passive, or postural, state. In particular, Gp > 0 only when the GO signal G(t) ~- 0 in the VITE circuit. Figure 26 assumes that a signal f[G(t)] inhibits a tonically active source of the gating signal Gp. Thus Gp is the output from a "pauser" cell, which is a tonically active cell whose output is attenuated during an active movement. Such cells are well-known to occur in saccadic eye-movement circuits (Grossberg & Kuperstein, 1986; Luschei & Fuchs, 1972; Raybourn & Keller, 1977). If both Gp and [M] + are positive in Equation C2, then dP/dt > 0. Consequently, P increases until M = 0, that is, until the gated outflow signal zP equals the inflow signal 3"L At such time, the PPC is updated to match the position attained by the muscle during a passive movement. To see why this is true, we need to consider the role of function z in Equations C3 and C4. Function z is a long-term memory (LTM) trace, or associative weight, which adaptively recalibrates the scale, or gain, of outflow signals until they are in the same scale as inflow signals. Using this mechanism, a



(C6)



The outflow signal Pis multiplied, or gated, by z on its way to the match interface where Mis computed (Figure 26). Because z changes only when the muscle is in a postural, or a passive, state, terms 3'1 and P typically represent the same position, or state of contraction, of the muscle group. Then Inequality C6 says that the scale "rl for measuring position I using inflow signals is larger than the scale zP for measuring the same position using outflow signals. When this happens, z increases until M = 0; namely, until outflow and inflow measurement scales are equal. On an occasion when the arm is passively moved by an external force, the inflow signal 3"I may momentarily be greater than the outflow signal zP. Because of past learning, however, the inflow signal satisfies



(C4)



The match function M i n Equation C3 rapidly computes a time average of the difference between inflow (3,1) and gated outflow (zP) signals. Thus



M ' ~ ~ ('rI - zP).



match between inflow and outflow signals accurately encodes a correctly updated PPC. Adaptive recalihration proceeds as follows. In Equation C4, the learning-rate parameter ~ is chosen to be a small constant to assure that z changes much more slowly than M or P. The passive gating function Gp also modulates learning, because z can change only at times when Gp > 0. At such times, term -~z describes a very slow forgetting process that prevents z from getting stuck in mistakes. The forgetting process is much slower than the process whereby z grows when [M] + > 0. Because function M reacts quickly to its inputs 3"land -zP, as in Equation C5, term [M] + > 0 only if



71 = z P * ,



(C7)



where P* is the outflow command typically associated with L Thus by Equation C5, M-



~ ( e * - P).



(C8)



By Equations C2 and C8, P quickly increases until it equals P*. Thus, after learning occurs, P approaches P*, and M approaches 0 very quickly, so quickly that any spurious new learning which might have occurred because of the momentary mismatch created by the onset of the passive movement has little opportunity to oceur, because z changes slowly through time. What small deviations may occur tend to average out because of the combined action of the slow forgetting term -~z in Equation C4 and opponent interactions. Equations C3 and C4 use the same formal mechanisms as the headmuscle interface (HMI) described by Grossberg and Kuperstein (1986). The HMI adaptively recodes a visually activated target position coded in head coordinates into the same target position coded in agonist-antagonist muscle coordinates. Such a mechanism for adaptive matching of two measurement scales may be used quite widely in the nervous system. We therefore call all such systems adaptive vector encoders. Received October 10, 1986 Revision received J u n e 1, 1987 Accepted J u n e 10, 1987 9
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