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Course Outline ‹ ‹



Introduction Linear Network Coding 1. Acyclic Networks 2. Cyclic Networks



‹ ‹



Network Coding for Multiple Sources Concluding Remarks



Introduction



Multicast vs Broadcast ‹ Broadcast



– One-to-many communication without specific receiver addresses ‹ Multicast



– One-to-many communication with specific receiver addresses



What is Network Coding? ‹ The



traditional approach (store-andforward) to multicasting is to find an efficient multicast tree in the network, with the nodes acting as switches which can route and/or replicate information. ‹ Network coding is a new theory which changes the way we think of transmitting information in a network.



What is Network Coding? ‹ In



the paradigm of network coding, nodes can encode information received from the input links before it is transmitted on the output links. ‹ Switching is a special case of network coding.



A Network Coding Example The Butterfly Network
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A Network Coding Example with Two Sources
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Wireless/Satellite Application b1
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50% saving for downlink bandwidth!



Two Themes of Network Coding ‹ When



there is 1 source to be multicast in a network, store-and-forward may fail to optimize bandwidth. ‹ When there are 2 or more independent sources to be transmitted in a network (even for unicast), store-and-forward may fail to optimize bandwidth.



Why Surprising? ‹ Classical



information theory (C.E. Shannon, 1948) tells us that for point-to-point communication, all information can ultimately be represented as independent (i.i.d.) bits through data compression. ‹ Independent bits cannot be further compressed — commodity.



Why Surprising? ‹ The



folklore was that the commodity view for information continues to apply in networks. ‹ For a long time, processing of information at the intermediate nodes in a network for the purpose of transmission has not been considered.



Applications of Network Coding ‹ Computer



Networks ‹ Wireless/Satellite Communications ‹ Distributed information storage/ dissemination (e.g., Bit-Torrent) ‹ Robust Network Management ‹ Network Error Correction



Recent Activities ‹ Over



120 papers have been written on the subject in the context of – Information and Coding Theory – Networking – Wireless Communications – Computer Science (algorithms, computational complexity) – Graph Theory, Matrix Theory



Recent Activities Joint special issue of IEEE Transactions on Information Theory and IEEE/ACM Transactions on Networking ‹ Call for papers for various conferences (PODC 2004, ICC 2005, NetCod 2005/06, WirelessCom 2005, ISIT 2006, International Symposium on Turbo Coding 2006, etc) ‹ Tutorials at Globecom 2004, ISIT 2005. ‹



Model of a Point-to-Point Network ‹A



network is represented by a graph G = (V,E) with node set V and edge (channel) set E. ‹ A symbol from an alphabet F can be transmitted on each channel. ‹ There can be multiple edges between a pair of nodes.



Single-Source Network Coding ‹ The



source node S generates an information vector x = (x1 x2 … xω) ∈ Fω. ‹ What is the condition for a node T to be able to receive the information vector x?



Max-Flow Min-Cut Theorem ‹ Consider



a graph G = (V,E). ‹ There is a source node S and a sink node T in set V. ‹ A cut in the graph G is a partition of the node set V into two subsets V1 and V2 such that S is in V1 and T is in V2 ‹ The capacity of a cut is the total number of edges across the cut from V1 to V2



Max-Flow Min-Cut Theorem The max-flow from S to T, denoted by maxflow(T), is the maximum rate at which a fluid (e.g., water) can flow from S to T provided that the rate of flow in each edge does not exceed 1 and the flow conserves at each node. ‹ By the Max-Flow Min-Cut Theorem, maxflow(T) is equal to the minimum value of the capacity of a cut in G. ‹



The Max-Flow Bound ‹ What



is the condition for a node T to be able to receive the information vector x = (x1 x2 … xω) ?



‹ Obviously,



if maxflow(T) < ω, then T cannot possibly receive x.



The Basic Result ‹



Network coding was first proposed in R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Network Information Flow,” IEEE Transactions on Information Theory, vol. 46, pp. 1204-1216, July 2000.



‹



Their result says that a node T can receive the information vector x iff maxflow(T) ≥ω, i.e., the max-flow bound can be achieved simultaneously by all such nodes T (using network coding).



Linear Network Coding ‹ In



a linear network code, messages are represented as symbols in a finite field, and encoding/decoding is by means of linear operations in the finite field. ‹ Linear codes greatly simplify the encoding/decoding process.



Linear Network Coding ‹ It



was proved that the max-flow bound can be achieved by linear network codes:



‹



‹



S.-Y. R. Li, R. W. Y and N. Cai, “Linear Network Coding,” IEEE Transactions on Information Theory, vol. 49, no. 2, pp. 371-381, 2003 (vector space approach). R. Koetter and M. Medard, "An Algebraic Approach to Network Coding", Transactions on Networking, October 2003 (matrix approach).



Linear Network Code Constructions A construction of a generic linear network code was provided in LYC. ‹ A generic linear network code is considerably stronger than a linear multicast, a linear network code that can achieve the max-flow bound in the weakest sense. ‹ The LYC algorithm has been refined for constructing a linear multicast: S. Jaggi, P. Sanders et al., “Polynomial time algorithms for multicast network code construction,” submitted to IEEE IT. ‹



Multi-Source Network Coding ‹



Point-to-point communication – Classical information theory says that if 2 independent sources X and Y are to be transmitted from one point to another point, coding X and Y separately or jointly does not make any difference asymptotically, because H(X,Y) = H(X) + H(Y). – A multi-source problem can be decomposed into a number of single source problems.



Multi-Source Network Coding ‹



Network multicast – To multicast 2 independent sources X and Y sometimes bandwidth optimality cannot be achieved by coding X and Y separately (Y 95). – General acyclic networks has been studied (Y and Zhang 99, Song, Y and Cai 04). – A taxonomy of network coding problems have been reported by Lehman and Lehman (no coding, polynomial-time solvable, NP-hard).



Some Ramifications ‹ Robust



network management ‹ Separation of network coding and channel coding ‹ Secure network coding ‹ Network error correction ‹ Network coding on undirected networks



Robust Network Management Koetter and Medard (03) proved the existence of static network codes in the presence of link failures, as long as the maxflow of each receiving node in the resulting network continues to exceed the information rate. ‹ Algorithms are designed for efficient network recovery. ‹ Explicit construction of static network code to be discussed. ‹



Separation of Network Coding and Channel Coding ‹ Adjacent



nodes are connected by a noisy channel. ‹ All the channels are assumed memoryless and independent. ‹ Separation of network coding and channel coding is asymptotically optimal for single-source networks (Borade 02, Song and Y 04).



Separation of Network Coding and Channel Coding ‹A



generalization of Shannon’s celebrated result that the capacity of a memoryless channel cannot be increased by feedback.



Secure Network Coding ‹A



collection of subsets of links are given. ‹ An eavesdroppers is allowed to access any one (but not more than one) of these subsets. ‹ The eavesdropper is not able to obtain any information about the information source transmitted.



Secure Network Coding ‹ This



model is a network generalization of secret sharing in cryptography (Cai and Y 02).



Network Error Correction Error correction in existing communication networks is done on a link-by-link basis. ‹ Network error correction is to achieve error correction in a network in a distributed manner in conjunction with network coding. ‹ Network generalization of the Hamming bound and the Gilbert-Varshamov bound have been obtained (Cai and Y 02). ‹



Network Coding on Undirected Networks ‹ The



total bandwidth of a channel can be time-shared between the 2 directions (e.g., walkie-talkie). ‹ It is conjectured that network coding does not help in undirected networks (Li and Li 04).



Linear Network Coding Acyclic Networks



Acyclic Networks The following type of networks is considered: – Cyclic-free. The nodes can be ordered in an upstream-to-downstream manner. – There is only one information source in the whole network, generated at the node S. – Transmission is assumed to be instantaneous. ‹ The max-flow bound can be achieved by linear network coding at different levels. ‹



Notation Let F be a finite field. ‹ The information source generates a vector x = (x1 x2 … xω) in Fω. ‹ The value of the max-flow from S to a node T is denoted by maxflow(T). ‹ In(T) denotes the set of edges incoming at T. ‹ Out(T) denotes the set of edges outgoing from T. ‹



Imaginary Channels ‹ The



information vector contains ω symbols from F. ‹ By convention, we assume that there are ω imaginary channels ending at the source node S when ω is specified.



Linear Mapping ‹ Let



f: Fω (row vector) → F. If f is linear, then there exists a column vector a ∈ Fω such that f(x) = x·a for all row vectors x ∈ Fω.



Adjacent Pair of Channels ‹A



pair (d,e) of channels be called an adjacent pair if there exists a node T with and d ∈ In(T) and e ∈ Out(T).



Local Description of a Linear Network Code Definition 2.4. Let F be a finite field and ω a positive integer. An ω-dimensional F-valued linear network code on an acyclic network consists of a scalar kd,e, called the local encoding kernel, for every adjacent pair of channels (d,e). The local encoding kernel at the node T refers to the |In(T)|×|Out(T)| matrix KT = (kd,e)d∈In(T),e∈Out(T).



Local Description (cont.) ‹ Let



ye be the symbol sent on the channel e. ‹ The local input-output relation at a node T is given by ye = Σd∈In(T) kd,e yd for all e ∈ Out(T), i.e., an output symbol from T is a linear combination of the input symbols at T.



Global Encoding Kernel Given the local description of a linear network code, the code maps the information vector x to each symbol ye sent on the channel e. ‹ Obviously, such a mapping is linear. ‹ Therefore, ye = x·fe for some column vector fe ∈ Fω. ‹ The vector fe, called the global encoding kernel for the channel e, is like a transfer function. ‹



Global Description of a Linear Network Code Definition 2.5. An ω-dimensional Fvalued linear network code consists of a scalar kd,e for every adjacent pair of channels (d,e) in the network as well as an ω-dimensional column vector fe for every channel e such that: ‹ fe



= Σd∈In(T) kd,e fd for e ∈ Out(T).



‹ The



vectors fe corresponding to the ω imaginary channels e ∈ In(S) form the natural basis of the vector space Fω.



‹ ‹



‹



The global description of a linear network code incorporates the local description. The relation fe = Σd∈In(T) kd,e fd for e∈Out(T) says that the global encoding kernel of an output channel at T is a linear combination of the global encoding kernels of the input channels at T. From this, we have ye = x·fe = x·(Σd∈In(T) kd,e fd) = Σd∈In(T) kd,e (x·fd) = Σd∈In(T) kd,e yd as in the local description.



Example 2.6 ‹ Figure



2.2 shows the relation between the local description and the global description.



Example 2.7 ‹ Figure



2.3 shows the same network in Example 2.6 with all the local encoding kernels being indeterminates.



Desirable Properties of a Linear Network Code Definition 2.8. Let VT = 〈{fd: d ∈ In(T)}〉. An ω-dimensional F-valued linear network code qualifies as a Linear multicast dim(VT) = ω for every non-source node T with maxflow(T) ≥ ω. Linear broadcast dim(VT) = min{ω, maxflow(T)} for every non-source node T. Linear dispersion dim〈∪T∈℘ VT〉 = min{ω, maxflow(℘)} for every collection ℘ of non-source nodes.



Linear Multicast ‹ For



every node T, if maxflow(T) ≥ ω, then T receives the whole vector space so that the information vector x can be recovered. ‹ If maxflow(T) < ω, possibly no useful information can be recovered. ‹ A linear network code may not be a linear multicast. See Figure 2.4(d).



Linear Broadcast For every node T, if maxflow(T) ≥ ω, then T receives the whole vector space so that the information vector x can be recovered. ‹ If maxflow(T) < ω, then T receives maxflow(T) dimensions, but which dimensions to be received is not guaranteed. ‹ A linear broadcast is stronger than a linear multicast. See Figure 2.4(c). ‹



Application of Linear Broadcast ‹ For



a one-time information vector x, a linear broadcast allows each node T to receive x at rate equal to maxflow(T), the maximum possible rate. ‹ See Example 2.22.



Linear Dispersion Example of a binary linear dispersion. See Figure 2.4(a). ‹ For every collection of nodes T, if maxflow(℘) ≥ ω, then ℘ receives the whole vector space so that the information vector x can be recovered. ‹ If maxflow(℘) < ω, then ℘ receives maxflow(T) dimensions. ‹ Linear dispersion is stronger than a linear broadcast. See Figure 2.4(b). ‹



Application of Linear Dispersion ‹A



collection of nodes, each of which has maxflow < ω, can be pooled together to receive the whole information vector x. ‹ Facilitates network expansion.



Example 2.10 ‹ The



linear network code in Figure 2.2 is a linear dispersion regardless of the choice of the field F. ‹ Hence, it is also a linear broadcast and a linear multicast.



Example 2.11 The more general linear network code in Figure 2.3 is a linear multicast when – fTW and fUW are linearly independent. – fTY and fXY are linearly independent. – fUZ and fWZ are linearly independent. ‹ Equivalently, the criterion says that s, t, u, y, z, nr − pq, and npsw + nrux − pnsw − pquw are all nonzero. Example 2.6 has been the special case with n = r = s = t = u = v = w = x = y = z = 1 and p = q = 0. ‹



How to Construct Linear Network Codes with Desirable Properties ‹ We



want the global encoding kernels to be as independent as possible. ‹ How can this be formulated algebraically?



Generic Linear Network Code Definition 2.12. An ω-dimensional Fvalued linear network code on an acyclic network is said to be generic if: ‹ Let {e1, e2, … , en} be an arbitrary set of channels, where n ≤ ω and each ej ∈ Out(Tj). Then, the vectors fe1, fe2, … , fen are linearly independent provided that VTj ⊄ 〈{fek: k≠j}〉 for 1 ≤ j ≤ n.



Main Idea of a Generic Linear Network Code In the collection of channels {e1, e2, … , en}, if each Tj knows something “not transmitted by” the other channels, then the channels e1, e2, … , en “transmit” independent global encoding kernels. ‹ The converse always holds. ‹ Roughly, in a generic linear network code, every collection of at most ω global encoding kernels that can possibly be linearly independent are linearly independent. ‹



A Consequence of Genericity ‹ For



any collection of no more than dim(VT) outgoing channels from a node T, the corresponding global encoding kernels are linearly independent. ‹ In particular, if |Out(T)| ≤ dim(VT), then the global encoding kernels of all the outgoing channels from T are linearly independent.



Example 2.13 ‹ Figure



2.5 shows a 2-dimensional linear dispersion which is not a generic linear network code.



The Effect of Field Size To construct a linear network code with desirable properties, the field F often needs to be sufficient large. ‹ When the field size is small, certain polynomial equations are unavoidable. E.g., zp - z = 0 for all z ∈ GF(p). ‹ Figure 2.6 in Example 2.6 shows a network on which there exists a ternary linear multicast but not a binary linear multicast. ‹ This is similar to the construction of a Vandermonde matrix. ‹



Lemma 2.15 Let g(z1, z2, … , zn) be a nonzero polynomial with coefficients in a field F. If |F| is greater than the degree of g in every zj, then there exist a1, a2, … , an ∈ F such that g(a1, a2, … , an) ≠ 0. Proof: By induction on n and invoke the fundamental theorem of algebra.



Example 2.16 ‹ ‹ ‹



‹



Refer to Figure 2.3, with all the global encoding kernels being indeterminates. LW, LY, and LZ are the matrices of the global encoding kernels received at W, Y, and Z, resp. Clearly, det(LW), det(LY), det(LZ) are not the zero polynomial, or equivalently, P(n,p,q,…) = det(LW)·det(LY)·det(LZ) is not the zero polynomial. When F is sufficiently large, by Lemma 2.16, it is possible to assign the global encoding kernels so that P(n,p,q,…) is not evaluated to 0.



Construction of Generic Network Code: Improved LYC Algorithm Algorithm 2.17. Let F is a field with > (n+ω−1 choose ω−1) elements. { for (every channel e in the network except for the imaginary channels) fe = the zero vector; for (every node T, following an upstream-to-downstream order) { for (every channel e ∈ Out(T)) { Choose a vector w in the space VT such that w ∉ 〈{fd: d∈ξ}〉 for every collection ξ of ω−1 channels, including possibly imaginary channels in In(S) but excluding e, with VT ⊄ 〈{fd: d∈ξ}〉; fe = w; } } }



Justification of Field Size ‹



‹



‹ ‹



‹



To see the existence of such a vector w, denote dim(VT) = k and let N = (n+ω−1 choose ω−1). If ξ is any collection of channels with VT ⊄ 〈{fd: d∈ξ}〉, then dim((VT)∩〈{fd: d∈ξ}〉) ≤ k−1. There exists at most N collections of such ξ. Thus |VT∩(∪ξ〈{fd: d∈ξ}〉)| ≤ N|F|k−1 < | F| k = |VT|. Note: When F is very large, a generic code can be constructed randomly with high probability.



Justification of Algorithm We need to show that the network code constructed is indeed generic. ‹ Refer to paper. ‹ In fact, the code constructed is somewhat stronger than what is required by a generic linear network code. ‹ So we have proved Theorem 2.18: Given a positive integer ω and an acyclic network, there exists an ω-dimensional Fvalued generic linear network code for sufficiently large base field F. ‹



Complexity Analysis Recall that N = (n+ω−1 choose ω−1), which is polynomial in n for a fixed ω. ‹ For each T, at most N collections ξ of ω-1 channels need to be processed. ‹ Throughout the algorithm, at most nN collections of ω-1 channels need to be processed. ‹ This can be implemented in polynomial time in n. ‹



A Generic Linear Network Code is a Linear Dispersion ‹



‹



Theorem 2.27. For an ω-dimensional generic linear network code, for every set ℑ of non-source nodes, dim〈{fe: e ∈ cut(ℑ)}〉 = min{ω, maxflow(ℑ)}. Consequently, the generic linear network code is a linear dispersion. Generic Linear Network Code ⇒ Linear Dispersion ⇒ Linear Broadcast ⇒ Linear Multicast



Consequences of the Existence of Generic Linear Network Code Corollary 2.19. Given a positive integer ω and an acyclic network, there exists an ω-dimensional Fvalued linear dispersion for sufficiently large base field F. Corollary 2.20. Given a positive integer ω and an acyclic network, there exists an ω-dimensional Fvalued linear broadcast for sufficiently large base field F. Corollary 2.21. Given a positive integer ω and an acyclic network, there exists an ω-dimensional Fvalued linear multicast for sufficiently large base field F.



Alternative Proof of Corollary 2.21 Koetter-Medard 03 (Matrix approach) ‹ For any node T such that maxflow(T) ≥ ω, there exist ω edge-disjoint paths connecting the ω imaginary channels in In(S) to T. ‹ Let LT be the matrix of the global encoding kernels of the channels of these paths ending at T. ‹ Claim: det(LT) is not the zero polynomial.



Proof: ‹ Set the local encoding kernels to emulate the routing of ω symbols from S to T. ‹ With these settings of the local encoding kernels, LT is evaluated to the ω×ω identity matrix and det(LT) is evaluated to 1. ‹ Therefore, det(LT) cannot be the zero polynomial. ‹ Consider ΠT:maxflow(T)≥ω det(LT), which is not the zero polynomial. ‹ For a sufficient large base field F, it is possible to set the local encoding kernels so that this polynomial is not evaluated to 0.



‹ The



feasible local encoding kernels can in principle be found by exhaustive search over the base field F, but not in polynomial time.



Refinement of Algorithm The original LYC algorithm for constructing a generic linear network code has been refined by Jaggi and Sanders et al. for the construction of linear multicast in polynomial time. ‹ See Algorithm 2.29. ‹ The complexity is lower than that of the improved LYC algorithm for constructing generic linear network code. ‹



Static Linear Network Code In the event of link failure, as long as in the resulting network, maxflow(T) ≥ ω for every receiving node T, the information vector x can still be transmitted to all the receiving nodes. ‹ But this involves a change of the network code throughout the whole network. ‹ Koetter and Medard 03 propose the static code to alleviate this problem. ‹ The idea is to use the bandwidth spared for rerouting to achieve seamless recovery in case of network failure. ‹



In a static code, in the case of link failure, an unreceived symbol is treated as a 0, and coding is performed as usual. ‹ The receiving nodes either have to know the link failure pattern or obtain necessary decoding information from the packet header. ‹ Koetter and Medard show the existence of a static linear multicast. ‹ A static network code can be applied even when there is only one receiving node. ‹



Construction of Static Generic Linear Network Code ‹ The



improved LYC algorithm can be further enhanced for constructing a static generic linear network code. ‹ The algorithm can be made polynomial if only a certain subset of link failure patterns is considered. ‹ See Algorithm 2.34.



Linear Network Coding Cyclic Networks



Unit-Delay Cyclic Networks ‹ We



consider the following type of networks: – There may be directed cycles. It may not be possible to order the nodes in an upstream-to-downstream manner. – There is only 1 information source generated at the node S. – There is a unit-delay at each node to avoid information looping.



Information Source ‹



‹



‹



At each discrete time t ≥ 0, the information source generates a row vector xt = ( x1,t, x2,t, …, xω,t ), where each symbol xi,t is in some finite field F. For 1 ≤ i ≤ ω, the pipeline of symbols xi,0, xi,1, xi,2, … can be conveniently represented by a power series (z-transform) Xi(z) = xi,0 + xi,1 z + xi,2 z2 + … So the information source can be represented by x(z) = ( x1(z) x2(z) … xω(z) ).



Rational Power Series Functions of the form p(z)/(1+zq(z)), where p(z) and q(z) are polynomials, can be expanded into power series at z=0 by long division. ‹ Such functions are called rational power series. ‹ Denote the integral domain of all rational power series by F〈z〉. ‹ Denote the integral domain of all power series by F[[z]]. ‹ F〈z〉 is a subdomain of F[[z]]. ‹



The Global Description of a Convolutional Network Code Definition 3.5. An ω-dimensional F-valued convolutional network code on a unit-delay network consists of an element kd,e(z) ∈ F〈z〉 for every adjacent pair of channels (d,e) as well as an ω-dimensional column vector fe(z) ∈ F〈z〉ω for every channel e such that: – – ‹



fe(z) = z Σd∈In(T) In(T) kd,e(z) fd(z) for e ∈ Out(T). for the ω imaginary channels in In(S), the vectors fe(z) consist of scalar components and form the natural basis of the vector space Fω.



The vector fe(z) is called the global encoding kernel for the channel e and ke(z) is called the local encoding kernel for the adjacent pair (d,e). The local encoding kernel at the node T refers to the |In(T)|×|Out(T)| matrix KT(z) = [kd,e(z)]d∈In(T),e∈ In(T),e∈Out(T) Out(T).



The equation fe(z) = z Σd∈In(T) kd,e(z) fd(z) gives the relation between the global encoding kernels and the local encoding kernels. ‹ In time domain, it becomes the convolutional equation fe,t = Σd∈In(T) (Σ0≤u 0, allowing the global encoding kernels to be computed from the local encoding kernels. ‹



Input-Output Relation ‹



‹



‹



Let ye(z) be the power series representing the pipeline of symbols transmitted on channel e, given by x(z) fe(z). Then for e ∈ Out(T), ye(z) = x(z) fe(z) = x(z) [z Σd∈In(T) kd,e(z) fd(z)] = z Σd∈In(T) kd,e(z) [x(z) fd(z)] = z Σd∈In(T) kd,e(z) yd(z) In other words, an output power series is the sum of the convolutions between an input power series with the corresponding local encoding kernels, with a unit delay.



Example 3.6 ‹ Figure



3.4 shows the relation between the local encoding kernels and the global encoding kernels of a unitdelay network.



The Local Description of a Convolutional Network Code ‹ For



any given local encoding kernels {kd,e}, {fe} can be calculated recursively. So, fe ∈ F[[z]] for all e. ‹ By definition, the vectors {fe} need to be in F〈z〉 in order to be qualified as global encoding kernels. This is necessary for the purpose of decoding. ‹ The next theorem shows that this is indeed the case.



Theorem 3.9 Let kd,e(z) ∈ F〈z〉 be given for every adjacent pair of channels (d,e) on a unit-delay network. Then there exists a unique ω-dimensional F-valued convolutional network code with kd,e(z) as the local encoding kernel for every (d,e).



Proof of Theorem 3.9 ‹



‹



‹



Let [fe(z)] be the ω×n matrix formed by put all the global encoding kernels in juxtaposition (excluding the ω imaginary channels). Let HS(z) be the ω×n matrix formed by appending n-|Out(S)| columns of zeros to the local encoding kernel KS(z). Then [fe(z)] = z [fe(z)] [kd,e(z)] + z HS(z). so that [fe(z)] = z det(In – z [kd,e(z)])-1 HS(z) A(z), where A(z) is the adjoint matrix of In – z [kd,e(z)].



‹ Therefore



the global encoding kernels can be expressed in closed-form in terms of the local encoding kernels (in frequency domain). ‹ Moreover, it is seen that fe(z) are in F〈z〉, i.e., they are rational.



Convolutional Multicast Definition 3.10. An ω-dimensional F-valued convolutional network code qualifies as an ω-dimensional convolutional multicast if: For every non-source node T with maxflow(T) ≥ ω, there exists an |In(T)|×ω matrix DT(z) over F〈z〉 and a positive integer t such that [fe(z)]e∈In(T)·DT(z) = zt Iω, where t depends on the node T and Iω is the ω×ω identity matrix. The matrix DT(z) is called the decoding kernel at the node T.



Decoding of a Convolutional Multicast Theorem 3.14. Given a unit-delay network, a finite field F and a positive integer ω, there exists an ωdimensional F-valued convolutional multicast. Furthermore, if E is a sufficiently large subset of F〈z〉, then the local encoding kernels of the convolutional multicast can be chosen to take values from E.



‹ Koetter



and Medard 03 has shown that the local encoding kernels can be chosen in a sufficient large finite field F. ‹ Theorem 3.9 says that the local encoding kernels can, for example, also be chosen in the set of all binary polynomials up to a sufficiently large degree.



Network Coding for Multiple Sources



Formulation Information can be generated at possibly different nodes in the network and at possibly different rates. ‹ Each information source is to be transmitted to a specified subset of nodes. ‹ Given a network, can such a set of communication requirements be accommodated? ‹



Non-Decomposability ‹ It



has been shown (Y 95) that it is not always possible to decompose a multi-sources problem into singlesource problems. ‹ Very difficult in general. ‹ Decomposability has been shown for special classes of networks (Roche, Hau, Y, Zhang 97-99).



Characterization of the Achievable Information Rate Region ‹ Involves



information theory heavily. ‹ Specifically, involves the framework of information inequalities developed by Y 97. ‹ General acyclic networks have been studied (Y and Zhang 99, Song, Y and



Cai 04). ‹ The problem is still open.



Concluding Remarks



‹ ‹



‹ ‹



Network coding theory reveals that information cannot be regarded as a commodity. Besides information and coding theory, network coding theory is quickly propagating into networking, wireless communications, cryptography, computer science (complexity and algorithms), operations research (graph theory and optimization), and matrix theory. Many issues, theoretical and practical, are yet to be resolved. Many ramifications, too.



Resources ‹



Network Coding Homepage



http://www.networkcoding.info



‹



‹



‹
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