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Abstract Today, a particular attention is given to the interaction methods which allow the scene 3D manipulation and visualisation, or the navigation. Tangible User Interfaces (TUI) provide a more natural interaction with virtual objects. The principle consists in manipulating physical objects instead of using simple interfaces like mice or keyboards. We describe in this paper the sphere designed by Bradley and Roth [BR05], a TUI system that includes a tracking method to determine its 6 degrees-of-freedom. The next sections will present other TUI systems, the applications in which they are used, and the techniques employed to track them. These different techniques will be thus compared. Keywords: Optical tracking, interaction, tangible user interfaces



Figure 1: Sphere to be tracked in the video stream



DOF (three DOF location and three DOF orientation). We will see in a first time how to prepare calculations, and then, the two methods to compute respectively the location and the orientation of the sphere. 2.1. Pre-Processing



1. INTRODUCTION Basic interaction techniques have been used for more than thirty years to manipulate virtual 3D objects. The first peripherals used were in particular the mice and the keyboards. Other electronic devices appeared quickly, like Spaceballs, DataGloves or position and orientation sensors. A SpaceBall is a rigid sphere which can be pushed or pulled by the user in order to provide 3D translations and orientations, and a DataGlove records hand position and orientation as well as finger movements. In this document, we are looking into a new concept that consist of manipulating real physical objects to control virtual entities. These methods are called Tangible User Interfaces (TUIs), and allow the users to have more natural interactions with their computer data. TUI systems arise in various forms: wired inertial tracking, electromagnetic tracking, or wireless optical tracking. They provide a natural method to interact with 3D objects in many applications like video games, virtual reality or augmented reality. In this document, I will first present the TUI developed by Bradley and Roth. [BR05]. They introduced the first passive optical TUI system which allows to resolve the six degreesof-freedom (DOF) of a simple marked sphere from real-time video input. Their method is based on the standard computer vision techniques and applications of 3D geometry. It allows the determination of the position and the orientation of the sphere even if it is partially occluded. So, it can be manipulated by hand without a tracking failure and allows a naturally control of 3D objects. The second part will present a few other TUI systems and the environment in which they are used. To finish, we will discuss of several passive optical tracking techniques to compare with the one designed by Bradley and Roth. 2. SPHERE TRACKING [BR05] The method developed in [BR05] takes a video stream which contains a special marked sphere as input and return its six



The sphere used for tracking is a simple blue ball (Figure 1). Thirty-two circular stickers (sixteen green and sixteen red) are distributed randomly over it surface to determine its orientation. The polar co-ordinates of these dots are generated such that no two points are closer than twice the diameter of the stickers. That constrains the points to not overlap themselves in the projection of the sphere on the image plane. In addition to the dot locations, the 496 angles and arc distances of each pair of points are stored in a sorted list in order to calculate efficiently the sphere tracking. 2.2. Computing Location The process of computing position of the sphere from the real-time video stream is realized in two steps : 1. find the perspective projection of the sphere on the image plane; 2. compute 3D location of the sphere in world co-ordinates. The first stage consists in finding a blue circle in the input image corresponding to the sphere. OpenCV [Bra00], an open source computer vision based library is used to solve this problem. The chosen solution is to convert the RedGreen-Blue (RGB) color space to the Hue-Saturation-Value (HSV) color space [JJ96] in order to track the sphere under varying illumination conditions. The image is then binarized using the pre-computed hue value of the blue ball as threshold. The contour that most closely approximates a circle is next determined. That which maximizes the ratio area/radius (area ≥ 1500pixels) is chosen as the projection of the sphere on the image plane. If a valid circle is found during the process, the 3D location P(X,Y, Z) of the sphere center at pixel (u, v) in which the camera is the origin of the co-ordinate system can be computed. The X and Y values are easy to compute with Thales’ theorem, if we assume that the intrinsic parameters of the camera, like focal length f and principal point (px , py ), are known. Weak perspective
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Figure 2: Computing relative polar co-ordinates



projection [MI03] is used to solve the problem of finding the Z value: Z.(v − py ) Z.(u − px ) R. f X= , Y= , Z= f f r 2.3. Computing orientation In order to compute the three DOF orientation of the sphere, the process is divided in five steps: 1. locate the projection of the red and green dots on the image plane; 2. compute the polar coordinates of the dots, assuming that the center of projection is the north pole; 3. choose the two dots that are closest to the center of projection and compute the angle between them; 4. use the sorted list of pairs to find a set of candidate matches to the two chosen dots; 5. for each potential match, orient the virtual sphere in order to align the two chosen dots and compute a score based on how well all the dots align. The centers of the red and green dots are located using the same technique as for the blue circle in the image. The only difference is that the search can be limited to the region found for the sphere. The relative polar coordinates of each dot pi found are then computed using the cosinus rule, assuming that the north pole is the center of the projected sphere. The dot which is directly below the center, on the circumference of the sphere is also required for this process. This configuration is described in Figure 2. This stage is necessary to allow the calculation of the arc length between the points found on the surface of the sphere. Processing continues by computing the angle θ between the two dots that are closest to the center of the sphere. These two dots are chosen because they reduce the discretization error. θ can then be compared with all the pre-computed values in the sorted list to find a set of possible matching pairs corresponding to our two dots. The red and green colors are used for this operation in order to process more quickly. A score is then computed for each configuration by comparing all visible points on the projected surface and the virtual sphere (the



Figure 3: Augmented reality application of the sphere tracking method [BR05]



pre-computed dots) oriented using a possible pair. The configuration which correspond to the highest score is chosen as the matching orientation. 3. RESULTS AND ANALYSIS 3.1. Usability The sphere tracking TUI system provides a real-time interactive method which can be used in many applications (Figure 3). Since most tracking errors appear in a single frame during the rendering, they become negligible and the system is then greatly improved. Moreover, only the pixels representing 180 degrees of the circumference plus one pixel are required for the circle detection algorithm, and the orientation of the sphere can be determined even if not all the dots are visible on the surface. It is one of the main benefits of the system since it allows the manipulation of the sphere with the hands. 3.2. Orientation Error The accuracy of the method is only analysed on the orientation computation because location error has ever been studied. The error is computed comparing the chosen orientation and the real orientation (obtained with the virtual sphere). The quaternion parameters (one vector and one angle) have been used to compare these two orientations. So the analysis produces two errors: • the axis error: distance between the end points of the two unit vectors of the quaternions, • the angles error: difference between the scalar angle values. The analysis of 100000 chosen orientations shows that the greatest error in quaternion axis is concentrated around the latitude of −π/2 radians (at the north pole of the sphere) and the error in quaternion angle is relatively uniform along the surface of the sphere. Nevertheless, the average errors (0.034 units for the quaternion axis and 0.021 radians for the
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quaternion angle) show that the sphere tracking method has an excellent accuracy. Using a physical object as interface in 3D applications is not a recent idea. Many researchs have been done to design some systems able to provide a better interaction. The next sections show some of them in order to clarify the current works. 4. TANGIBLE USER INTERFACES The first three-dimensional input devices were developed by Aish [Ais79] and Frazer [JFF80]. Their systems determine the geometry of a tangible model using connected blocs with embedded computations. TUIs have next evolved to provide a passive tracking which does not require some embedded devices. Optical and magnetic techniques are principally used to detect the position and/or the orientation of the TUIs. Passive optical systems have the advantage of being more simple and accessible than magnetic systems. The term of tangible user interface should be credited to Hiroshi Ishii who heads the Tangible Media Group at the MIT Media Lab. He introduced the Tangible Bits [IU97], which allow the manipulation of physical devices and map these transforms on virtual objects. TUI systems still represent a field very studied in computer graphics. They provide a naturally solution to interact with virtual objects. Nevertheless, they are strongly connected with the environment where they are used. For example, a TUI having the shape of a gun could be interesting for video games, or military simulations, but wont be used in a medical application. This section presents a few TUI systems used in their context, to show their importance today. 4.1. Manipulation and navigation In many applications, the role of TUIs is to apply some transformations on a 3D object or scene by manipulating a physical object. A common action is to guarantee that the position and the orientation are the same for both the physical and the virtual object (in their respective reference mark). However, finding a good metaphor (transfer function which takes the co-ordinates of the physical object as input, and returns the coordinates of the virtual object) must be very important in order to allow a natural and efficient interaction. Hachet et al. [HPG05] designed an interface adapted to the characteristics of handheld computers. His TUI is a simple rectangle on which some patterns are ordered to enable the tracking. An optical technique is very well-adapted here because the user is alone, there are thus practically no occlusions. The interactions can be done using several metaphors, in accordance with the type of the applications. For example, a translation of the interface will produce a translation in the



Figure 4: Left: wiimote [Nin06], right: ARQuake equipment [PT02]



software if the user interacts with a 2D object (like a map), or a rotation if he wants to examine a 3D object. Hachet’s system also permits to navigate into a virtual world. 4.2. Video games Video games represent a new field in which the usage of TUIs increases. The Nintendo Wii [Nin06] changes the practices of the players with its wiimote (Figure 4) which allows the detection of their space movements. This remote uses a magnetic system in order to be tracked. Many research is currently done about augmented reality (AR) video games. The purpose of the game MonkeyBridge [BWPS05] is to allow an avatar to cross a virtual ocean by dynamically building a bridge with physical blocs. There are several types of blocs and there are also some physical obstacles. ARQuake [PT02] (Figure 4) and Human Pacman [CGL∗ 04] are both an AR version of the respective popular games. The avatars are represented by the players and they can evolve and interact themselves in a real environment using magnetic TUIs. 4.3. Computer-Aided Design (CAD) The first research on CAD systems using TUIs was introduced by Aish [Ais79]. The system developed by Garreau [Gar05] uses different type of TUIs to materialize the physical constraints for the assemblage activity in CAD. The users can naturally build geometrical models because the shapes of the interfaces and of the virtual objects are the same. 4.4. Education Education represents an other major class of tangible interfaces. Kitamura introduced ActiveCube [KIK01], which allows intuitive interaction with computers. The user can manipulate and connect some physical cubes to create a shape
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which will be recognized by a computer in real time. The particularity of this system is that it is bi-directionnal and each cube has a specific function (color, light, song, ...). ActiveCube can easily be used by the children to build and manipulate some simple 3D structures. Barakonyi [BPS04] presents an AR application in which the user has to produce a physical LEGO assemblage. A virtual agent helps him by showing how to connect the correct components. Barakonyi also uses a real and augmented piano as TUI [BS05] to suggest the player to press the correct key during a song. 4.5. Collocated cooperative work Grasset [Gra04] introduced MARE (Multiuser Augmented Reality Environment on real table setup). He uses the tangible interfaces and the augmented reality to allow a collaborative work between several users. 4.6. Augmentation Most of the time, TUIs are an indispensable device in Augmented Reality. This field of computer graphics consists in inserting 3D objects in real worlds. Since the beginning of AR with the head mounted system of Sutherland [Sut98], researchers developed a lot of interfaces to control and manipulate these 3D objects. TUIs can also be used in many other fields, like virtual reality, video games and finally, any 3D applications. For more details have a look to [UI00]. 5. TRACKING TECHNIQUES



Figure 5: A: Hand tracking [MMR02], B: cloth tracking [SSK∗ 05], C: RGB color-coded pattern [HPG05], D: ARToolKit pattern [Kat03]



So, developers have to decide a set of parameters (shape, colors, ...) to produce a valid marker. This stage is necessary to allow a correct detection. A few pattern examples are shown in Figure 5. 5.2. Square patterns Many systems use a square on which a recognizable pattern is drawn as marker. It is the method applied in [Gar05, BPS04, BKP01, WMB03, MMR02, KB99]. Kato et al. [KB99] estimate the position and the orientation of this kind of marker (Figure 5). Their article presents a tracking used for a video-based AR conferencing system. Malik et al. [MMR02] improve the robustness of this method using the corners of the pattern to track the markers (Figure 6). A pattern is monochrome and can be represented by some quads, triangles, rectangles or other simple geometric shapes (each square has its own pattern to make it unique). The tracking is achieved in two steps: the detection mode, in order to detect the correct pattern, and the tracking mode, in order to complete the process.



Many techniques can be used to track an object. A tracking system can be acoustic [VAL02], magnetic [Nin06, KIK01], mechanical [Tec07] or optical [BR05]. Even if location and orientation sensors are less expensive and less voluminous than before, these solutions are not yet accessible. Optical systems have the advantage of being simple and not expensive. It is the reason why we will be interested to optical trackers in this section. 5.1. Different types of markers All the passive optical techniques use markers and computer vision techniques to track them and find their position and orientation. There are different markers in accordance with the applications and the support on which they are used. To be effective, a marker must satisfy some criteria: • • • •



it does not favor some orientations, it must be easy to locate and identify, it must function over wide camera capture range, it must make easier the calculation of its position and orientation.



Figure 6: Corner detections of Malik et al. [MMR02] at different distances



Detection mode The first step detects the pattern in the image. It can be done by thresholding the frame into a binary image, finding connected regions of black pixels and accept those which cor-
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respond to the known pattern (using the size and the aspect ratio). When the region is found, the process detects the four black corner pixels which delimit the quad. In the next step, the homography from the known boundaries of the original pattern to the found corners is calculated. The homography represents the perspective projection matrix which allows to change the reference from the image space co-ordinate to the planar pattern co-ordinate. This matrix is also used to automatically calibrate the camera. The homography is next used to create a new image composed of unwarped pixels from the video frame. This new image can thus be compared to the images of the known patterns by a simple subtraction to choose the best one. Tracking mode The detection stage can be sufficient for several applications as [KB99], but this simple method completely fails when a portion of the planar region is occluded. So, three more steps are added to the process in order to avoid this problem: 1. Search window computation: this stage consists in searching some local windows in which the actual corners are expected to be found. The homography is used here to find these regions, by transforming the original corner feature from pattern space to image space. 2. Corner detection: this step allows to locate the corners in the windows found previously. 3. Homography updating: the homography is updated, using the found corners When this stage is terminated, the process can be repeated again in order to determine the next pattern position. 5.3. Non-rigid surface tracking Passive optical methods can be used to track surfaces. One of the purposes is usually to texture the tracked surface, like in [SSK∗ 05, SM06, BR04, BRB05] where authors place a texture on wearable surfaces. It is the technique developed by Scholz et al. in [SM06]. They presented a video processing algorithm for texture replacement of moving garments in monocular video recordings (Figure 8). The particularity of their pattern (Figure 5) is that it encodes two axes because of the two-dimensions needed to texture a cloth. It is composed of dots, identified by their colors, and the colors of their 3×3 neighborhood. The number of possible codewords depends on the number of used colors. This number is chosen in order to apply this technique on a full skirt and T-shirt. The same technique as Bradley and Roth [BR05] is used to detect the circles in the frames. The image is first converted from RGB color space to HSV color space to allow varying illumination conditions, and then, the centers of the ellipses are detected using a threshold to find the correct color tones. The delicate next step consists in identifying each colored dot found. A pattern matrix is used for this stage, to labelize



Figure 7: Input frame (left) and texture replacement result (right) of Scholz et al. technique [SM06]



the points. The process has to find the 3 × 3 neighborhood of each dot. Taking the eight nearest dots in the image would not be an adapted solution because a cloth can show significant perspective effects and then the results may be incorrect. Therefore, a 5 × 5 neighborhood is examined and three hypotheses are generated for the 3 × 3 neighborhood by shifting the search region in a local direction (determined with the three nearest neighbors of the concerned dot). The hypotheses which are not contained in the pattern matrix are filtered. The others are verified, using the following region growing step. The algorithm is incremental and continues by choosing a new dot in the same direction until no further dots were found. At each step, this direction is updated with the neighborhood of the new chosen dot. When the process finishes, the algorithm restarts at the first dot with a new direction to recover the entire cloth. Finally, it yields a tree which represents the structure to be used to place the texture. 5.4. Tracking a TUI on handheld computers TUIs cannot be used in the same way on handheld computers. Two-handed interactions must be considered differently from a simple TUI to have a good immersion. Moreover, using computer vision toolkits (section 5.5) in order to track a target is not reasonable because these methods are very CPU demanding. Hachet et al. [HPG05] designed an algorithm which allows to track the 3-DOF of a pattern that can be directly computed on the handheld computers. The pattern is a wide square composed of 64 cells, coded with pure RGB colors (Figure 5). The red color represents the separations between the cells and the blue and green colors are used to describe their positions in the pattern. Each cell is composed of two horizontal lines which correspond to its x and y co-ordinates in the square. A line is composed of a triplet of blue and green colors and can be used as a binary code (blue=0 and green=1). The algorithm used to know which cell is currently pointed is very fast and simple: from the pointed pixel, it searches in the four directions (up, down, left and right) to determine the borders of the cell (the red color). The two bi-
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the position/orientation tracking of the camera, its calibration, and the tracking of any square marker patterns.



6. COMPARISON OF THE TRACKING TECHNIQUES



Figure 8: System designed by Hachet et al. [HPG05]



As we have seen in the previous sections, tangible interfaces and tracking systems are really connected with the applications in which they are used. It is thus difficult to compare the sphere tracking designed by Bradley [BR05] with the other techniques. Nevertheless, we can find some advantages and disadvantages of this method by comparing the performances and the environments where the systems have to be used.



nary codes are then easily found by segmenting the cell in six regions (three in the upper line for the x co-ordinate and the three others for the y co-ordinate). The location pointed by the center of the camera can then be computed using the co-ordinates of the current cell and the number of pixels between the first considered pixel and the boundaries of the cell.



The main advantage of the Bradley’s TUI is that its shape is a sphere. The first consequence is the accuracy of the method. Whatever the direction of the sphere, the system will be able to find the 6-DOF of the target in real time. It can be compared to Fjeld et al. system [FV02], in which ARToolKit is used to find the 6-DOF of a cube. Tracking the sphere is more robust, especially under partial occlusions.



There are two particular cases in which the seed has to be shifted to make the technique more robust :



The disadvantage of his technique is the limitation of the fields in which it can be used. The sphere must be handheld because it is not possible to pose it on a table: this implies that no more than two targets can be manipulated by a user. For example, this system is not well adapted to certain works like [BWPS05,Gar05,BKP01,WPLS05] in which many TUIs are manipulated. Moreover, it may be too slow to be used on handheld computers: the system operates at an average frame-rate of 15 frames per second on a Pentium 4 processor at 3.4Ghz using a color Point Grey Dragonfly camera with a resolution of 640×480 pixels.



• when a seed is not in a cell, the process determines a new origin by following a diagonal, • when the lengths right − le f t and up − down calculated during the borders detection are not equals, the seed is shifted in the middle of the longest segment. 5.5. Computer vision toolkits Some specialized libraries allow the track of a target, or the recognition of different shapes in an image. Several applications use these toolkits to avoid the recalculation of the methods and then to focalize their work on other objectives. This section shows the libraries which were used in the different articles described in this document. • OpenCV [Bra00] is an open source computer vision library. It was used in [BR05] to detect the circles in the images. It can also be used in many other areas like humancomputer interaction, object identification, face recognition, gesture recognition, motion tracking, ... • OpenTracker [RS01] is an open software architecture for virtual reality interactions. This library is specialized in the data tracking and was used in [WPLS05] to implement the AR game. Its design is object-oriented and based on XML. Standard XML tools can then be used to develop or configure the applications. Moreover, it can be used in multi-threaded environments. • ARToolKit [Kat03] is the most used library. This library is specialized in AR applications. It was used in [BWPS05, Gar05, Gra04, BKP01, WMB03, WPLS05] to track patterns (like in Figure 5). This principally enables



7. CONCLUSION In this document, we presented the tangible interface developed by Bradley and Roth [BR05]. It is a simple blue and marked sphere, tracked using a passive optical technique. After having shown a few TUI systems and their fields of application, we briefly exposed a few other tracking techniques, like the robust method of Malik et al. [MMR02], the non-rigid surface tracking of Scholz et al. [SM06], and the work of Hachet et al. [HPG05] on handheld computers. These descriptions show differences and specificities of several kinds of tangible interfaces. In spite of the disadvantages of the sphere tracking designed by Bradley and Roth [BR05] (limitations, slowness), their method can be seen as a serious base for many applications because it is accurate, even during partial occlusions. This new approach may be adapted to be used in virtual/augmented applications, to manipulate simple objects or to navigate in a scene. The key point is to find a well-adapted metaphor between the TUI and the application.
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