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Abstract-Network coding shows ,that data rate can be increased if information is allowed to be encoded in the network nodes. The recent work,of. Ei, Yeung and Cai 111, and Koetter and MCdard 121, shows that linear network coding is sufficient far single saOrce multicast network. The rcstrictivcness of usage of linear code is still an unknown in the general multisource multicast network. In this paper, we characterize the achievable information rate region for single source node multi-source multicast networks with two sinks. We further show that linear coding.is sufficient for achicving the maximum network capacity.
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I. INTRODUCTION
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Define a communication network as a pair (C,S),where G = (V,E ) is a finite directed multigraph, V is set of nodes in the network, E is set of directed edges and S is the only source nodes in this network while,every node may serve as a sink as wc shall explain. The directed edge in G is called a channel. By choosing suitable time unit, each chunncl can transmit , one unit of information and is assume to be noiseless. If the capacity betwccn two nodes exceeds one per unit time, we model this as parallel edges witli-unit capacity. At the sourcc node S of the network, more than one mutually indcpendent informatoin source are generated, and and each of the information sources ismulticast to.a specific set of nodes while every node in the network can pass on any of its received data to other nodes. We are interested in how fast each sink can receive information. As an example, consider a network depicted by Fig. 1 consists of one source node S and two sinks, TI and T?.The capacity of each channel equal to, l..Three information bits, X1, X? and X; are being generated at S.Suppose we want to multicast X1 and X2 to TI and T2while transmitting X ; to T2.Since the in-degree of TI is equal to 2, without loss of generality, we may assume X I kctransmitted through the channel AT, while X2 is transmitted through channel D T l . By working backward, we can see that X? need to be transmitted from B to D through channels BC and C D . Then, T2 can receive only X? from channels BC and C D . For T2 to recover all the information, XI and X; need to be transmitted to T? through ETiwhich is impossible since the capacity of each channel equal to I . 0-7803-8647-71041$20.00 D 2004 IEEE.:
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. Fig. 1. a two sinks n w l l i s ~ ~ rnetwork ~e . . .



.



However, if coding is allowed at node C, Fig. l(b) shows a.scheme that both TI and.T? can recover tlieir required sets of information. Xi + X2 can b e sent from C.to both T , and T, by which X I and X ? can both be recovered at TI'and T2.At the same time X3 can be sent from S to T2 through channels S E and ET?. It can be easily seen that the capacity of min-cut from S to TI and T2 is 2 and 3 respectively. That means by using network coding, the capacity of this network can be achieved.



It has been proved in [3] that in a single source multicast network, the information rate from the source to a set of nodes can reach the minimum of individual maxflow bound through coding. [I]further shows that linear coding is sufficient to achieve the same capacity under the same situation. In the rest of this paper, we further extend this to the kind of multi-source multicast network with single source and 2 sinks. The paper is organized as follows: I n section 11, we give a brief introduction to linear code multicast and its basic notion. In section 111, we will define the kind of multisource multicast network that we are dealing with in this paper. After that, the main results of the paper will be givcn. In section IV, the proofs of the main results will bc given and some supplementary lemmas will also be introduced.
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11. MODEL



Definition 2: A single source node multi-source. multicast on a communication network (G:S ) is an assignnient of message sets nz(T,) E m ( S ) to a subset!T S.(T,}of



In thjs paper, most of our proofs will base on the model in [I], which specifies a mechanism for data transmission over the network.
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Without loss of generality, we assunie throughout this Definition I : Let R denotes a fixed d-dimensional ,vec'tor paper that in(T1) U m ( T 2 ) = Tn(S).For every nonsource space over a sufficiently large base field. A linear multicast node Y on a network (C, S), The maxiinuiii volume of a (LCM) U on a communication network (C, S) is an assignnient of a vector space u ( X ) to every node X and a vector flow from the source S'to T is denoted as.mmflow(T). A cut C between source n0de.S and sink'node T, is a set of v ( X Y ) to evcry,channel X Y such that node C such that S E C and T $ C. By the same meen, I)v ( S ) '= R,and we dcfine a cut between source nodes S and a set of node 2) v ( X Y ) E . u ( X ) for every channel X Y , and . be a set of node sucli that for S E C and T;4 C. 3) for. any collection p of non-source nodes in the {T;} A channcl XY is said to be in the cut C if X E C and network, Y 4 C: The nuniber of channels in a cut is called the'value of the' cut. < { v ( T ) : T E p } > = < { u ( X Y ) : X $ p , YE M } >
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where'the notation



< . > is for linear span.
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The information unit is taken as a symbol in the base field. In other words, 1 symbol in the base field can be transmitted through a channel every unit time. The information to be transmitted is encoded as a d-dimensional row vector, which .we shall call the information vector. Under the transmission mechanism prescribed by the LCM U , the data flowing,on a channel X Y is the matrix product of.the infomiation (row) vector with the (column) vedtor u ( X Y ) . In this way, the vector v ( X Y ) acts as the kernel.in the linear encoder for the channel X Y . As a direct consequence of the definition of an LCM, the vector assigned to an outgoing channel from a node X is a linear combination of the. vectors assigned to the incoming channels to X . Consequently, the data sent on an outgoing channel from a node X is a linear combination of the data sent on the incoming channels to X. By condition 3 in LCM definition, we have' , . .



v(X) . =< { u ( u i X ) :'W E V,W X



E



E} > .



every Theorenr I (Max-Flow Min-Cut Theoreni): For nonsource node T , the minimum value of cut among all the cuts between the source'S and node T is equal to inaxflow(T). Proof: It can be found in [4]. .
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An information rate tuple w = ( w y : Y E T U {S}) is said to be achievable in a niulti-source multicast network if there exists a coding scheme such that eveiy sink'nodc can received its reqired copy of messages from thc source node without'exceeding the capacity'of cvery link ( I unit) i n the . . , . network. . ,



Proposition I : For a single source multi-source multicast network with two sinks, if w is achicvable,'then for every T, E T , WT. 5 iiixflow(S,T;) and w S 5 inaxflow(S, {Tl,T2}). Proof: 'Suppose w is achievable and 3i such that w ~ ,> iiiaxflow(S, T;), this contrddicts 'the restilt, in [3] that infomiation rate need to be less than minimum value of cut of each siiik..Suppose w is achievable and ws > iiiaxfiow(S,{Tl,T2}), we add a new sink node Z with maxflow(S,Ti) links from TI to Z and (us niaxRom(S,Tl)) links fi-om Tz to Z. Obviously, 2 can receive a complete set of messages from S. This contradicts the result in [3] that information need to be. less than minimum value of cut of the sink. ' ' . ,



Under this mechanism, the amount of infomiation reaching a node B is given by the dimension of the vector space v ( B )when the LCM U is used. Therefore, for a sink node B to achieve a coiiiplete set of messages, the dimension of the vcctor space -u(B)must equal to the dimension of fixed dIn other word, for a sink node dimensional vector space , , to decode the received message correctly, the number of independent vectors it receive from the incoming channels Due to the simplicity in encoding and decoding, 'linear iuust.equal to the dimension of R. 'codes, existence of feasible linear code for any achievable information rate for multicast network is the main interest of 111. MAINRESULTS.. this paper. It has been proved in [3] that the information rate In this section, we consider single source node multi- from a source to a set of nodes can reach the niinimuni'of source multicast networks with two sinks in which the the individual max-flow bound through nctwork:coding By source node consist a set of messages while each sink nodes a simple modification, multi-source multicast network with reqired an arbitrary subset of message. We are going to two sinks actually can be viewed as a single'source multicast characterize the achievable infomiation rate region for this network. From this, the outer bound of this kind of multicast kind of network and then we will fuither show that linear network can actually be shown to be tight. Linear code is coding is not a restrictive assumption. being used as the tool for achieving this rcsult, therefore, in
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Case 2: By part 1 of above lemma, the value of the cut is . larger or equal to to t l . Case 3: By part 2 of above lemma, the value of the cut is larger or equal to t o t l . Case 4 By the fact that maxflow(Z) 2 t o tl t2, the number of links in C must be larger or equal to to tl t2. As a whole, we can conclude that the mincut, same as maxflow, of Z must be larger or equal to to tl t2.



addition to characterizing the achievable information region of the multicast network, we further showed that linear code is not a restrictive ,assumption under this situation.
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Theorem 2: Linear coding is sufficient for achieving the maximum network capacity.
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Proposifion 2: For a single source multi-source multicast network with two sinks, if for every T, E T , WT. 5 maxflow(S,Ti) and w s 5 rnaxRow(S,{T1,T2}). then w is achievable.



Iv. PROOFS OF MAINRESULTS



Lemma 3: Let G be a network with a single source S, and two sinks, TI and Tz such that TI and T2 are disconnected. Given that rnaxflow(T1) > t O + t l , m a d o w ( T ~ > ) to t z and rnaxRow(Tl,T2) = to t l tz. It is possible to remove an incoming link of TI or an incoming link of T2 such that maxAow(T) remains unchanged. Proof: For the network G = (V,E ) under consideration, we create another network G" such that VI' = V U 2. We create t o + t l links from TI to 2 and tz links from T2 to 2. By the above lemma, maxflow(2) = to tl t z . In other word, there are t o tl t 2 non-overlapping paths from S to Z while to tlof these paths route through TI and other t2 paths route through 7'2. Since maxtiow(T1) > to t,, the total number of incoming edge to TI is larger that t l +to, it is always possible to remove an incoming edge to Tl without affecting maxflow(2) by the fact that there do not exist any path from TI to T2. Since the non-overlapping paths remain unaffected, maxfiow(Z) remains to tl t2. As a consequence, rnaxRow(T1,T2) remains to tl tz, since otherwise maxflow(Z) will be less than to tl + t 2 .
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Lemma I : Let G be a network with a single source S , and two sinks, TI and T2. Given that maxflow(Tl) > to tl, maxflow(T2) > to t 2 and maxAow(Tl,T2) = t o tl + t 2 . Provided that there exists a node Z without any outgoing link and there are to + tl links from TI to Z and ta links from T' to Z , the values of any cut C between S and Z which is including either TI or T2 but not both are larger than or equal to to tl t2. Proof: (1) Since TI are included in C while Z is not, all links that are connecting TI and Z are in the cut. On the other hand, by the fact that maxflow(T2) > to t2, the number of non-overlapping paths from S to Tz is larger than to t 2 , at least to+ t 2 links of these paths will passing from nodes in C to a nodes not in C. Since the paths heading from S to T2 must not contain any link from TI to Z, the total value of cut C must be larger or equal to tl+(ta+tn). (2) Since T2 are included in C while Z is not, all links that are connecting 72' and Z are in the cut. On the other hand, by the fact that maxflow(Tl) > t o + t l , the number of nonoverlapping paths from S to TI is larger than to + t l , at least tl links of these paths will passing from nodes in C to a nodes not in C?Since the paths heading from S to TI must not contain any link from T2 to Z , the total value of cut C must be larger or equal to tl (to tz).
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Lemma 4: Let G be a network with a single source S , and two sinks, TI and Tz. By removing any outgoing links from TI or T2, either rnaxAow(Tl) or maxflow(T~)will be reduced by at most one while maxAow(T1,T2) will no be affected. Proof: WLOG, assume we are removing outgoing link from T I .Since the outgoing link does not exist in any cut between S and TI, the values of the cuts are unaffected. Lemma 2: Let G be a network with a single source S , Obviously, the maxflow of T2 will be either unaffected or and two sinks, TI and TZ such that TI and T2 are discon- at most decreased by I . Let C be a cut between source S nected. Given that maxRow(Tl) > to+tl, maxflow(T2) > and TI, T2. Since C does not include TI or T2, any outgoing to t 2 and maxflow(T1, T2) = to tl t2. Provided that link of TI or T2 will not be a link in C, removal of any there exists a node'Z without any outgoing link and there outgoing link of TI or T2 will not affect the value of the are to tl links from TI to Z and t 2 links from T2 to 2, cut. Since the cut C is arbitrary, rnaxflow(TI,T2) will not be affected. maxflow(Z) 2 to tl t2. Proof: We now consider Z to be the only sink in the Theorem 3: Let G be a network with a single source network. Then a cut C on G = ( V , E )is a collection of nodes which includes S but not Z. We can partition the S, and two sinks, TI and T2. Given that maxflow(Tl) 2 family of cui into four: to+tl, m&uflow(T2) 2 to+tzand maxflow(Tl,T2) = t o + tl tz. It is possible to reduced G to G' by removing links ( I ) TI, T2 are included in C. from G such that maxflow(T1) = to+tl or inaxflow(T2) = (2) TI is included in C but T2 is not. to tz with maxflow(TI,T2) 2 t o tl t2.. (3) T2 is included in C but TI is not. Proof: Step I : Remove direct connections between TI (4) Both TI and T . are not included in C . Case 1: Since TI and T2 are included in C while Z is not, and T2 one by one. By above lemma, either inaxAow(T1) all links that are connecting 7'1 to Z and Tz to Z are in the or r n d o w ( T 2 ) will be reduced by at most one while maxRow(Tl,T2) will not be affected. cut C . The value of the cut is larger or equal to to t l .
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Step 2: Remove outgoing link from TI or Tz. By above lemma, either maxflow(Tl) or maxflow(Tz) will be reduced by at most one while maxfiow(Tl,T*) will not be affected. Up to now, there should not be any interconnection between TI and T2 in the remaining network portion. Without loss of generality, we may further assume that maxflow(T1,Tz) = t o t l tZ. Step 3: By the lemma3, the theorem is now proved.



[4] L. K. Ford. ~ r and . D. K. Fhkenon, F Univ. Press. Princeton. New Jeney. 1962.
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Theorem 4: Let G be a network with a single source node S and two sinks, TI and Tz. Three independent sources X o , XI and X z are generated at S. Given that t l , maxAow(T2) 2 to tz and maxfiow(T1) 2 to maxAow(T1,Tz) 2 t o + t l + t Z where 1x01 = t o , 1x11= t l and lXzl = tz. There exits a linear network code such that X O and XI can be transmitted to TI while X O and X? can be transmitted to Tz. Proof: Without loss of generality, by above theorem, we can reduced the network to G' such that maxAow(T1) = to+tl withmaxflow(T2) 2 to+t:, and maxflow(Tl,Tz) 2 tO+tl+tz. Next, we create another network G" = (V", E") such that V" = V'U {Zl} U { Z z } . We create t o t l links from TI to Z1 and tz links from TZto ZI. Symmetrically, we create t o t Z links from T2 to ZZ and t l links from TI to 22.By the first lemma, maxflow(Z1) and rnaxflow(Z2) both equal to t o + t l +t2. It has been proved that there exists a LCM such that X U ,XI and X z can be transmitted to Z1 and ZZ. Since the indegree of Z1 equals to to t l tz, the vectors being assigned to each links to Z1 must be independent of each others. In addition, the dimension of space assignedtoT1 bytheLCMisto+tl.Let { q , v z , ...,uta+ t , } be t0 t l linear independent vectors that span the vector space being assigned to TL. Suppose { V I , U Z , ..., u t , } be the set of vectors that is being sent from TI to Z,. Let { s ~ , s z ., . . , ~ t ~ +be ~ ~tO+tz } linear independent vectors that are being sent from Tz to ZZ. Since Zz can regenerate the whole space, V i E {tl+l,...,tl+t,},vi can be written as a linear combination of V I ,...,vtl, SI,..., st,+t,,ie,
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vi = at,u1



+ ...+ a t ,



vtl



+



ak,s1



+ ... + a~,o+c2vt,+t,.



or



vi -.:,VI



-



a:,,vt, =a:,sl



+... +



i



aSc0+'2%+tz'



Since the vectors on the left-hand side is linearly independent for every i, the vector space Y generated by them is of dimension to. Obviously, Y c v(Tl) and Y c span{sl,...,s,o+,2}. This implies diin(v(T1) U v(T2)) 2 dim(Y) = t o REFERENCES [I] S:Y. R. Li, R. W.Yeung and N. Cai, "Linear Network Coding:'lEEE Trans. bfonn. Theory, vol. 49. no. 2, Febluary 2003, pp 371-381. [2] R. Koetter and M. Mbdard, "An algebraic approach to network coding:' Proceedings of INFOCOM, 2002. [3] R.Ahlswede, N.Cai, S.-Y. R. Li. R. W. Yeung. "Network Information Flow:' IEEE Dons. bfornnl. 77remy, vol. 46. no. 4. July 2000, pp 1204
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