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Foreword



In 1969 and in the mid 1970s the landmark books on digital signal processing (DSP) were published (Gold, Rader, Oppenheim, Schafer, and Rabiner). These books made it easier for individuals and practicing engineers to learn DSP and become active in the field. In the 1970s, the scientists and engineers began using the real-time DSP computers. It was the time of the first use of integrated circuits for digital signal processing. Another boost to the DSP field was the finding of widespread use of the algorithm for straightforward calculation of the discrete Fourier transform. Technical achievements and rapid technological changes revealed new horizons and significantly contributed to the signal processing revolution. At the beginning of signal processing era, analog processing was limited by hardware (vacuum tubes and RLC circuits) while the limitation of digital signal processing was the complexity of algorithms and computational speed. The algorithms were just a mathematical curiosity to most practicing engineers. Nowadays, the largest repository of algorithms is contained within Ma tlab so individuals, students, and engineers need only to learn how to apply algorithms. Ready-to-use filter design programs, code-generation tools, tools for system integration and debugging, high-level programming languages, optimizing compilers, software simulators, and hardware emulators, make digital signal processing is getting to a point where it is almost every place. There are more than 50,000 engineers who regard DSP as their specialty and much more who are relying on signal processing. Digital signal processing has changed dramatically for over half a century. In the 1960s the main interests were audio technologies, particularly electroacoustics, speech communications and electronic music. During the past sixty years many scientists, researches, and engineers worked on interdisciplinary problems and the synergistic effect changed social, political, and economic conditions. The advances of integrated circuit technology increased the density of components on chips, increased the speed, and reduced the IC power dissipation. Combined mass production with availability of low-cost software support brought down the overall cost of digital signal processing and caused the explosive growth of DSP applications. Despite of an extraordinary number of published papers, and many published books in the field, scientists, researches, and engineers rely on heavy use of computer. It becomes so easy to do so much using computers and available software by a single click without thinking and understanding the theory. Fabrication of such results without thoroughly understanding the assumptions that underlie the software tools may lead to a dead-end. This is especially dangerous for novice DSP users or students without excellent mathematical background. The multirate filtering is a field in which it is so easy to become unsuccessful in problem solving if one is unaware of the underling theory. On the other hand, multirate filtering is one of the most powerful approaches for exploiting all benefits brought on by signal processing chips and programmable circuits. The book Multirate Filtering for Digital Signal Processing, authored by Ljiljana Milić, is the missing link offering advances and applications of multirate filtering techniques. The intent of the author
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is to present both theory and applications of multirate filtering in an accessible format using Ma tlab . The material is well suited for researches and students who have a working knowledge of basic digital signal processing. There are very few books on this topic that can make it easier for students and practicing engineers to learn and understand multirate filtering without extensive use of strict mathematical derivations. This is a unique book in the field and the level of mathematical maturity that is required of the reader is reduced by avoiding exhaustive derivations. The book starts from a basic level and takes the reader to advanced concepts without making use of heavy mathematics. The most important strength of the book is the clarity of presentation and its style, making the text easy to follow. The Ma tlab programs provide a bridge between the theory and practical multirate filter design that certainly will appeal to practicing engineers. The text is also suitable for the final year of MSc studies and PhD studies. Also, this book can be used as a complementary text in a course of multirate systems for graduate students. The prerequisite of readers is a basic course on digital signal processing. Hence, the number of potential readers is very large – practicing engineers and engineers in industry (such as communication companies) and also undergraduate/graduate students. Target readers are researchers, but the final year students for MSc, as well as PhD students can use this book as a valuable resource for their innovative work. Many engineers have been in situations in the field where a problem cannot be solved with the basic knowledge of signal processing. Multirate filtering could be used when improved filtering is needed, such as the reduction of the number of operations per input sample. The growth of DSP applications, and the appearance of various new ones, will result in increasing the potential readers in many other fields such as computer graphics or medical instruments. The book is well organized in 12 chapters, which are written in considerable detail. The majority of the chapters are read without any assumption of the previous ones. Each chapter in the text contains a list of the appropriate and up-to-date references. This makes the text more readable. Most of the books on multirate filtering do not give illustrative examples using a powerful software tool like Ma tlab . This book focuses on the theory of multirate filtering, which is exemplified by means of Ma tlab applications. One of the distinctive contributions of the book is the significant number of carefully selected Ma tlab examples. This gives the reader a better understanding of the theory. The book covers the topic very well and there is no similar book on the market with a reasonable number of instructive examples for every topic discussed in the text. Each chapter contains a MATLAB exercise list. This book on multirate digital signal processing will become a landmark reference for researchers and practicing engineers as well as for MSc and PhD students. Miroslav D. Lutovac Miroslav D. Lutovac was born in Skopje, FYRM, in 1957. He received the Dipl.-Eng., MSc and DSc degrees from the University of Belgrade in 1981, 1985 and 1991, respectively, all in electrical engineering. He has been with Automatics Institute and Telecommunication & Electronics Institute Institute, Belgrade. His research objectives are to automate the design and real-time implementation of analog and digital signal processing systems, to apply symbolic computation in the optimization of communication and control systems, and to transfer design tools and methodologies to industry. He was appointed associate professor (2001) in Digital Signal Processing at the School of Electrical Engineering and professor (2008) in Computer Science and Electrical Engineering at the University of Novi Pazar. He is elected for Principal Research Fellow by Ministry of Science of Serbia in 1999. Dr. Lutovac is author or coauthor of more than 150 scientific papers, mainly in the field of digital signal processing, and the coauthor of the basic monograph Filter Design for Signal Processing Using MATLAB and Mathematica (2000) published by Prentice Hall. The book was translated into Chinese (2004). He is coauthor of the book chapter







Efficient Multirate Filtering. Dr. Lutovac is a senior member of IEEE, corresponding member of Academy of Engineering Sciences of Serbia, and advisory member of Journal IEICE Transactions on Fundamentals of Electronics, Communications and Computer Sciences – Japan. His algorithms are deployed in software FilterCAD (Linear Technology) and WIPL-D Microwave. Miroslav Lutovac and Dejan Tosic have released software SchematicSolver that is distributed by Wolfram Research Inc. (2002-2008). For more details visit http://kondor.etf.rs/~lutovac/
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Preface



Multirate signal processing techniques are widely used in many areas of modern engineering such as communications, image processing, digital audio, and multimedia. The main advantage of a multirate system is the substantial decrease of computational complexity, and consequently, the cost reduction. The computational efficiency of multirate algorithms is based on the ability to use simultaneously different sampling rates in the different parts of the system. The sampling rate alterations generate the unwanted effects through the system: spectral aliasing in the sampling rate decrease, and spectral images in the sampling rate increase. As a consequence, the multirate processing might produce unacceptable derogations in the digital signal. The crucial role of multirate filtering is to enable the sampling rate conversion of the digital signal without significantly destroying the signal components of interest. The multirate filtering makes the general concept of multirate signal processing applicable in practice. This book is focussed on multirate filters, the essential processing algorithm in multirate systems. The mission of the book is to bridge the existing gap between the multirate filter theory and practice. This book deeply introduces MATLAB functions and commands in presenting and explaining various aspects of multirate filtering. MATLAB is chosen as the most popular software widely used at universities, in research laboratories, and in industry. A multirate filter can be defined as a digital filter in which the sampling rate of the input signal is changed in one or more intermediate points. Multirate techniques are used in filters for sampling rate conversion where the input and output rates are different, and also in constructing filters with equal input and output rates. The basic roles of multirate filtering in modern signal processing systems go in three main directions. Firstly, the multirate filtering is used whenever two digital systems with different sampling rates have to be connected. Filtering is used to suppress aliasing in decimation, and to remove imaging in interpolation. The use of an appropriate filter enables one to convert a digital signal of a specified sampling rate into another signal with a target sampling rate without destroying the signal components of interest. Secondly, the multirate filtering is one of the best approaches for solving complex filtering problems when a single filter operating at a fixed sampling rate is of significantly high order and suffers from output noise due to multiplication round-off errors and from the high sensitivity to variations in the filter coefficients. Various multirate design techniques provide that the overall filtering characteristic is shared between several simplified subfilters operating at the lowest possible sampling rate. Design constraints for subfilters are relaxed if compared to a single-rate overall filter. As a consequence of the reduced design constraints, the effects of quantization in subfilters and in the overall multirate filter are decreased. Multirate filters provide a practical solution for digital filters with stringent spectral characteristics that are very difficult to solve otherwise. Third, multirate filtering is used in constructing multirate filter banks.
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For multirate filters, FIR (finite impulse response) or IIR (infinite impulse response) transfer functions can be used for generating the overall system. The selection of the filter type depends on the criteria at hand. An FIR filter easily achieves a strictly linear-phase response, but requires a larger number of operations per output sample when compared with an equal magnitude response IIR filter. The linear-phase FIR filter is an adequate choice when the waveform of the signal has to be preserved. An advantage of the multirate design approach is the ability of improving significantly the efficiency of FIR filters thus making them very desirable in practice. The multirate signal processing and multirate filtering have been attracted many researchers during the last several decades. The rapid development of the new algorithms and new design methods has been influenced by the advances in computer technology and software development. Although the existing literature on the subject is very large, the multirate signal processing is an open area of research. The multirate filtering is an area of interest for many researchers and practicing engineers. Efficient and sophisticated design in the field of multirate filtering needs a high-level software tool such as MATLAB. The adequate software enables one to use the built-in functions and algorithms and concentrate on his/her one task (or research problem). This book presents the theory and applications of multirate filtering with the extensive use of MATLAB including the Signal Processing, Filter Design, and Wavelet Toolboxes. The material in the text is supported by examples solved in MATLAB aimed to provide experiments that illustrate and verify the underlying theory. The solved MATLAB examples given through the book and the MATLAB exercises given at the end of each chapter enable the reader to develop deeper understanding of the multirate filtering problems. The benefit of this book is a convenient access to the theory, design and implementation of multirate filters. The book is divided in 12 chapters. Chapter I presents the background review of the single-rate discrete-time signals and systems. A concise review of the time-domain and the transform-domain characterization of discrete-time signals and systems is given. First, we discuss the representation of a discrete-time signal as a sequence of numbers, and explain the operations on sequences. Then, the definition and properties of discrete-time systems are given with the emphasis to the linear-time-invariant (LTI) systems. The representation in the transform domain comprises the discrete-time Fourier transform (DTFT), the discrete Fourier Transform (DFT), and the z-transform. The definitions of the discrete-time system transfer function and the frequency responses are given. The basic realization structures for FIR and IIR systems are briefly described. Finally, the relations between continuous-time and discrete-time signals are given. Chapter II is devoted to the basics of multirate systems. This chapter considers the basic sampling rate alterations when changing the sampling rate by an integer factor. The time-domain representations of down-sampling and up-sampling operations are introduced with the emphasis to the linearity and time-dependence properties. The z-domain and frequency-domain representations of down-sampled and up-sampled signals are developed. The spectrum of the down-sampled signal is analyzed, and the concept of aliased spectra is introduced. The spectrum of the up-sampled signal has been analysed too, and the appearance of images in the signal spectrum is explained. At this point, the essential importance of filtering has been observed. The concept of decimation and interpolation that include filtering as an integral part of a sampling rate alteration operation has been explained next. The description of Six Identities that enable the reductions in computational complexity of multirate systems is given. Then, the effects of the sampling rate conversion with the phase offset are described. The polyphase decomposition of the sequence and the representation of polyphase components are explained in detail. Finally, the concept of multistage multirate system is presented.
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Chapter III considers the general role of filters in multirate systems. The spectral characteristics of decimators and interpolators are discussed first. The effects of aliasing and imaging are illustrated by means of examples. Following the discussion on aliasing and imaging, the problem of proper filter specifications that could ensure the suppression of the aliased spectra and the removal of images has been underlined. Three commonly used types of filter specifications are described. In the sequel, it is shown by means of numerous examples how the existing MATLAB functions for FIR and IIR filter design can be used to meet the typical specifications. The special attention has been focussed to the computation of the residual aliasing, which is inevitably left after filtering. It is shown how the aliasing characteristics of the decimation filter can be computed. The sampling rate alteration of bandpass signals is also discussed in this chapter. The design and implementation of FIR filters for sampling rate conversion is presented in Chapter IV. The implementation structures of decimators and interpolators that are based on FIR filtering are considered in this chapter. First, the application of the FIR filter direct implementation forms in constructing decimators and interpolators are analyzed. The central part of the chapter is devoted to the description of the efficient polyphase implementation of decimators and interpolators. The use of MATLAB for the verification and simulation of the decimator/interpolator structure is demonstrated. The operation of those structures is illustrated by means of example decimators and interpolators. Also, the polyphase memory-saving structures for decimators and interpolators are shown. In this chapter, the computational efficiency of FIR decimators and interpolators is discussed in order to demonstrate the significant computational savings achieved in FIR multirate filtering. Chapter V is devoted to IIR filters for sampling rate conversion. In this chapter, the direct implementation structure for IIR decimators and interpolators has been considered first. The computational efficiency of IIR decimators and interpolators when implemented in the direct form has been presented. The application of the polyphase decomposition in constructing efficient IIR decimators and interpolators has been considered. The advantage of the solutions based on all-pass polyphase components has been underlined and illustrated by means of an example. The role of extra filter in constructing high-performance IIR decimator and interpolator is explained and illustrated. In this chapter, the particular attention has been paid to the solutions which use the implementation structures based on the parallel connection of two all-pass subfilters. It is shown that extremely efficient IIR decimators and interpolators can be achieved when using the cascade of halfband IIR filters followed by the factor-of-two down-samplers. The application of elliptic minimal Q factors (EMQF) filters in the systems for sampling rate alterations has been shown. Chapter VI considers the sampling rate conversion by a fractional factor, sometimes called a fractional sampling rate conversion. It is shown first how the MATLAB functions can be used to convert the sampling rate of the signal by a rational factor. The technique for constructing efficient sampling rate conversion by a rational factor based on FIR filters and polyphase decomposition is presented. In the sequel, we consider the sampling rate alteration with an arbitrary conversion factor. We present the polynomial-based approximation of the impulse response of a hybrid analog/digital model, and the implementation based on the Farrow structure. We also consider the construction of fractional delay filters. MATLAB examples illustrate the applications. Chapter VII is devoted to the theory and design of Lth-band filters and particularly to the halfband filters, the most important subclass of Lth-band filters. This chapter starts with the linear-phase Lth-band FIR filters. We introduce the main definitions and present by means of examples the efficient polyphase implementation of Lth-band FIR filters. We discuss the properties of the separable linear-phase transfer functions, and construct the minimum-phase and maximum-phase FIR transfer functions. The minimumphase (maximum-phase) transfer function is considered as a spectral factor of the separable (factorisable)
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FIR filter transfer function. In sequel, we present the design and efficient implementation of the halfband FIR filters. A halfband filter can be considered as a special class of the Lth-band filter obtained for L = 2. The class of IIR Lth-band and halfband filters is presented next. The particular attention is addressed to the design and implementation of IIR halfband filters. In Chapter VIII we present the complementary filter pairs. First, we review the definitions of delay-complementary, all-pass complementary, power-complementary and magnitude complementary properties. The generation of a highpass filter (FIR and IIR) from the complementary lowpass filter is shown. Then, the definitions of the analysis and synthesis lowpass/highpass filter pairs are given. In the sequel, we present the design and implementation of FIR filter pairs comprising: delay-complementary, power-complementary, and magnitude complementary FIR filter pairs. The design and implementation of three classes of IIR filter pairs satisfying the allpass-complementary/power-complementary, powercomplementary, and allpass-complementary/magnitude-complementary properties are presented in this chapter. We demonstrate the high-performance complementary IIR filter pairs, which benefit the advantages of FIR and IIR filter properties. In Chapter IX we present the application of multirate techniques in filter design and implementation. The chapter considers filters with equal input and output sampling rate, with narrow transition bandwidths that are very difficult to be implemented by using classical single-rate techniques. Employing the multirate techniques with multistage filtering and the complementary filter pairs, one achieves to construct the overall high-order filter by combining several low-order subfilters. In this way, the overall filtering task is shared between subfilters of significantly lower order. In this chapter, we consider the application of multistage filtering to design the narrowband filters. Extremely efficient solutions are achieved when using halfband decimation and interpolation subfilters. The wideband filters with sharp transition bands are considered, as well. The solutions are based on the complementary multirate filtering and multistage design. Chapter X considers the applications of frequency-response masking techniques in constructing digital filters with sharp transition bands. The concept of model and masking filters is introduced and the design and implementation of narrowband FIR and IIR filters is discussed. In the sequel, the frequency-response masking approach in designing filters with the arbitrary bandwidths is considered. The concept of frequency-response masking technique based on the model complementary filter pair and two masking filters that is suitable for synthesizing the arbitrary bandwidth filters is presented. The general characteristics of the model complementary filter pair and that of two masking filters are shown. The synthesis of FIR and IIR wideband filters with sharp transition bands is illustrated by means of examples. A solution that uses the halfband filter as one of the masking filters is also given in this chapter. Chapter XI is devoted to the design and realization of the comb-based filters for decimators and interpolators. In this chapter, we first introduce the concept of the basic cascade integrator-comb (CIC) filter and discuss its properties. Then, we present the structures of the CIC-based decimators and interpolators, discuss the corresponding frequency responses, and demonstrate the overall two-stage decimator constructed as the cascade of a CIC decimator and an FIR decimator. In the next section, we expose the application of the polyphase implementation structure, which is aimed to reduce the power dissipation in the comb-based decimators and interpolators. We consider techniques for sharpening the original comb filter magnitude response and emphasize an approach that modifies the filter transfer function in a manner to provide a sharpened filter operating at the lowest possible sampling rate. Finally, we give a brief description of the modified comb filter based on the zero-rotation approach. We discuss the improvements achieved with modified comb-filter transfer function and sharpening techniques. The final chapter, Chapter XII, illustrates by means of examples the applications of multirate filters in constructing multirate filter banks. First, we give a brief review of the properties of the two-channel
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analysis and synthesis filter banks with the condition for elimination of aliasing. The perfect-reconstruction and nearly perfect-reconstruction properties are discussed, and solutions based on FIR and IIR QMF banks and the orthogonal two-channel filter banks are shown. In the sequel, the tree-structured multichannel filter banks are considered including the uniform filter banks and nonuniform filter banks with the special emphasis to the octave filter banks. The process of signal decomposition and reconstruction is illustrated by means of examples. The application of some MATLAB functions for signal decomposition and reconstruction (from the Wavelet Toolbox) that are based on the octave filter banks has been also demonstrated in this Chapter. Finally, at the end of each chapter, except Chapter I, numerous MATLAB exercises are provided, with the intention to help the reader in developing various individual solutions. Some of the exercises require only the modifications of the existing programs given in the text. However, some of the exercises are more demanding. The material exposed in this book range in difficulty from very simple applications of multirate techniques and multirate filtering to more elaborate and demanding multirate processing algorithms. The MATLAB examples are extensively used through the chapters. In the first chapters, the script files in the form of demo programs are given in details. Later on, the MATLAB applications are shown with the essential code fragments only. Using the given code fragments, the reader can easily complete his/her own m-file and generate the computations and figures of interest. The majority of examples use the existing MATLAB functions from the Signal Processing and Filter Design Toolboxes in order to exploit the power of MATLAB for the easier access to the main subject of this book. In the last chapter, some functions from the Wavelet Toolbox are utilized. Although the MATLAB programs in this book are written in a simple intuitive way, it is expected that the reader possess some basic knowledge in MATLAB programming. MATLAB is a registered trademark of The MathWorks, Inc. and is used with permission. The MathWorks does not warrant the accuracy of the text or exercises in this book. This book’s use or discussion of MATLAB software or related products does not constitute endorsement or sponsorship by The MathWorks of particular pedagogical approach or particular use of the MATLAB software. For product information, please contact: The MathWorks, Inc. 3 Apple Hill Drive Natick, MA 01760-2098 USA Tel; 508-647-7000 Fax: 508-647-7001 E-mail: [email protected] Web: www.mathworks.com
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Chapter I



Single-Rate Discrete-Time Signals and Systems: Background Review



INTRODUCTION This chapter is a concise review of time-domain and transform-domain representations of single-rate discrete-time signals and systems. We consider first the time-domain representation of discrete-time signals and systems. The representation in transform domain comprises the discrete-time Fourier transform (DTFT), the discrete Fourier transform (DFT), and the z-transform. The basic realization structures for FIR and IIR systems are briefly described. Finally, the relations between continuous and discrete signals are given.



DISCRETE-TIME SIGNALS A signal is a function of at least one independent variable. In this book, we assume that the independent variable is time even in cases where the independent variable is a quantity other than time. We define a continuous-time signal, xc(t), as a signal that exists at every instant of time t. A continuous-time signal with a continuous amplitude is also called an analog signal. The independent variable t is a continuous variable and xc(t) can assume any value over a continuous range of numbers. A discrete-time signal is a sequence of numbers denoted as {x[n]}, where n is said to be the time index, and x[n] denotes the value of the nth element in the sequence. A discrete-time signal is called a discrete signal. The quantity x[n] is also called the sample value, and its time index n is called the sample index. The quantity x[n] can take any value over some continuous range of numbers, xmin ≤ x[n] ≤ xmax.
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Discrete signals can be defined only for integer values of n from an interval N1 ≤ n ≤ N2. When the sample values of the sequence {x[n]} are represented as binary numbers using a final number of bits, the signal {x[n]} is a digital signal. The length of the sequence is defined as N ≤ N2 − N1 + 1. The sequence {x[n]} is a finite-length sequence if N is of a finite length; otherwise, {x[n]} is an infinite-length sequence. For the purpose of the analysis, it is useful to represent signals as the combination of basic sequences. The frequently used basic sequences are included in Table 1.1. In many applications, the discrete-time signal {x[n]} is generated by sampling the continuous-time signal xc(t) at uniform time intervals:



x[n] = xc (t ) t = nT = xc (nT ) 



(1.1)



A time interval T is called a sampling interval or a sampling period, and the reciprocal value,



FT =



1 T







(1.2)



is a sampling frequency or a sampling rate. In general, the unit of sampling frequency is cycles per second, and when T is given in seconds [s], FT can be expressed in hertz [Hz].



Operations on Sequences Processing a sequence means performing certain operations on the sequence. Generally, the processing algorithm is composed of basic operations such as addition, multiplication and scalar multiplication, time-shifting, down-sampling and up-sampling. Figure 1.1 shows a schematic representation of basic operations.



DISCRETE-TIME SYSTEMS A discrete-time system, or shortly a discrete system, is an algorithm or physical device that converts one sequence (called input) into another sequence (called output). The input-output relation of the system can be expressed mathematically in the form Table 1.1. Basic sequences Sequence Unit-Sample



δn



Unit- Step



un



Real-Valued Exponential Sinusoidal Complex-Exponential







Description 1, n



0



0, n



0



1, n 0, n



0 0



x[n]= a bn



xs [n] = a sin(2 fn + ) xe n



ae



j ωn φ
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Figure 1.1. Basic operations on sequences. (a) Addition. (b) Modulation. (c) Scalar multiplication. (d) Time-shift (delay). (e) Down-sampling. (f) Up-sampling.



{y[n]}= Φ ({x[n]}),







(1.3)



where operator Φ represents the rule that is used to produce the output signal {y[n]} from the input signal {x[n]}. A discrete system is stable if any bounded input sequence produces a bounded output sequence. Only stable systems are of practical interest. A discrete system is causal if the output depends only on the present and the past values of the input. If y[n0] is the output for the time index n0, then y[n0] depends only on the input samples x[n] for values n ≤ n0.



Linear Time-Invariant Systems Linear time-invariant (LTI) systems are stable systems that are linear and time (shift) invariant. The response of a system to the unit sample sequence {δ[n]} is the unit-sample response or impulse response and is denoted by {h[n]}, h [n ] = Φ ({ [n]}).







(1.4)



An LTI system is completely characterized by {h[n]} since the sequence on the output of the system can be expressed as a convolution of the input sequence and the impulse response of the system, y [n ] =



∞



∑ x [k ]h [n − k ],



k =−∞



or alternatively y [n ] =



∞



∑ h [k ]x [n − k ].











(1.5)



k =−∞
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The above convolution is referred to as a linear convolution and can be expressed in the compact form



{y[n]}= {x[n]}∗ {h[n]} .







(1.6)



An LTI system is said to be stable if its impulse response satisfies ∞



∑ h [n] < ∞. 



n =−∞



(1.7)



An LTI system is causal if its impulse response {h[n]} is a causal sequence,



h[n]= 0,



for



n < 0 . 



(1.8)



An LTI system is anticausal if its impulse response {h[n]} is an anticausal sequence,



h[n]= 0,



for



n > 0 . 



(1.9)



The LTI systems are divided into two basic classes: 1. 2. 



Finite Impulse Response (FIR) systems Infinite Impulse Response (IIR) systems



For an FIR system, since {h[n]} is of a finite length, the input-output relation is expressed as the finite convolution sum. Usually, we work with causal systems, that is N −1



y [n ] = ∑ h [k ]x [n − k ] 



(1.10)



k =0



where N is the length of the sequence {h[n]}. For an IIR system, since {h[n]} is of an infinite length, the input-output relation is an infinite convolution sum. Therefore, for a causal IIR system we write ∞



y [n ] = ∑ h [k ]x [n − k ]. 



(1.11)



k =0



From the practical point of view, a class of LTI systems that can be described by a constant-coefficients difference equation is very important. For this class of systems, input-output relation is expressed in the form N



M



k =0



k =0



∑ ak y[n − k ]= ∑ b k x[n − k ],







(1.12)



where {x[n]} and {y[n]} are input and output of the system, and {ak} and {bk} are constants. The output of the system defined by (1.12) can be computed recursively. If the system is causal, we can express y[n] in terms of the current sample and M previous samples of the input sequence, and from N previous output samples
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M



N



k =0



k =1



y[n]= ∑ bk x[n − k ]− ∑ a k y[n − k ].







(1.13)



Here, we assume that a0 = 1. A difference equation (1.13) gives the unique solution if N initial conditions are specified. Those initial conditions might consist of specifying fixed values of y[n] for fixed values of n. This is easily achieved with causal systems since y[n] = 0, for n < n0, where n0 denotes the instant of excitation. For an FIR system, the difference equation is nonrecursive, and coefficients {bk} are identical with those of the impulse response of the system. Sometimes FIR systems are also called nonrecursive systems. For an IIR system, the difference equation is recursive. Sometimes IIR systems are called recursive systems.



DISCRETE-TIME FOURIER TRANSFORM The discrete-time Fourier transform (DTFT) represents the discrete-time sequence in terms of the exponential sequence {e−jωn} where ω is the real frequency variable. Sometimes the shorter term Fourier Transform is used to denote DTFT. The frequency variable ω is called the angular frequency, and sometimes frequency for short. For the sequence {x[n]}, the discrete-time Fourier transform X(ejω) is defined by X (e j



∞



)= ∑ x [n]e



−j n



. 



(1.14)



n =−∞



The discrete-time Fourier transform X(ejω) is a continuous function of the frequency variable ω. The necessary and sufficient condition for the DTFT X(ejω) to exist is that the sequence {x[n]} is an absolutely summable sequence, i.e. ∞



∑ x[n] < ∞.







(1.15)



n = −∞



The complex function X(ejω) is expresible in the rectangular form



X (e j



)= X (e )+ jX (e ), j



R



j



I







(1.16)



where XR (ejω) and XI (ejω) are real functions representing real and imaginary parts of X(ejω), respectively. Alternatively, X(ejω) can be expressed in the polar form



X (e j



)= X (e ) e j



j



( )



,







(1.17)







(1.18)



where |X(ejω)| is the magnitude function defined by X (e j



)=



X R2 (e j



)+ X (e ), 2 I



j
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and ϕ(ω) is the phase function



( ) = arg  X (e



j



) = tan



−1



X I (e j XR



). (e )







j



(1.19)



Magnitude and phase functions |X(ejω)| and ϕ(ω) are real functions of ω. The sequence {x[n]} can be computed from the transform X(ejω) by using the inverse discrete-time Fourier transform (IDTFT) defined by



x [n ] =



1 2



∫ X( e )e j



j n



d .







(1.20)



−



The discrete-time Fourier transform and the inverse discrete-time Fourier transform defined by (1.14) and (1.20), respectively constitute the discrete-time Fourier transform pair. Since the DTFT X(ejω) is a periodic function in ω with the period of 2π, i.e.,



(



X e j(



+2k



)



)= X (e ),







j



(1.21)



the DTFT is completely represented in the range of 2π. The majority of sequences used in practice are real sequences. When {x[n]} is a real sequence, the DTFT X(ejω) exhibits the conjugate symmetry property



X (e − j



)= X (e ), ∗



j







(1.22)



where “*” is used to denote the complex conjugate function. Since the DTFT is periodic with the period of 2π, the range of π is sufficient to represent the DTFT of a real sequence. For signal processing applications, some properties of the discrete-time Fourier transform are very practical. The general properties of DTFT that will be used in this book are listed in Table 1.2.



Table 1.2. Some important properties of the discrete-time Fourier transform Property







Sequence



DTFT



{x [n]} {h [n]}



X(ejw) H(ejw)



Linearity



a {x [n ]}+ b {h [n ]}



a X(ejω)+b H(ejω)



Time-shifting



{x [n − n ]}



e− j



Frequency-shifting



{e



x [n ]



X e j(



−



Convolution



{x [n]}∗ {h [n]}



X (e j



)H (e )



Modulation



{x [n]}{h [n]}



1 2



X (e j )H e j(



0



j



0n



}



n0



X (e j



(



∫



−



0



)



)



) j



(



−



)



)d
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Spectrum of Discrete-Time Signal When the sequence {x[n]} represents the discrete-time signal, its discrete-time Fourier transform X(ejω) defined in (1.14) represents the spectrum of the signal. From the polar representation of DTFT given in (1.17), we define the magnitude spectrum and the phase spectrum of the signal {x[n]}. The magnitude spectrum is the magnitude function |X(ejω)| defined by (1.18), and the phase spectrum is the phase function ϕ(ω) defined by (1.19). For real signals, the magnitude function is an even function of ω, and the phase spectrum is an odd function of ω. In MATLAB, the function freqz can be used to compute the spectrum of the signal. The following example illustrates the application. % Program demo_1_1 % Computation of Discrete-Time Fourier Transform % signal {x[n]} clear all, close all x = [0.3,0.2,0.1,0.15,0.18,0.20,0.5,0.6,0.4,0.3,0.2,0.1,0.15]; % Test signal L = length(x); N = 256; [X,w] = freqz(x,1,N); % Computation of the signal spectrum mag = abs(X); % Magnitude spectrum phase = angle(X); % Phase spectrum . gure(1) subplot(3,1,1), stem(0:L-1,x), legend('Signal {x[n]}'), xlabel('Time index n'), ylabel('x[n]') subplot(3,1,2), plot(w/pi,mag), legend('Magnitude Spectrum'), xlabel('Normalized frequency \omega/\pi'), ylabel('|X(e^{j\omega})|') subplot(3,1,3), plot(w/pi,unwrap(phase)), legend('Phase Spectrum'), xlabel('Normalized frequency \omega/\pi'), ylabel('\phi(\omega)')



Figure 1.2 plots signal {x[n]}, magnitude spectrum, and phase spectrum of the signal.



Frequency Response of Discrete-Time LTI System When the impulse response of the discrete-time LTI system {h[n]} satisfies the stability condition (1.7), the discrete-time Fourier transform H(ejω) H (e j



∞



)= ∑ h [n]e



−j n







(1.23)



n =−∞



represents the frequency response of the discrete-time system. The frequency response describes the stable LTI system in frequency domain. From the polar representation of DTFT we define the magnitude response and the phase response of the system,



H (e j



)= H ( e ) e j



j



( )



, 



(1.24)
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Figure 1.2 Signal {x[n]}, magnitude spectrum | X (e j ) |, phase spectrum arg{ X (e j )}



where |H(ejω)| is the magnitude response, and φ(ω) is the phase response. For the systems with real coefficients, the magnitude response is an even function of ω, and the phase response is an odd function of ω. The quantity that expresses the magnitude response in decibels is called the gain function g(



) = 20log10( H( e j ) ) 



(1.25)



The attenuation function is a negative of the gain function, a(



) = − g ( ) = −20log10( H( e j ) ). 



(1.26)



The group delay function of a discrete-time system is defined by the expression g



( )= −



( )



d







(1.27)



( ). 



(1.28)



d



,



and the phase delay is given by f



( )= −



DISCRETE FOURIER TRANSFORM The Discrete Fourier Transform (DFT) is defined for finite-length sequences. For a given L-length sequence {x[n]}, 0 ≤ n < L–1, the discrete Fourier transform is the sequence obtained by uniformly sampling the discrete-time Fourier transform X(ejω) on the ω-axis in the range 0 ≤ ω < 2π. Hence,
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the frequency samples X[k] are the values of X(ejω) at the points ωk = 2πk/N, 0 ≤ k ≤ N – 1. Using the definition of X(ejω) as given in (1.14), the sequence {X[k]} is given by X [k ] = X ( e j



)



L −1



=2 k / N



= ∑ x[n]e − j 2



kn / N



, 0 ≤ k ≤ N − 1.







(1.29)



n=0



where N ≥ L, and {x[n]} being the sequence of a finite length is zero valued outside the interval 0 ≤ n < L–1. The sequence {X[k]} is called the discrete Fourier transform (DFT) of the finite length sequence {x[n]}. Sometimes {X[k]} is called the DFT sequence, and the sample X[k] is called DFT coefficient. Note that the sequence {X[k]} is a complex sequence. Introducing the commonly used notation WN = e − j 2



N



, 



(1.30)



the discrete Fourier transform (1.29) is presented in the form N −1



X [k ] = ∑ x[n]WNnk , 0 ≤ k ≤ N − 1.







(1.31)



n=0



The inverse discrete Fourier transform (IDFT) is given by x [n ] =



1 N −1 ∑ X[ k]WN− nk , 0 ≤ n ≤ N − 1. N n =0







(1.32)



Using DFT, the finite-length sequence {x[n]} is described in frequency domain by the finite-length sequence {X[k]}. In many applications, this representation is more practical than DTFT X(ejω), which is a continuous function of ω. High popularity of DFT is due to the efficient algorithms known under the name Fast Fourier Transforms (FFT). The description of FFT algorithms can be found in many signal processing books; see for example (Mitra, 2006; Oppenheim and Schafer, 1989; Proakis and Manolakis, 1996). The MATLAB function fft computes DFT for the finite-length sequences. Next, we illustrate the computation of DFT coefficients on the example of the discrete signal composed of three sinusoidal components. % Program demo_1_2 % Computation of Discrete Fourier Transform (DFT) n = 0:63; % Time index n x=sin(2*pi*4*n/64)+0.6*sin(2*pi*8*n/64) + 0.8*sin(2*pi*18.5*n/64); figure (1) subplot(2,1,1), stem(n,x), xlabel(’Time Index n’), ylabel(’x[n]’), axis([0,63,-3,3]) X = fft(x); % Computation of DFT k = n; % Frequency index k subplot(2,1,2), stem(k,abs(X)), xlabel('Frequency index k'), ylabel('|(X[k])|'), axis([0,63,0,40])



Figure 1.3 plots the signal {x[n]} and the absolute values of the DFT coefficients, which represent the spectral components in the magnitude spectrum of the given finite-length signal {x[n]}.
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THE z-TRANSFORM The z-transform of a sequence {x[n]} is defined as the power series X (z ) =



∞



∑ x[n]z



−n



,







(1.33)



n =−∞



where z is a complex variable. Using the z-transform, we represent the time-domain signal {x[n]} in the complex plane as a function of the complex variable z. Generally, the z-transform is the sum of an infinite power series and therefore it exists only for those values of z for which this series converges. The region of convergence (ROC) of X(z) is a set of values of z for which X(z) has a finite value. The region of convergence for X(z) includes the regions of the complex z plane where X z



.







(1.34)



The zeros of a z-transform X(z) are the values of z for which X(z) = 0. The poles of a z-transform X(z) are the values of z for which X(z) = ∞. The region of convergence cannot contain poles. The discrete-time Fourier transform of the sequence {x[n]} can be considered as the z-transform of the sequence evaluated on the unit circle of the z-plane. The discrete-time Fourier transform is developed by evaluating the z-transform on the unit circle under the condition that the unit circle belongs to the region of convergence, X (z ) z = e j = X (e j



∞



)= ∑ x[n]e n =−∞



−j n



.







(1.35)



Figure 1.3. Discrete signal {x[n]} composed of three sinusoids – upper subfigure, and magnitudes of {|X[k]|} – bottom subfigure
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There are some important properties of the z-transform that make the z-transform representation of sequences very practical. The frequently used properties are listed in Table 1.3.



Rational z-Transforms The most important family of z-transforms is that for which X(z) can be expressed as the ratio of two polynomials in z−1 (or z). They are called the rational z-transforms. When expressed as a ratio of two polynomials in z−1, the rational z-transform has the form M



∑b z B(z ) = X (z ) = A(z ) ∑a z k =0 N



k =0



k



k



−k



.







(1.36)



−k



The above equation can also be represented in the product form



∏ (1 − qk z −1 ) M



b . X (z ) = 0 kN=1 a0 −1 ∏ 1 − pk z k =1



(



)



(1.37)



Here, the roots of the numerator, z = qk, are the zeros of X(z), and the roots of the denominator, z = pk, are the poles of X(z).



The Inverse z-Transform The sequence {x[n]} can be derived using the inverse of X(z). The inverse z-transform is defined by the expression x [n ] =



1 2



X (z ) z j ∫



n −1



C



dz.







(1.38)



Table 1.3. Frequently used properties of z-transform Sequence



z-transform



{x [n]} {h [n]}



X (z ) H (z )



Linearity



a {x [n ]}+ b {h [n ]}



aX (z ) + bH (z )



Time-shifting



{x [n − n ]}



z − n0 X (z )



Multiplication by z0



{z x [n]}



X ( z z0 )



Convolution



{x [n]}∗ {h [n]}



X (z ) H (z )



Modulation



{x [n]}{h [n]}



1 2



Property



0



n



n 0



∫ X ( ) H (z ) z C



−1



d
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The contour of integration C is the counterclockwise contour in the region of convergence encircling the point z = 0.



z-Transform Representation of Discrete-Time Systems When the sequence {h[n]} is the impulse response of an LTI system, the z-transform, H (z ) =



∞



∑ h[ n]z



−n







n =−∞



(1.39)



represents the transfer function of the LTI system. Zeros and poles of the LTI system are the zeros and poles of the transfer function H(z). An LTI system is stable when the region of convergence of the transfer function H(z) includes the unit circle. The frequency response H(ejω) of a stable system can be obtained by evaluating H(z) on the unit circle, H (e j



)= H ( z )



z =e j



=



∞



∑ h[n]e



n =−∞



−j n



.







(1.40)



The transfer function of an LTI system described by a constant-coefficient difference equation (1.13) is a rational z-transform, M



H (z ) =



∑b z k =0 N



k



−k



1 + ∑ ak z



.







(1.41)



−k



k =1



The coefficients of H(z) are those of the difference equation. The order of the system is defined by max(M,N). Equation (1.41) is a general form of the rational transfer function. Being developed from the recursive difference equation (1.13) it represents the transfer function of an IIR system. In the case of an FIR system, coefficients ak = 0, for k = 1, 2, …, N, the expression (1.41) reduces to M



H (z ) = ∑ bk z − k . 



(1.42)



k =0



Here M denotes the system order. All M poles of an FIR system are located at the origin, and therefore the FIR system is absolutely stable. The positions of the transfer function zeros are not restricted by the stability conditions, i.e., the zeros can be placed inside or outside the unit circle, or can be placed around the unit circle. A system which includes only zeros located inside the unit circle and those located around the unit circle is called the minimum-phase system. At the contrary, the system which includes zeros located outside the unit circle and those located around the unit circle is called the maximum-phase system. For representing the poles and zeros of the rational z-transform in the z-plane, we use the MATLAB function zplane: zplane(B,A);
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When B and A are the row vectors, the function zplane understands the numerator and denominator of the transfer function. If we write zplane(Z,P);



where Z and P are the column vectors, the function zplane understands the zeros and poles of the transfer function, respectively. The frequency response of the system is computed using the function freqz . [H,f] = freqz(B,A,N,FT);



The function freqz returns the frequency response in vector H for the set of frequencies stored in vector f. Row vectors B and A contain the coefficients of the numerator and denominator of the transfer function, N is an integer that specifies the length of the vectors H and f, and FT is the sampling frequency. The group delay of the system is computed using the function grpdelay. [Gd,f] = grpdelay(B,A,250,1);



The function grpdelay returns the group delay in vector Gd for the set of frequencies stored in vector f. Row vectors B and A contain the coefficients of the numerator and denominator of the transfer function, N is an integer that specifies the length of the vectors Gd and f, and FT is the sampling frequency. Next, we demonstrate the analysis of an LTI system with MATLAB using an example of the 5th order Chebyshev filter. The MATLAB program demo 1_3 computes the coefficients of the 5th order Chebyshev filter, computes and plots the frequency response and provides the pole-zero plot of the filter. % Program demo_1_3 % LTI system, Chebyshev filter % Computations of frequency response and pole-zero plot clear all, close all [B,A] = cheby1(5,1,0.4) % Chebyshev filter design [H,f] = freqz(B,A,250,2); Mag=abs(H); % Frequency response and magnitude response Phase = unwrap(angle(H)); [Gd,f] = grpdelay(B,A,250,2); % Phase response and group delay figure (1) subplot(2,2,1), zplane(B,A), subplot(2,2,2), plot(f,Mag), axis([0,1,0,1.1]) xlabel('Normalized frequency \omega/\pi'), ylabel('Magnitude') subplot(2,2,3), plot(f,Phase), axis([0,1,-8,0]) xlabel('Normalized frequency \omega/\pi'), ylabel('Phase, rad') subplot(2,2,4), plot(f,Gd), axis([0,1,0,15]) xlabel('Normalized frequency \omega/\pi'), ylabel('Group delay, samples')



Figure 1.4 displays the results. Notice that the system has all the zeros on the unit circle, at the point z = − 1. Since there are no zeros outside the unit circle, the Chebyshev filter is a minimum phase-system.
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Linear-Phase Systems Discrete-time systems with finite impulse response can easily achieve the linear phase characteristic. This attractive property of FIR systems is particularly important in signal processing applications when the waveform of the signal has to be preserved. Let us consider the frequency response of a noncausal LTI system whose impulse response {h0[n]} of a length N is defined for the time-index n in the range {−K , K }, where K = N/2. The transfer function of the system H0(ejω) is given by, H 0 (e j



K



)= ∑ h [n]e n =− K



0



−j n



.







(1.43)



It is easy to show that H0(ejω) is a real function of ω when the coefficients of the impulse response {h0[n]} are symmetric, i.e., h0 [n ] = h0 [−n ], − K < n < K .







(1.44)



By substituting symmetry condition (1.44) in equation (1.43), one obtains H 0 (e j



K



)= h [0]+ ∑ h [n](e 0



n =1



0



j n



+ e− j



n



),







(1.45)



and finally,



Figure 1.4. (a) Pole-zero plot: Circles are used for the zeros, while the crosses represent the poles. The filter has 5 multiple zeros at the point z = − 1, and 5 poles inside the unit circle. (b) Magnitude response. (c) Phase response. (d) Group delay.
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H0 (



K



) = h [0]+ 2∑ h [n]cos ( n ).







(1.46)



n =1



Equation (1.46) shows that the frequency response for a symmetric noncausal sequence {h0[n]} is a real function of ω. From the noncausal system, we obtain a causal system by simply shifting the sequence {h0[n]} for K samples to the right,



h[n]= h0 [n − K ], 



(1.47)



where h [n] denotes the nth sample in the impulse response of the causal system. This time-shift for K samples corresponds in the frequency domain to the multiplication of the Fourier transform H0(ejω) by the exponential sequence e−jKω, see Table 1.2. Thereby, the frequency response of the causal system H(ejω) is given by



H (e j



)= H ( )e 0



− jK



.







(1.48)



Since H0(ω) is a real function, the frequency response H(ejω) has a linear phase characteristic for all values of the angular frequency ω. The real amplitude function H0(ω) is sometimes called the zerophase frequency response. For a causal sequence of a length N, the coefficient symmetry condition (1.47) is usually written in the form, h [n ] = h [N − n − 1],



0 ≤ n ≤ N − 1.







(1.49)



The linear-phase FIR system is also obtained when the impulse response satisfies the antisymmetry condition, h [n ] = − h [N − n − 1],



0 ≤ n ≤ N − 1. 



(1.50)



In that case the phase characteristic is linear with the phase shift of π/2, i.e.,



H (e j



)= H ( )e ( 0



j



2− K



)



. 



(1.51)



The FIR systems satisfying symmetry condition (1.49) are used to construct the linear-phase digital filters, whereas the FIR systems with antisymmetric impulse response (1.50) are used to construct the linear-phase FIR Hilbert transformers and FIR linear-phase differentiators.



All-Pass Transfer Functions All-pass transfer functions, called also the all-pass filters have a constant magnitude response for all frequencies, and a nonlinear phase characteristic. They are frequently used as building blocks to construct efficient IIR systems.
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by



The transfer function of an Nth order all-pass filter, when expressed in the product form, is given z −1 − ak∗ , −1 k =1 1 − ak z N



H (z ) = ∏



(1.52)



where ak, k = 1, 2, …, N, is a complex number representing the pole of H(z). It is evident from equation (1.52) that the transfer function zeros are placed at the points 1 ak∗ , k = 1, 2, …, N, i.e. the poles and zeros are reciprocal to each other. To satisfy the stability condition, the poles should be places inside the unit circle, and consequently the module of ak is restricted with |ak| < 1. Automatically, the transfer function zeros being reciprocal to the poles should be placed outside the unit circle.



STRUCTURES FOR DISCRETE-TIME SYSTEMS An LTI discrete system satisfying a constant-coefficient difference equation can be represented by the block diagram that interconnects basic devices: adders, scalar multipliers and delays (shifts). The block diagram, called system structure, describes how the arithmetic operations are performed through the system. For a given transfer function, one can develop a number of different structures, which for the given excitation produce identical outputs. Advantages and disadvantages of a particular structure depend on application, since in practice, the computations are performed in finite word-length arithmetic. In this section, we briefly review the elementary structures for FIR and IIR systems.



Basic Implementation Structures for FIR Systems The transfer function of an FIR filter as shown in (1.42) is the polynomial in z−1, and is usually written in the form



H (z ) =



Y (z )



X (z )



N −1



= ∑ h [k ]z − k. k =0







(1.53)



Here h[0], h[1], …, h[N–1] are the coefficients of the system impulse response, and N–1 is the filter order. The total number of coefficients, N, is usually called the filter length. In time domain, an FIR system is characterized by the nonrecursive difference equation, N −1



y [n ] = ∑ h [k ]x [n − k ],







(1.54)



k =0



where x[n] and y[n] denote samples of the input and the output sequences, respectively. The direct realization structure depicted in Figure 1.5 is the block diagram description of difference equation (1.54). The transpose of the structure from Figure 1.5 is shown in Figure 1.6. Both structures are canonic in the respect of delays. The number of multiplication constants in the direct realization forms of Figures 1.5 and 1.6 can be halved when implementing a linear-phase FIR filter. Figure 1.7 depicts the efficient direct realization
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structure, which exploits the coefficient symmetry in the impulse response of a linear-phase FIR system as given in equation (1.49). Figure 1.7 is depicted for N even where the total number of multiplication constants is N/2. The similar structure can be developed for N odd. In that case the number of multiplication constants reduces to (N+1)/2 as illustrated in Figure 1.8 on the example of the direct transpose implementation structure.



Basic Implementation Structures for IIR Systems An infinite impulse response LTI system is characterized by the rational transfer function (1.41), or equivalently, by a linear constant-coefficient difference equation, M



N



k =0



k =1



y[n]= ∑ bk x[n − k ]− ∑ ak y[n − k ]. 



(1.55)



Here the first sum represents the nonrecursive part of the system, and the second sum represents the recursive part. Those two parts can be implemented separately and connected together. The cascade connection of the nonrecursive and recursive sections results in the realization structure called direct form I depicted in Figure 1.9(a), which is developed for the case N = M. Figure 1.9(b) shows the direct form It, which is the transpose of the direct form I. Note that the direct form I and the direct form It are noncanonic in respect of delays. From the direct form I, the canonic form is obtained by simply interchanging the order of the recursive and nonrecursive sections. In the next step, it becomes obvious that the pairs of the opposite delays in the cascaded recursive and nonrecursive section store identical data thus permitting replacing each pair with a single delay. In this way, the canonic direct structure of Figure 1.10(a) is obtained. Structure depicted in Figure 1.10(a) shows the direct canonic structure called direct form II. The transposed direct structure shown in Figure 1.10(b) is usually called as the direct form IIt.



Figure 1.5. Direct implementation of FIR system



Figure 1.6. Direct transpose implementation of FIR system
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Figure 1.7. Direct implementation of a linear-phase FIR system with the reduced number of multipliers, N is even



Figure 1.8. Direct transpose implementations of a linear-phase FIR system with the reduced number of multipliers, N is odd



Figure 1.9. Direct Form I and Direct Form It
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Figure 1.10. Direct form II and direct form IIt



In MATLAB, the function filter is used to compute an output sequence {y[n]} from an input sequence {x[n]}. The function filter implements the direct form IIt shown in Figure 1.10(b). The following example of an IIR system illustrates the application. Nx = 51; b = [0.5,0.7, 0.6,0.4]; a = [1,0.4,-0.3, 0.2]; n = (0:Nx-1); x = sin(2*pi*0.125*n); y = filter(b,a,x);



The following example illustrates the application of the function filter in the case of an FIR system.



Nx = 51; b = [0.3,0.5,0.6,0.7,0.6,0.5,0.3]; a = 1; n = (0:Nx-1); x = sin(2*pi*0.125*n); y = filter(b,a,x);



Specifying the input and output lists as [y,zf] = filter(b,a,x),



program returns the output sequence in the vector y, and the vector zf contains the final conditions of the filter delays. With the specifications, [y,zf] = filter(b,a,X,zi);



program accepts initial conditions, zi, and returns the final conditions, zf, of the system delays.



SAMPLING THE CONTINUOUS-TIME SIGNAL When the continuous-time signal xc(t) is uniformly sampled at every T seconds, the resulting sequence {x[n]} is given by
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x [n ] = xc (nT ) − ∞ < n < ∞.







(1.56)



where T is a sampling interval or a sampling period, and its reciprocal value FT = 1/T is the sampling frequency (1.1 – 1.2). When the continuous-time signal xc(t) is band-limited, it can be uniquely recovered from its samples if the sampling frequency is properly chosen. In frequency domain, the continuous-time signal is represented by the continuous-time Fourier transform (CTFT) given by ∞



X c ( jΩ ) = ∫ xc (t )e − jΩt dt, −∞







(1.57)



where Ω = 2πF is frequency in radians per second. The signal xc(t) is said to be band-limited when the Fourier transform Xc( jΩ) is zero outside the prescribed frequency range



X c ( jΩ ) = 0, for



Ω > ΩN .







(1.58)



Here, ΩN is the highest frequency in Xc( jΩ). The conditions for recovering the continuous-time signal xc(t) from its samples are defined by the well-known sampling theorem: If a continuous-time signal xc(t) has a band-limited Fourier transform Xc( jΩ), that is |Xc( jΩ)| = 0 for |Ω| ≥ ΩN = 2πFN, then xc(t) can be uniquely reconstructed without error from equally spaced samples xc(nT), –∞ < n < +∞, if FT ≥ 2FN, where FT = 1/T is the sampling frequency. According to the sampling theorem, the sampling frequency ΩT = 2πFT satisfying



ΩT − Ω N > Ω N , or ΩT > 2Ω N ,







(1.59)



provides that the original continuous-time signal can be reconstructed from the discrete-time signal. The frequency ΩN is referred to as the Nyquist frequency; and the frequency 2ΩN is called the Nyquist rate. The sampling opearation is called oversampling if the sampling frequency is higher than the Nyquist rate, ΩT > 2ΩN. The term undersampling is used when the sampling frequency is lower than the Nyquist rate, ΩT < 2ΩN. Finally, the signal is critically sampled when the sampling frequency is exactly equal to the Nyquist rate, ΩT = 2ΩN. The spectrum of the discrete-time signal X(ejω) is expressible in terms of the spectrum of the continuous-time signal Xc( jΩ) by the well-known relation, X (e j



)= T1 ∑ X ∞



k =−∞



c



2 k  j −j . T   T







(1.60)



The spectrum of the discrete-time signal X(ejω) is an infinite sum of the shifted and scaled replicas of the spectrum of the continuous-time signal Xc( jΩ). Here, the angular frequency ω in the spectrum of the discrete signal is related to the frequency Ω in the spectrum of the continuous signal by ω
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Equation (1.60) shows that when the sampling is performed in a sufficiently high rate, the spectrum of the discrete signal appears as a periodic repetition of the original spectrum. The original signal can be recovered by selecting with an ideal lowpass filter the baseband spectrum from the periodic spectral function X(ejω). On the contrary, the undersampling causes aliasing in the spectrum X(ejω) thus making the signal recovery impossible. Ideally, the reconstructed signal xr(t), can be expressed in terms of the sample values {x[n]} and the impulse response of the ideal reconstruction filter hr(t), xr (t ) =



∞



∑ x [n]h (t − nT ).



n =−∞



r







(1.62)



The impulse response of the reconstruction filter hr(t) is the inverse Fourier transform of its frequency response. For an ideal low-pass filter with the cutoff frequency Ωc, the impulse response hr(t) is given by,



hr (t ) =



sin (Ω c t ) . Ωct







(1.63)



Usually, the cutoff frequency Ωc is chosen as a half of the sampling frequency,



Ωc =



ΩT = FT = T 2







(1.64)







(1.65)



thus giving the reconstruction formula,



xr (t ) =



∞



∑ x [n]



n =−∞



sin (



(t − nT ) / T ) . (t − nT ) / T



Therefore, the continuous signal xr(t) is obtained by interpolation, which is expressed in (1.65) as an infinite sum of the shifted and scaled versions of hr(t). With the ideal sampling and reconstruction of the bandlimited signal xc(t), the reconstructed signal xr(t) is equal to the original continuous signal xc(t). Unfortunately, an ideal filter is unrealizable and the reconstruction process should be implemented with some realizable approximation of hr(t). It is of interest for the later use to review the relations between the frequencies in the spectra of the continuous-time and the discrete-time signals. 1. 



2. 



Continuous signals • Symbol F denotes frequency variable in Hz. • Symbol FT denotes the sampling frequency in Hz, FT =1/T, T is the sampling interval (sampling period) in seconds. • Symbol Ω denotes frequency variable in radians per second, Ω = 2πF. • Symbol ΩT is used for the sampling frequency in radians per second, ΩT = 2πFT = 2π/T. Discrete signals • Symbol f denotes the normalized frequency in terms of the half of the sampling frequency (as in MATLAB).
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Symbol ω denotes angular frequency in radians ω = fπ, and is sometimes expressed as radians per sample. Corresponding relations: discrete-to-continuous • Normalized frequency variable: f = F/(FT/2). • Angular frequency: ω = 2πF/FT, or ω = ΩT. • Sampling frequency is located at ω = 2π due the equalities: 2πFTT = ΩTT = 2π. • 



3. 
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Chapter II



Basics of Multirate Systems



INTRODUCTION Linear time-invariant systems operate at a single sampling rate i.e. the sampling rate is the same at the input and at the output of the system, and at all the nodes inside the system. Thus, in an LTI system, the sampling rate doesn’t change in different stages of the system. Systems that use different sampling rates at different stages are called the multirate systems. The multirate techniques are used to convert the given sampling rate to the desired sampling rate, and to provide different sampling rates through the system without destroying the signal components of interest. In this chapter, we consider the sampling rate alterations when changing the sampling rate by an integer factor. We describe the basic sampling rate alteration operations, and the effects of those operations on the spectrum of the signal.



TIME-DOMAIN REPRESENTATION OF DOWN-SAMPLING AND UP-SAMPLING Converting the sampling rate means that one discrete signal is converted into another discrete signal with a different sampling rate. Two discrete signals with different sampling rates can be used to convey the same information. For example, a bandlimited continuous signal xc(t) might be represented by two different discrete signals {x[n]} and {y[n]} obtained by the uniform sampling of the original signal xc(t) with two different sampling frequencies FT and FT’ xn



xc nT and y n



xc nT'







(2.1)



where T= 1/FT and T’=1/ FT’ are the corresponding sampling intervals. When the sampling frequencies FT and FT’ are chosen in such a way that each of them exceeds at least two times the highest frequency Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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in the spectrum of xc(t), the original signal xc(t) can be reconstructed from either {x[n]} or {y[n]}. Hence, the two signals operating at two different sampling rates are carrying the same information. By using the discrete-time operations, signal {x[n]} can be converted to {y[n]}, or vice versa, with minimal signal distortions. The basic operations in sampling rate alteration process are the sampling rate decrease and the sampling rate increase. Employing two operators can perform the sampling rate alteration: a down-sampler for the sampling rate decrease, and an up-sampler for the sampling rate increase. The down-sampler and the up-sampler are the sampling rate alteration devices since they decrease or increase the sampling rate of the input sequence.



Down-Sampling Operation The down-sampling operation with a down-sampling factor M, where M is a positive integer, is implemented by discharging M–1 consecutive samples and retaining every Mth sample. Applying the downsampling operation to the discrete signal {x[n]}, produces the down-sampled signal {y[m]} ym



x mM .







(2.2)



The down-sampling can be imagined as a two-step operation. In the first step, the original signal {x[n]} is multiplied with the sampling function {sM [n]} defined by,



1, n = 0, ± M , ± 2 M ,  . sM [n ] =  otherwise 0,



(2.3)



Multiplying the sequence {x[n]} by the sampling function {sM [n]} results in the intermediate signal {ys[m]},



 x [n ], n = 0, ± M , ± 2 M ,  ys [n ] = x [n ]sM [n ] =  . otherwise  0,



(2.4)



This operation is called a discrete sampling. In the second step, the zero valued samples in {ys[m]} are omitted resulting in the down-sampled sequence {y[m]}, ym



ys mM



x mM . 



(2.5)



Figure 2.1 illustrates the two-step description of the down-sampling operation explained above for the example down-sampling factor M = 3. The down-sampling operation is sometimes called the signal compression, and the down-sampler is also known as a compressor. A block diagram representing the down-sampling operation is shown in Figure 2.2. The box with a down pointed arrow followed with the factor M is used to symbolize the down-sampling operation. Figure 2.3 illustrates the time dimensions of down-sampling. This operation reduces the sampling frequency FT of the original signal {x(nT)}. The sampling frequency FT’ of the signal {y(mT’)} is M times smaller than the sampling frequency of the original signal, i.e, FT’ = FT/M.
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Figure 2.1. Down-sampling presentation by means of discrete sampling. From top to bottom: original signal {x[n]}, sampling function {sM[n]}, intermediate signal {ys[m]}, and down-sampled signal {y[m]}.



Figure 2.2. Block diagram representation of a down-sampler



In Figure 2.3, the sampling periods T and T’ are explicitly shown. Usually the sampling periods (or sampling frequencies) are omitted since the multirate theory can be explained without bringing T or FT into the picture. The MATLAB code implementing the down-sampling operation (2.2) is simply y = x(1:M:N);



where N is the length of the original sequence x, and M (M 
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