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Multi-Static Response Matrix of a 3-D Inclusion in Half Space and MUSIC Imaging Ekaterina Iakovleva, Souhir Gdoura, Dominique Lesselier, Senior Member, IEEE, and Ga¨ele Perrusson



Abstract— Earlier works [1] on the retrieval of 3-D bounded dielectric and/or magnetic inclusions buried in free space are extended herein to a half-space burial. Emphasis of the present contribution is on the case of a single inclusion, since many closedform mathematical results can be derived in illuminating fashion in that case, yet the proposed approach readily extends to the case of (an unknown number of) well-separated inclusions. Within the framework of an asymptotic field formulation derived from the exact contrast-source vector integral formulations satisfied by the time-harmonic fields and using proper reciprocity relationships of the dyadic Green’s functions, the Multi-Static Response matrix (MSR) of the inclusion is constructed from the leading-order term of the fields —the product of the MSR matrix by its transpose yields the time-reversal operator in matrix form which is prone to so-called DORT analyses, e.g., [2], in electromagnetics. The singular value structure of the MSR is then analyzed in detail for an inclusion which has either dielectric contrast with respect to the embedding half-space, or magnetic contrast, or both, this being done in line with the pioneering study in free space led in [3]. The work is performed for fixed electric dipole arrays, in the transmit/receive mode at a single frequency. A MUSICtype algorithm readily follows from that decomposition, yielding a cost functional the magnitude of which peaks at the inclusion center, provided in particular that the number of scattered field data at the frequency of operation is larger than the number of singular values (up to 5 in the case of simultaneous dielectric and magnetic contrast of a single inclusion). Numerical results are presented in order to illustrate the above structure as a function of the geometric and electromagnetic parameters of the configuration. Imaging of a spherical inclusion is then proposed from severely noisy synthetic data via a pertinent application of the MUSIC algorithm. Images of two such inclusions follow so as to illustrate the potentialities of the present framework beyond the single-inclusion case. Index Terms— time-harmonic 3-D electromagnetic scattering - Green’s dyadic function - multi-static response matrix asymptotic formulation - half-space burial - MUSIC reconstruction



I. I NTRODUCTION INGLE-FREQUENCY time-harmonic non-iterative electromagnetic imaging of a collection of small 3-D inclusions in free space, those being characterized by arbitrary contrasts of dielectric permittivity and of magnetic permeability with respect to the ones of their embedding medium, has been considered in much detail in a recent contribution [1]. The starting point was an asymptotic expansion of the electromagnetic field as a function of the (assumed) common
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order of magnitude of the size of the inclusions in harmony with the systematic framework developed in [4], enabling the authors then to construct the Multi-Static Response (MSR) matrix of the collection of inclusions for a set of distinct transmitters and receivers. Proper singular value decomposition of the MSR matrix allowed them to carry out —and numerically illustrate— a two-step analysis which goes as follows: • first, the calculation of singular values (and the corresponding eigenvectors), the number of nonzero ones depending upon the number and the electromagnetic nature of the inclusions, and upon the transmitters and/or receivers’ geometrical arrangement and polarization; • second, the orthogonal projection of a properly built vector propagator onto the null space of the MSR matrix, coincidence with an inclusion being associated to a peak of the inverse norm of the projection (yielding an image of the collection in a prescribed search space by mapping that inverse norm), within the framework of the socalled MUSIC (MUltiple SIgnal Classification) method for non-iterative solution of inverse source and scattering problems. In the present paper, one is extending the above work to the case of inclusions that are fully buried in a half space. This task is rendered far more complex both at the mathematical level and at the numerical level due to the specific need to handle the dyadic Green’s functions of the stratified embedding medium, known only through their spectral expansions, yet the same procedure: asymptotic field formulation, calculation of the MSR matrix, singular value decomposition, MUSIC-type, noniterative imaging, applies as it will be shown and illustrated from synthetic data thereafter. However, the main difference with that previous work, beyond in particular the just mentioned subtleties of the Greenbased field formulation involved, lies in the fact that one is intending to focus herein onto the singular value structure of the MSR matrix, analyzed in great (and mostly novel) detail, for only one (typically, ellipsoidal) inclusion. Indeed, we believe that, as confirmed already by the pioneering study in free space led in [3] and a just submitted sequel by the same authors [5], one needs to soundly understand the properties of the MSR matrix, before proposing beautiful yet possibly ill-explained images of multiple inclusions via application of MUSIC in the half-space, aspect-limited scattering situation at hand here. In order to avoid unnecessary complexity, this is done in this contribution for planar arrays of electric dipoles in the transmit/receive mode, but via electromagnetic duality this
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could be easily extended to magnetic dipole arrays, and even to a mix of electric and magnetic sources and receivers. Evidently, since the end’s user in the field of application expected (e.g., non destructive testing of defects in industrial structures, identification of small targets in sub-soils or other natural media, imaging of anomalous biological structures), might still yearn for images, those, from severely noisy data, are provided as well, in the case of the single inclusion (for simplicity, a sphere) and in the case of two inclusions (two spheres); the latter are well-separated whereby it is meant that they are far enough from one another to being imaged independently by the MUSIC procedure. The work presented here, as just indicated, takes its direct inspiration from the monograph [4], and from the research paper (involving two of the authors, Iakovleva and Lesselier) [1] —one should also mention, again involving the same two authors, [6] which is concerned with to 2-D scalar inverse scattering (both in fluid acoustics and TE/TM electromagnetics) and half-space burial of cylindrical inclusions. In addition, the thoughtful companion contributions by Chambers and Berryman, [3] and [5], have been very useful to the presentday investigation. Since it is well-known that the MSR matrix times its conjugate transpose yields the time-reversal operator in matrix form, which is thus prone to so-called DORT (D´ecomposition de l’Op´erateur de Retournement Temporel) analyses, one should also refer to a series of works on this subject carried out in electromagnetics in free space [2] and for targets buried in subsoil [7], [8], those however mostly with emphasis on 2-D TE/TM configurations and always for non-magnetic materials. Origin of the DORT method itself goes well back to the mid 90’s (refer to, e.g., [9]) in fluid acoustics and the recent review [10] of time-reversal (which is including DORT) is still a must-read among increasingly many references dealing with modalities and applications of time-reversal in various configurations of interest which we will not attempt here to review. However, especially noteworthy in the same line of reasoning is the work by Devaney [11] —refer also to the many references therein by him and co-workers. As for the so-called MUSIC algorithms, which have been of large prior use in the signal processing community, one might point out to the clever comparison of linear sampling and MUSIC made in [12]; linear sampling, e.g., [13], and the companion factorization method [14], [15] are another effective mean to achieve non-iterative imaging. Let us also refer to [16] for a demonstration of MUSIC as being — in the electrostatic case (Laplace), yet no limitation of the said analysis is expected in electromagnetics— the limit of the factorization method when the extended objects which it applies to are shrinked to small inclusions like ours. Let us notice the existence of few investigations of bona fide 3-D buried objects within the full Maxwell’s system of the previous linear sampling and similarly minded methods, including [17], [18], whilst to the best of our knowledge the present work is the first attempt to analyze in depth the MSR matrix and correspondingly design a robust MUSIC algorithm for a small 3-D buried inclusion with arbitrary dielectric and magnetic contrasts (the material presented readily applying as
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well to several inclusions of similar magnitude of size provided they are well-separated). The paper is organized as follows. In section 2 the model of the scattering problem is given. In section 3 the construction of the MSR matrix is performed within the asymptotic framework. In section 4 its eigenvalue structure is analyzed in full detail for either dielectric, or magnetic, or both contrasts. In section 5 the MUSIC algorithm is described briefly. In section 6 illustrative numerical results, such as singular values studied as a function of the electromagnetic and geometric parameters of the scattering configuration and MUSIC-type images of one or two inclusions from sparse noisy data, are proposed and commented upon. A conclusion is given in section 6, mostly outlining issues ahead. Necessary results about the calculation of the dyadic Green’s functions in the half-space case, and of matrix analysis, are found in the three appendices. II. T HE



MODEL OF THE SCATTERING PROBLEM



Let us consider the following 3-D time-harmonic electromagnetic scattering problem (the dependence e−iωt is henceforth implied, the work will be carried out at one given ω.) A homogeneous volumetric inclusion, which is of the form D = x⋆ + ǫB, with reference (center) point x⋆ , where B is a bounded, smooth (C ∞ ) domain containing the origin, is buried entirely within the lower half space, R3− = {z < 0}, and it lies within an open subset Ω of R3− \∂R3− (the planar interface ∂R3− = {z = 0} does not cross the inclusion). In practice one will deal with an inclusion the volume of which is small enough, letting the order of magnitude of its diameter ǫ ≪ λ− , where λ− , see next, will be the wavelength in the lower half-space. In addition, its distance to the interface ∂R3− = {z = 0} will be large enough vs. ǫ. Let us notice that whether needed the regularity of the shape could be considerably weakened, whilst our emphasis here will be on the simple hypothesis —yet highly versatile in terms of both global shape and orientation— of a triaxial ellipsoidal inclusion, and at the numerical level on the case of spherical shape. All materials involved in the analysis are assumed to be linear, isotropic, and they are fully characterized, at the single frequency of operation, by their dielectric permittivity and their magnetic permeability (both possibly complex-valued whenever losses are accounted for, with positive real and imaginary parts). For the two-half-space embedding medium, those read as ( (µ+ , ε+ ) for r ∈ R3+ (µ, ε)(r) := (1) (µ− , ε− ) for r ∈ R3− For the inclusion D, permeability and permittivity, both constant-valued, read as µ⋆ and ε⋆ . Correspondingly, the wavenumber k is such that k 2 (r) = ω 2 µ(r)ε(r), where k(r) = k+ for r ∈ R3+ and k(r) = k− for r ∈ R3− outside the inclusion, both being chosen with positive imaginary part. This choice of such material characteristics is rather general. In particular, though one will focus herein onto propagative electromagnetic phenomena in the case of electric dipolar illuminations (see next), purely diffusive phenomena like eddy
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currents disturbed in a conductive embedding half-space illuminated by electric current loops at quasi-static frequencies could be considered also (should be in view of the many applications in that range of frequency) at a later stage. The sources of the primary electromagnetic field and the receivers of the scattered one are placed in the upper half space, R3+ = {z > 0}, all such elements being at finite distance from the interface. We will limit ourselves to the case of a finite number N of vertical electric dipoles, each one ideally acting both as transmitter and as receiver (we are in the so-called transmit/receive mode), these dipoles being regularly distributed so as to form a unique horizontal squared array of finite size, the step size of the array being, as typically, valued to half-a-wavelength in this upper half space. Furthermore, we will always consider that the size of this array is large with respect to its distance to the inclusion, in tune with the applications which are foreseen as it was already mentioned (non-destructive testing, ground probing radar, biological imaging). Let us emphasize that several mathematical results given in the present paper will be based upon passing to the limit of an infinitely large planar source/receiver array, discrete sums over the array aperture being replaced by integral counterparts as it was already done earlier, e.g., in [1], [3], [5], with good success. Nevertheless, as it will be seen from the numerical simulations led for a finite-sized array this does not overly impair the conclusions drawn. As already said, magnetic dipoles, or a mix of dipoles of both electric and magnetic type, other dipole orientations as well, and distinct source and receiver arrays, could be considered also, yielding other MSR matrices. The earlier free-space analysis [1] that applies to all such arrangements (though at the price of much more notational and mathematical complexity) would again provide us with most useful bricks, and careful application of field duality in particular would help us to achieve the sought-after results. From the above geometry of the scattering configuration, even if the illumination/observation aperture is large, one sees that only aspect-limited data in the reflection mode are made available. In addition, there is no compensation of this lack of space diversity provided either by frequency diversity or by polarization diversity. Now, in accord with, e.g., the encompassing analysis of electromagnetic fields made in [19], the incident electric and magnetic fields observed at any location r within the twohalf-space medium, in absence of inclusion in the lower half space, due to an ideal electric dipole with amplitude I0 set at arbitrary position rn in R3 \ Ω (it can be located in either half space but not inside the inclusion) and directed into arbitrary α ˆ ′ direction, are (n)



ˆ ′ I0 E0 (r) = iωµ(rn ) Gee (r, rn ) · α (n)



H0 (r) = µ−1 (r)µ(rn )Gme (r, rn ) · α ˆ ′ I0 The dyadic Green’s functions of the embedding medium for an electric excitation Gee and Gme appearing in the above satisfy the dyadic differential equations
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(n)
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? y µ− , ε−



x



Fig. 1. Schematic drawing of the configuration under study: two homogeneous dielectric and/or magnetic half spaces, homogeneous inclusion embedded within the lower one, finitely-sized planar array of vertical electric dipole sources and receivers in the upper one placed parallel to the horizontal interface and operated in the transmit/receive mode (each dipole, here depicted (n) by J0 , radiates in turn, all dipoles including itself collect the resulting signal, yielding the MSR matrix).



∇×µ−1 (r)∇×Gee (r, r′ ) − ω 2 ε(r) Gee (r, r′ ) = me



G



′



ee



= µ−1 (r)Iδ(r − r′ )



(2)



′



(r, r ) = ∇×G (r, r )



I unit dyad, plus proper radiation conditions at infinity — continuity of the transverse components of both dyads and jumps of their normal components at any surface of discontinuity of the electromagnetic parameters would proceed from the above. A detailed expression of the solutions of (2) is given in Appendix I, another, somewhat less symmetric, form being found in [20], [21], whilst one could use also the alternative representations in multiply layered media proposed in [22], among many other worthwhile forms. The corresponding magnetic-magnetic and electricmagnetic Green’s dyads Gmm and Gem in the embedding medium associated to a magnetic excitation follow by duality in straightforward fashion. As for the reciprocity relationships satisfied by the four Green dyads, either by direct application of the reciprocity theorem, or more tediously by starting from the dedicated forms given in Appendix I, one is able to arrive at µ(r′ ) Gee (r, r′ ) = µ(r) [Gee (r′ , r)]



t t



ε(r′ ) Gmm (r, r′ ) = ε(r) [Gmm (r′ , r)]



(3)



t



k 2 (r′ ) Gme (r, r′ ) = k 2 (r) [Gem (r′ , r)]



with upper index t as the mark of transposition. Let us notice that if the first two relationships are wellknown, the third one, which is linking the magnetic-electric and electric-magnetic dyads, is not so readily found to our knowledge, in the standard textbooks at least, see [19] and [23]. ′ Also, one is introducing the primed Green’s function Gem (r, r′ ) = −Gem (r, r′ ) = ∇′ ×Gmm (r, r′ ).
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Then, appropriate use of a vector-dyadic Green’s theorem yields the Lippman-Schwinger (contrast-source) integral formulation for the electric field in the presence of the inclusion as
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get the magnetic field) as a function of the size of the inclusion holds: (n)



E(n) (r) − E0 (r) = ′



(n)



E(n) (r) − E0 (r) =  Z ′ iωε− ′ (µ⋆ − µ− ) Gem (r, r′ ) · H(n) (r′ ) = dr − ε(r) D  +ω 2 µ− (ε⋆ − ε− ) Gee (r, r′ ) · E(n) (r′ ) Via duality and reciprocity a similar form of the scattered (n) magnetic field H(n) (r) − H0 (r) follows. Notice that, de facto, we are placing ourselves in a so-called near-field configuration, the transmitter/receiver array and the scatterer being placed at finite, commensurable distances from the z = 0 interface, and all fields and dyadic Green’s functions above being calculated with no hypothesis on ranges. However, extension to far-field setups could be carried out from a proper far-field asymptotics of the dyadic Green’s functions in this two-half-space case. This would be in line to [1] (free-space model in 3-D electromagnetics) and [6] (full mathematical and numerical analysis in 2-D for inclusions buried in a half-space), again keeping in mind that the aperture of illumination/observation has to remain large enough. As for generalization to multiple inclusions likewise in free space [1], it would be straightforward, by simply carrying out the integration over all volumes of the inclusions. Furthermore, for a layering, e.g., two or more planar interfaces encountered, it would be sufficient to replace term-to-term the actual dyadic Green’s functions by those pertinent, the latter being constructed via generalized transmission and reflection coefficients, e.g., [19].



Let us again emphasize at this stage of the analysis that the asymptotic derivation the result of which is described next obliges us to deal with a small enough inclusion, by letting ǫ ≪ λ− , where λ− is the probing wavelength as seen in the lower half-space, whilst their distance to the interface z = 0 should be large enough vs. ǫ. The latter restriction could however be lifted though at the price of further complexity, refer to [1] and remarks below. As for the exact field representation, size of inclusion and distance to interface are of no worry. In accord with the earlier analysis of [1] since one is treating the same type of Lippman-Schwinger integral formulations and dealing with similarly behaving dyadic Green’s functions, and referring the reader for any further material of general scope to [4], [24], the main result from which the MSR matrix is built up reads as follows: For any observation point r away from source point rn (again both might be in the same half space or in different ones) and from the inclusion center x⋆ , the following asymptotic expansion of the electric field (again by duality one will



(4)



being stressed that the remainder of the series expansion starts at ǫ5 for an inclusion with a center of symmetry and no more ǫ4 , which then adds to the expected accuracy of the leading term. In the above, the so-called Generalized Polarization Tensors (GPT) play an essential role. Those (proportional to the volume ǫ3 ) read as Mµ = ǫ3



iωε− µ(rn ) (µ⋆ − µ− ) M (µ⋆ /µ− ; B) 2 ε(r) k− k 2 (rn )µ−



Mε = ǫ3 iω 3 (ε⋆ − ε− ) M (ε⋆ /ε− ; B) where M(q⋆ /q0 ; B) is the polarization tensor associated to inclusion B with contrast q⋆ /q0 (i.e., µ⋆ /µ− or ε⋆ /ε− ). The latter is available in analytically closed form for a triaxial ellipsoid and degenerate shapes (ball), refer to [1] and references therein, e.g., [25]. The above formulation is valid as well for a perfectly electric conductor (PEC) by simply letting the permittivity and the magnetic permeability of the inclusion pass properly to ∞ and 0, respectively, the case of a perfectly magnetic conductor (PMC) following by direct application of duality. In the case of a spherical inclusion D its polarization tensor M(q⋆ /q0 ; B) has the following explicit form M(q⋆ /q0 ; B) =



III. T HE CONSTRUCTION OF THE ASYMPTOTIC M ULTI -S TATIC R ESPONSE MATRIX



(n)



2 = −ω 2 ε(rn )µ− k− Gem (r, x⋆ ) · Mµ · H0 (x⋆ ) µ− ee (n) + G (r, x⋆ ) · Mε · E0 (x⋆ ) + O(ǫ4 ) iω



3q0 |B| I 2q0 + q⋆



(5)



If one were to consider an inclusion close to the interface z = 0 (e.g., magnitude of the inclusion size ǫ of the order of its distance to this interface) the above formulation would still be correct upon introduction of a proper GPT accounting for interaction with the interface.1 Let us point out also that at first order (and we are focusing onto this first order) any regular enough volumetric inclusion can be represented in canonical fashion by an ellipsoid with the same polarization tensor [4]. So far, the electromagnetic formulation has been set up for an arbitrarily located and orientated dipole source and an arbitrary observation point (the only limitation is that they lie somewhat far from the inclusion). Let us now only consider for brevity2 two coincident transmitter and receiver arrays made of N vertical electric dipoles (with fixed transmitted amplitudes I0 ) centered within the 1 Only the case of a spherical inclusion should be amenable, by solving a boundary value problem in a bi-spherical coordinate system, to a closed form expression; other cases should require brute-force numerical calculation from, e.g., a boundary integral formulation. 2 The general case, if of interest to an end’s user, could be considered likewise, but it would require us to keep intricate notations like in [1] and thereupon go through tedious calculations, at the price of comprehensibility to the reader, so we have opted for this specific situation here.
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plane z = h in R3+ (Fig. 1). For any space point x in R3− \∂R3− , let us introduce the matrices Ge (x) and Gh (x) ∈ CN ×3 as it h Ge (x) = µ+ Gee,T (x, r1 ) · zˆ, . . . , Gee,T (x, rN ) · zˆ it h 2 Gh (x) = k+ Gme,T (x, r1 ) · zˆ, . . . , Gme,T (x, rN ) · zˆ



where rp , p = 1, . . . , N denotes the position of the pth array element and T denotes the transmitted part (since source and observation points are separated by the interface) of the dyadic Green’s functions. Let us note that reciprocity here means that h it µ+ Gee,T (x, r) = µ− Gee,T (r, x) h it ′ 2 2 Gem ,T (r, x) k+ Gme,T (x, r) = −k− Using equation (4), the Multi-Static Response matrix A ∈ CN ×N is readily formed, and is decomposed as   ε M 0 Gt (x⋆ ) (6) A = G(x⋆ ) 0 Mµ   where G(x) = Ge , Gh (x). IV. A NALYSIS



OF THE EIGENVALUE STRUCTURE OF THE



MSR



MATRIX



In the Cartesian coordinate system, see Fig. 1, the position of the jth dipole can be written as rj = x ˆrj,x + yˆrj,y + zˆh = rj,s + zˆh, where h > 0 and the position of the center of the inclusion D as x⋆ = xs,⋆ + zˆx⋆ , x⋆ < 0. We will study the following three cases: 1) Dielectric inclusions: In this case magnetic permeability µ⋆ = µ− . By letting G(x) = Ge (x) in equation (6) the MSR matrix A can be rewritten as A = G(x⋆ ) Mε Gt (x⋆ ). Then, let us define the symmetric positive semidefinite matrix Q = G∗ G (x⋆ ), with upper index ∗ as the mark of Hermitian adjoint, as Q = µ+ µ−



n X



Gee,T (x⋆ , rj ) · zˆzˆ · Gee,T (rj , x⋆ )



j=1



From the closed-form spectral expression of the dyadic Green’s function as is provided by equation (15) in Appendix I, we have the rigorous integral relationship: µ− zˆ · Gee,T (r, x⋆ ) = +∞ Z b ee,T (ks , h, x⋆ ) eiks ·(rs −xs,⋆ ) = dks µ− zˆ · G =



−∞ +∞ Z



dks b(ks ) f− (ks , h, x⋆ ) eiks ·(rs −xs,⋆ )



−∞



where spectral scalar and tensor coefficients f± and b are introduced as f± (ks , h, x⋆ ) = e∓i(kz∓ h−kz± x⋆ ) b(ks ) =



i ω2a



0



  −kx kz− , −ky kz− , ks2



(7)



letting k qs = xˆkx + yˆky , ks = |ks |, a0 = ε+ kz− + ε− kz+ and 2 − k2 . kz± = k± s



The upper sign in equation (7) is chosen when h < 0 and x⋆ > 0; the lower sign is chosen when h > 0 and x⋆ < 0. To ensure satisfaction of the radiation condition, we require that ℜe(kz± ) > 0 and ℑm(kz± ) > 0 over all values kx and ky in the integration. Thus, |ks f± (ks , h, x⋆ )| → 0 as |ks | → ∞ because f± is exponentially small whenever ℑm(kz± ) → ∞. The above Fourier representation of µ− zˆ · Gee,T (r, x⋆ ) thus is an uniformly convergent integral. From the duality principle we can write the Fourier representation of µ+ Gee,T (x⋆ , r) · zˆ as µ+ Gee,T (x⋆ , r) · zˆ = +∞ Z = dks bt (−ks ) f+ (−ks , x⋆ , h) e−iks ·(rs −xs,⋆ ) =



−∞ +∞ Z



′



dk′s bt (k′s ) f− (k′s , h, x⋆ ) eiks ·(rs −xs,⋆ )



−∞



Always assuming that the aperture array is large with respect to its physical distance to the inclusion, in the limit that the number of array elements becomes large and that the spacing between elements becomes small, the inner product Q = G∗ G can be replaced with an integral performed over the aperture of the array. By letting N(ks , rs , xs,⋆ ) = b(ks ) f− (ks , h, x⋆ ) eiks ·(rs −xs,⋆ ) we obtain Q(h, x⋆ ; k+ , k− ) = +∞ Z = drs dk′s dks N∗ (k′s , rs , xs,⋆ )N(ks , rs , xs,⋆ ) =



−∞ +∞ Z



−∞



(8)



  dks b∗ b (ks ) f − f− (ks , h, x⋆ )



 where the dyadic function b∗ b (ks ) is given by  1 × b∗ b (ks ) = |a0 |2 ω 4  2 2 kx ky |kz2− | kx |kz− | 2  × kx ky |kz− | ky2 |kz2− | 2 −kx kz− ks −ky kz− ks2



 −kx k z− ks2 −ky k z− ks2  ks4



The above Fourier representation (8) is a convergent inte gral. We observe that b∗ b (0) = 0; all diagonal elements of b∗ b are even functions whereas all non diagonal elements of b∗ b are odd functions; the function (f − f− )(ks ) is even. From the above we easily conclude that the 3-by-3 matrix Q is real-valued, and diagonal with nonzero diagonal elements, which are the square norms of the vector columns of G(x⋆ ). Thus, the matrix G(x⋆ ) has rank 3. From the material reminded in Appendix II, it follows that rank A = 3 and the vector columns of G(x⋆ ) belong to the range of A as is denoted by R(A). Therefore, for any vector a 6= 0 ∈ C3 , the vector G · a belongs to R(A). Moreover, in this supposedly infinite array case, the vector columns of the matrix G are orthogonal; so, if the inclusion D is a ball (which means that the polarization tensor Mε is proportional to the identity matrix, refer to equation (5)), then the nonzero singular values of the matrix A are simply
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proportional to the diagonal elements of Mε , and the corresponding left singular vectors are normalized vector columns of G = Ge (x⋆ ). In this case (the  ball), in view of the structure of the dyadic function b∗ b (ks ), the matrix AA∗ admits two distinct eigenvalues, one eigenvalue being of multiplicity 2. The eigenvector of AA∗ (or left singular vector of A) corresponding to the eigenvalue of AA∗ of multiplicity 1 (or singular value of A) is the third normalized vector column of G(x⋆ ). Notice that this eigenvalue is the largest eigenvalue whenever |k+ | ≥ |k− | and the smallest eigenvalue whenever |k− | ≫ |k+ |), as is illustrated by the numerical examples proposed thereafter. 2) Permeable inclusions: The analysis can be carried out in similar fashion as previously, yet results significantly differ and we feel that one should still consider every step to comprehend them properly. So the details are provided for. The starting point is now that dielectric permittivity ε⋆ = ε− . Then, by letting G(x) = Gh (x) in equation (6), the MSR matrix A can be rewritten as A = G(x⋆ ) Mµ Gt (x⋆ ). Let us now calculate the symmetric positive semidefinite matrix  Q = G∗ G (x⋆ ) by 2 2 Q = −k+ k−



n X



′



Gme,T (x⋆ , rj ) · zˆzˆ · Gem ,T (rj , x⋆ )



j=1



From equation (18) in Appendix I, using the duality principle, we have that ′



2 −k− zˆ · Gem ,T (r, x⋆ ) = +∞ Z 2 b em,T (ks , h, x⋆ ) eiks ·(rs −xs,⋆ ) = dks k− zˆ · G



=



−∞ +∞ Z



dks c(ks ) f− (ks , h, x⋆ ) eiks ·(rs −xs,⋆ )



where f− (ks , h, x⋆ ) is defined by (7) and where tensor coefficient  k 2 ε+  −ky , kx , 0 c(ks ) = − a0 em′ ,T



The above Fourier representation of G (r, x⋆ ) is an uniformly convergent integral. We see also that the third vector column of G(x) = Gh (x) is zero. ′ 2 Taking the transpose of −k− zˆ·Gem ,T we obtain the Fourier 2 representation of k+ Gme,T (x⋆ , r) · zˆ: 2 k+ Gme,T (x⋆ , r) · zˆ = +∞ Z ′ = dk′s ct (k′s ) f− (k′s , h, x⋆ ) eiks ·(rs −xs,⋆ ) −∞



Analogously to the previous purely dielectric contrast case, the inner product Q can be written as an integral: Q(h, x⋆ ; k+ , k− ) = +∞ Z   = dks c∗ c (ks ) f − f− (ks , h, x⋆ ) −∞



 2  2 2 ky −kx ky 0  k ε + kx2 0 c∗ c (ks ) = − −kx ky a0 0 0 0  Here, we see that c∗ c (0) = 0 and all diagonal elements of the nonzero 2-by-2 submatrix of c∗ c are even functions while non diagonal elements of c∗ c are odd ones. From the convergence of the Fourier representation (9) we conclude that the 3-by-3 real matrix Q is diagonal, its two first nonzero diagonal elements being the square norms of two first nonzero vector columns of G(x⋆ ). Thus, the matrix G(x⋆ ) has rank 2. From Appendix II it follows that rank A = 2 and the range of A is spanned by two first nonzero vector columns of G.3 Therefore, for any vector a = as + zˆaz ∈ C3 , such that as 6= 0, the vector G · a belongs to R(A). As previously, in this supposedly infinite array case, the vector columns of the matrix G are orthogonal; and if the inclusion D is a ball (the polarization tensor Mµ is proportional to the identity matrix), then the nonzero singular values of the matrix A are proportional to the two first diagonal elements of the polarization tensor and the corresponding left singular vectors are two first nonzero normalized vector columns of G = Gh (x⋆ ).  In view of the dyadic function c∗ c (ks ), it follows that the singular values of A might be identical (this is true in the case of a spherical inclusion, of course), i.e., the matrix AA∗ might have one nonzero eigenvector of multiplicity 2. 3) Dielectric and permeable inclusions, or PEC ones: In this case one has both µ⋆ 6= µ− and ε⋆ 6= ε− with specific values in the PEC case. Then,from equations (6), (8) and (9) the inner product Q = G∗ G (x⋆ ), where G = [Ge , Gh ], is given by Q(h, x⋆ ; k+ , k− ) =



−∞



2 −k− zˆ ·



wherein



(9)



+∞ Z  = dks d(ks ) f − f− (ks , h, x⋆ )



(10)



−∞



where f− (ks , h, x⋆ ) is defined by (7), the tensor d(ks ) by  ∗  b b b∗ c (ks ) d(ks ) = ∗ c b c∗ c



and where dyadic coefficient c∗ b is given by  ky2 kz− kx ky kz− 2ε  ik− + ∗ 2  c b (ks ) = 2 −kx kz− −kx ky kz− ω |a0 |2 0 0



 −ky ks2 kx ks2  0



Combining the results of the two previous cases, in view of the structure of the dyad c∗ b, we are able to conclude that the 6-by-6 matrix Q is Hermitian of the form of the matrix given by equation (21) in Appendix III, and has rank 5. Thus A has rank 5 as well and, since the nonzero vector columns of G(x⋆ ) belong to the range of A (refer to Appendix II), then 3 In this case, the singular values with corresponding singular vectors of A can be found analogously to Appendix II, where G ∈ CN×3 is partitioned as G = [G2 |0], G2 ∈ CN×2 with rank G2 = 2. Then the matrix A becomes A = G2 M2 Gt2 with nonsingular 2-by-2 matrix M2 .
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for any vector a ∈ C6 such that G · a 6= 0 the vector G · a belongs to R(A).4 From Appendix III it follows that the vector columns of Ge and the nonzero vector columns of Gh are linearly independent but not orthogonal; now, if the inclusion D is a ball the matrix M = diag(Mε , Mµ ) is diagonal. Let Λ = diag(λ1 , . . . , λ6 ) be the matrix of the eigenvalues of Q given by (22), and are associated to the eigenvectors denoted by U = [u1 , . . . , u6 ]. It is easy to show that the nonzero singular values of A are the nonzero diagonal elements of the matrix M Λ and the corresponding left singular vectors of the A are first five normalized vector columns of the matrix G(x⋆ )U . To conclude this section, let us emphasize that the rank of the matrix Q(h, x⋆ , k+ , k− ), defined by equations (8), (9), (10), i.e., the rank of A, does not depend upon the geometrical parameters h, x⋆ and the propagation constants k+ , k− since the diagonal elements of Q are the square norms of the vector columns of the matrix G. Therefore, the rank of A does not depend upon the position of inclusion x⋆ . However, these parameters are expected to have influence on the magnitudes of the elements of Q, i.e., on the respective magnitudes of the nonzero singular values of the matrix A, as is shown indeed in section VI. V. T HE MUSIC



ALGORITHM



If the dimension of the signal space, s, is known or is estimated from the singular value decomposition of A, defined by A = U ΣV ∗ , then the MUSIC (standing for Multiple Signal Classification) algorithm applies, examples of that being found, e.g., in [6], [1], [11], [14]. In particular, for the configuration depicted in Fig. 1, it is shown that s = 3 in the case of a single dielectric inclusion; s = 2 in the case of a single permeable inclusion and s = 5 in the case of a single, both dielectric and permeable (or PEC) inclusion. Furthermore, for any vector a ∈ Cp , where the dimension p of the vector a has been chosen accordingly to the three cases considered above, such as G(x) · a 6= 0, and for any space point x within the search domain, a map of the estimator W (x) defined as the inverse of the squared Euclidean distance from the Green’s vector G(x) · a to the signal space, W (x) = 1/



N X



|hUi , G(x) · ai|



2



i=s+1



peaks (to infinity, in theory) at the center of the inclusion x⋆ . Let us emphasize the fact that this algorithm implies that N > s. Let us point out here, in view of equation (20), that the function W (x) does not contain any information about the shape and the orientation of the inclusion. Yet, if the position of the inclusions is found (approximately at least) via observation of the map of W , then one could attempt, using the decomposition (6), to retrieve the polarization tensors (which are of order ǫ3 ), and to infer the contrasts ε⋆ /ε0 or µ⋆ /µ0 themselves. Also, in the specific case of a general ellipsoid, 4 We impose the condition G · a 6= 0 because the matrix G has one zero vector column. See also the case of a permeable inclusion.



the recently proposed analysis [5] which yields the orientation of this ellipsoid from the behavior of the singular values for several illuminations might be applied here. VI. N UMERICAL



ILLUSTRATIONS ( DIELECTRIC CASE )



A. The general set-up Let us refer to the configuration under study as sketched in Fig. 1. All dimensions henceforth are in meters. Permittivities of the upper and lower half spaces are ε+ = ε0 , ε− = 4ε0 , the permeabilities being all valued at µ0 , with ε0 and µ0 the values in air. The temporal frequency of operation is f = 300 MHz. The corresponding wavelength λ+ in the upper half space thus is 1. The planar transmitter/receiver array, symmetric about the axis z, is consisting of 8 × 8 vertical electric dipoles distributed at the nodes of a regular mesh with a half-awavelength step size, typically located half-a-wavelength away from the interface (h = 0.5). The dyadic Green’s functions needed are calculated from the expressions given in Appendix I once the double spectral domain integrals involved are transformed into single FourierBessel ones using classical means [20], [21]. The integration itself (noticing one is interested only into transmitted parts of the dyadic Green’s functions) is performed via a carefully validated yet standard MATLAB subroutine. In particular one does not attempt to fasten the computations as it was investigated in those references, our only goal at the present stage being to provide values of the MSR matrix as initial data of the problem, to illustrate the singular structure of that MSR matrix, and to exemplify how the MUSIC algorithm (which involves the calculation of G(x) throughout the search domain), might then work. B. Distribution of singular values of A We consider the case of one spherical inclusion with diameter ǫ = 0.1, permittivity ε⋆ = 5ε− , and permeability µ⋆ = µ0 . Results are in Figs. 2-4. Letting the inclusion be centered at x⋆ = (0, 0, −1), the distribution of the three first nonzero singular values of A as a function of the array height h is shown in Fig. 2, for h ∈ [0.25, 0.5, 0.75, . . . , 2.75]. (All other singular values are almost zero, see Fig. 4 as an illustration.) Here we are in the case of |k− | ≫ |k+ |; thus the matrix A admits two distinct eigenvalues with the largest eigenvalue being of multiplicity 2; the eigenvector of AA∗ (or singular vector of A) corresponding to the smallest eigenvalue of AA∗ (or singular value of A) is the third normalized vector column of G(x⋆ ). For large values of h in the Fourier representation of Q, the function f− (ks , h, x⋆ ) is decaying rapidly as |ks | → ∞. Therefore, the magnitudes of the nonzero singular values decrease when h is increased. The same conclusion holds when h is fixed and |x⋆ | → ∞. So, it can be expected that going farther and farther away of the interface (far-field hypothesis) and adding noise should degrade the performance of the MUSIC imaging algorithm. Now, let us keep h = 0.5 and the same inclusion center as before. The distribution of three first nonzero singular values
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of A as a function of the contrast |ε− /ε+ | = |ε− /ε0 | is exhibited in Fig. 3. Here ε− ∈ ε0 [1/4, 1/3, 1/2, 1, 2, 2.3, 3, 4, 5]. As it is shown by this numerical simulation, the matrix AA∗ has an eigenvalue of multiplicity 3 for ε− ≈ 2.3ε0 (for the parameters h, x⋆ and λ± chosen above). We observe that for |ε− | < 2.3|ε0 | the matrix AA∗ admits one eigenvalue of multiplicity 1 and one (smaller) one of multiplicity 2; and for |ε− | > 2.3|ε0 | the matrix AA∗ admits one eigenvalue of multiplicity 1 and one (larger) one of multiplicity 2. Also, if |k+ | < |k− |, the magnitudes of the singular values of A are larger than those of the singular values of A when |k+ | > |k− |. This in particular means that the case |k+ | < |k− | (rather realistic if the probing array is in air and the inclusion in some subsoil, artificial or biological material) should be better tailored to MUSIC imaging since σ1 = σ2 do not tend to zero. Let us still keep h = 0.5, ε− = 4ε0 , and ε⋆ = 5ε− , but move the inclusion at given fixed depth along the y axis, with center at x⋆ = (0, y, −1). The distribution of the singular values of A as a function of the position of the inclusion is shown in Fig. 4, where y = [−1.5, −1, −0.5, 0, 0.5, 1, 1.5]. As one main observation, one has that the rank of the matrix A does not depend upon the position of the inclusion x⋆ . C. Application of the MUSIC imaging algorithm The parameters of the media involved are the same as before (ε− = 4ε0 , and ε⋆ = 5ε− ), and h = 0.5, permeabilities being all valued at µ0 . The case of one spherical inclusion (diameter ǫ = 0.1) is considered first. It is centered at x⋆ = (0.15, 0.23, −1). The distribution of singular values of the MSR matrix (noisy data, with 30 dB signal-to-noise ratio) is exhibited in Fig. 5(a), illustrating that as expected 3 of them (or better said, 1 of multiplicity 2, 1 of multiplicity 1) characteristic of the signal subspace are strongly emerging from those (61 of them, since the MSR matrix is 64 x 64) of the noise subspace.
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Fig. 3. Same distribution of singular values as in Fig. 2 in function of the permittivity contrast |ε− /ε+ | = |ε− /ε0 |.
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Fig. 2. Distribution of the three largest singular values (the first two are confounded) of A as a function of the distance between the transmitter/receiver array and the interface z = 0.
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Fig. 4. Same distribution of singular values as in Fig. 2 in function of the position of the inclusion x⋆ = (0, y, −1). Notice that all values of order higher than 3 are in the numerical noise.



Maps of the estimator W (x) in cross-sectional planes x = 0.15, y = 0.23 and z = −1 are displayed in Fig. 6(a), 6(b) and 6(c), respectively. The corresponding 3D plot is displayed in Fig. 5(b), the surface shown being associated to values of half the peak magnitude. Let us notice that the resolution in a direction parallel to the transmitter/receiver array looks like a fraction of the one in a direction perpendicular to it, as already observed [1], [6], [7], [8]. Typical spheroidal-like shapes of iso-magnitude surfaces are observed as well; again, this phenomenon is independent of the shape of the inclusion itself, and is only linked to the specific aspect-limited arrangement of illumination and observation chosen. Let us now consider two identical spherical inclusions (with diameter ǫ = 0.1) centered at x1 = (0.4, −0.6, −0.75) and x2 = (−0.4, 0.6, −1.5). The distribution of singular values of the MSR matrix (noisy data again with 30 dB signalto-noise ratio) is exhibited in Fig. 7(a), illustrating that 6 of them —the 3 expected per inclusion, yet with no more
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Fig. 5. (Dielectric contrasts only): distribution of the singular values of A for 8 × 8 singly-polarized dipolar transmitters and receivers in the case of noisy data with 30dB signal-to-noise ratio (a); corresponding 3D plots of W (x) (b).
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Fig. 6. (Dielectric contrasts only): color maps of W (x) in cross-sectional planes x = 0.15 (a), y = 0.23 (b) and z = −1 (c) in the case of noisy data with 30dB signal-to-noise ratio (refer to 5(a) and 5(b)).



specific multiplicity— are emerging from those (58 of them) of the noise subspace. (Here, let us refer to [1] for the case of multiple inclusions.) Maps of the estimator W (x) in cross-sectional planes x = {0.4, −0.4}, y = {−0.6, 0.6} and z = {−0.75, −1.5} are displayed in Fig. 8(a), 8(b) and 8(c), respectively. The corresponding 3D plot is displayed in Fig. 7(b), the surfaces shown being associated to values of half the peak magnitude. Similar observations as before about transverse vs. longitudinal resolution and aspect of the maps hold. Let us notice in addition that the images produced are less sharp than in the case of one single inclusion, while it is obvious that if the two inclusions were about one atop the other, they would be very difficult to differentiate. Let us remind that no assumption on the number of inclusions is made in the reconstruction procedure whereas the specific configuration of study (transmit/receive mode, with fixed location of the array) cannot yield an isotropic resolution.



VII. C ONCLUSION To conclude, let us first emphasize that only a small number of numerical examples is shown in the present paper, in rather academic situations, with no claim to covering all possible situations of interest. If the results still tend to substantiate the mathematical analysis before, numerical work should certainly be pursued especially if one has a given application in mind, beyond the proof-of-concept which one has focused onto in the present paper. Also, in view of the size of the inclusion(s) it is expected that the asymptotic MSR matrix used as data in the examples is quite accurate (and as good as those data that might be provided by a brute-force finite-element or moment method, being said the smallness of the inclusion would be a challenge per se to those methods) whilst adding severe noise as it was done when applying the MUSIC algorithm is already a first step towards the handling of real data.
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Singular Values of A (64×64), λ=1
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Fig. 7. (Dielectric contrasts only): distribution of the singular values of A for 8 × 8 singly-polarized dipolar transmitters and receivers in the case of noisy data with 30dB signal-to-noise ratio (a); corresponding 3D plots of W (x) (b).
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Fig. 8. (Dielectric contrasts only): color maps of W (x) in cross-sectional planes x = {0.4, −0.4} (a), y = {−0.6, 0.6} (b) and z = {−0.75, −1.5} (c) in the case of noisy data with 30dB signal-to-noise ratio (refer to 7(a) and 7(b)).



Evidently larger inclusions might/should lead to less accurate MSR matrices, with no possibility to mimic the discrepancies via addition of noise to asymptotic data, and it is one of the topics of current interest to the authors. As for the quite worthwhile topic of uncertain or stochastically varying embedding media, it seems that a lot remain to be done about it once said that an averaging process should provide us with suitable dyadic Green’s functions associated to the embedding medium. If much lies ahead in terms of the mathematical analysis itself (for a magnetic transmitter/receiver array already, and/or for separate transmitter and receiver arrays, with or without similar nature and polarization), one believes that most tools needed are already made available from the present investigation, the case of transmitters/receivers set in the far-field being slightly more demanding at the level of the treatment of the dyadic Green’s functions at least. A possibly numerous collection of inclusions would call



for generalization of the work that has been previously led in free space [1]. Again most tools appear already available, whereas it seems difficult to get highly meaningful results beyond the case of well-separated inclusions for which one is de facto treating a collection of independent scatterers — yet, if two inclusions get too close together they appear as a single equivalent inclusion. More pressing might then be to find or to confirm effective means to retrieve the shape and orientation parameters of a general triaxial ellipsoid, borrowing, e.g., some of the solution from the present investigation and some from [5], being said that a thorough numerical study will also be needed. Other situations certainly remain challenging. The diffusive case, as hinted to already, must be addressed not only because of specific mathematical setting involved but also if one intends to apply the present framework to the demanding cases of eddy-current non-destructive testing and low-frequency Earth probing, for example.



IEEE TRANS. ANTENNAS PROPAGAT., SUBMITTED



11



As for inclusions close to an interface (say, at a distance of a few ǫ), and coupled to it, this is a generic configuration possibly found in many practical fields of interest; the lack of an easy model of this interaction is expected to hinder the investigation yet a combination of closed-form solutions and numerical machinery might at least enable us to attack the case of a shallowly buried sphere. A PPENDIX I T HE DYADIC G REEN ’ S FUNCTIONS



FOR A HALF SPACE



We consider the electric-electric dyadic Green’s function as the solution to (2), when the source point r′ lies either in the upper half space, R3+ , or in the lower half space, R3− . In the Cartesian coordinate system, referring again to Fig. 1, the primary (P ) electric-electric dyadic Green’s function (the one occurring in a homogeneous infinite space) is given by   ′ ∇∇ eik± |r−r | Gee,P = I + 2 (11) k± 4π|r − r′ | where the upper sign, ”+”, is chosen when r, r′ ∈ R3+ and the lower sign, ”–”, when r, r′ ∈ R3− . We introduce the 2D Fourier transform as 1 G (r, r ) = (2π)2 ee



ee



′



ee



+∞ Z b ee eiks ·(rs −r′s ) dks G



(12)



−∞



b b (ks , z, z ′) denotes the spectral dyadic where G = G Green’s function and where ks = x ˆkx + yˆky and r = rs + zˆz. The reflected (R) and transmitted (T ) electric-electric dyadic Green’s functions are now accordingly dealt with in the spectral domain. The reflected part reads as   ee,R 1 (1) TM ′ b (13) G± = I + 2 ∇∇ gˆR,± k±  1 TM TE + 2 (∇s × zˆ)(∇′s × zˆ) gˆR,± + gˆR,± ks



where the upper sign is chosen when z, z ′ > 0 and the lower sign is chosen when z, z ′ < 0. The transmitted part reads as "  ee,T µ∓ 1 e (2) TM b I + 2 ∇∇ gˆT,± (14) G± = µ± k∓ #  µ± kz∓ T E 1 TM e gˆ + 2 (∇s × zˆ)(∇s × zˆ) gˆT,± − ks µ∓ kz± T,±



or in the matrix form,  2  ky −kx ky 0 ee,T µ∓ 1 TE b + (15) G = 2 −kx ky kx2 0 gˆT,± ± 2 k2 ks µ± k∓ s 0 0 0   2 kx kz± kz∓ kx ky kz± kz∓ ±kx kz∓ ks2 TM × kx ky kz± kz∓ ky2 kz± kz∓ ±ky kz∓ ks2  gˆT,± 2 4 2 ks ±kx kz± ks ±ky kz± ks



where the upper sign is chosen when z ′ > 0, z < 0 and the lower sign when z ′ < 0, z > 0.



Here, one has set T M/T E



gˆR,±



T M/T E



gˆT,±



i T M/T E ±ikz± (z+z ′ ) R± e 2kz±



(16)



i T M/T E ∓i(kz∓ z−kz± z ′ ) T e 2kz± ±



(17)



(ks , z, z ′ ) =



(ks , z, z ′) =



T M/T E



T M/T E



where R± (resp. T± ) are standard reflection (resp. transmission) coefficients of T M/T E planar waves, from R3+ to R3− (those with the upper sign ”+”) and from R3− to R3+ (those with the lower sign ”–”) which are given by ε− kz+ − ε+ kz− ε+ kz− + ε− kz+



T±T M =



2ε∓ kz± ε+ kz− + ε− kz+



µ− kz+ − µ+ kz− µ+ kz− + µ− kz+



T±T E =



2µ∓ kz± µ+ kz− + µ− kz+



TM R± =±



TE R± =±



q 2 − k 2 , with positive In the above expressions, kz± = k± s 2 2 2 imaginary part; ks = kx + ky ; k+ and k− are the wave numbers in R3+ (R3− ), respectively. Other quantities involved e = are ∇s = xˆ∂x + yˆ∂y , ∇ = ∇s + zˆ∂z , ∇′s = −∇s , ∇ kz± (1) (2) e z ∂z ; I = diag(−1, −1, 1) and I = ∇± = kz ∇s + +ˆ ∓  kz± kz± (2) I± = diag kz , kz , 1 . ∓



∓



The magnetic-electric dyadic Green’s function produced with source point either at r′ ∈ R3+ or at R3− can be derived from the second equation of (2) and by using the set of equations (11), (13), (14). Here, for brevity, we provide only the matrix form of the spectral dyadic Green’s function b me,T (ks , z, z ′ ), where the upper sign is chosen when z ′ > G ± 0, z < 0 and the lower sign when z ′ < 0, z > 0:   ∓ikx ky kz∓ ±ikx2 kz∓ 0 me,T 1 TE b G + (18) = 2  ∓iky2 kz∓ ±ikx ky kz∓ 0 gˆT,± ± ks 2 2 −iky ks ikx ks 0   ±ikx ky kz± ±iky2 kz± iky ks2 µ∓ 1  TM ∓ikx2 kz± ∓ikx ky kz± −ikx ks2  gˆT,± µ± ks2 0 0 0 A PPENDIX II T HE MAIN RESULTS OF MATRIX ANALYSIS INVOLVED Let us define a matrix G ∈ Cm×n , n ≤ m and introduce M ∈ Cn×n as a symmetric nonsingular matrix. If the rank of G is n, then the symmetric matrix A ∈ Cm×m defined by A = GM Gt has rank n. Now, let G = U Q be a polar decomposition of G with definite positive matrix Q = (G∗ G)1/2 , the matrix U having orthonormal columns (i.e., U ∗ U = I, where I is the n-by-n identity matrix). Since rank G = n, then U is uniquely determined. So, the matrix A can be rewritten as  t A = UQ M UQ Since QM Qt is symmetric, using the Takagi’s factorization (or singular value decomposition of symmetric matrices, see [26]), the matrix QM Qt can be rewritten as QM Qt = W ΣW t



(19)
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where matrix W ∈ Cn×n is unitary and where Σ = diag(σ1 , . . . , σn ), σ1 ≥ . . . ≥ σn > 0. Therefore,  t A = UW Σ UW ∗  with U W U W = I.The nonzero singular values of A are the diagonal elements of Σ. The first n left singular vectors of A are the columns of the matrix U W ∈ Cm×n form an orthonormal basis for the space of A, then the range of the matrix A, R(A), is spanned by the vector columns of U W . The orthogonal projection P ∈ Cm×m onto R(A)⊥ = N (A∗ ) is given by P = I − (U W )(U W )∗ = I − U U ∗



(20)



Now, we observe that P does not depend upon the matrix M . Moreover, from the polar decomposition of G, it follows that for any vector a 6= 0 ∈ Cn the vector G · a is in the range of A, or in other words, any linear combination of the vector columns of the matrix G belongs to R(A). A PPENDIX III T HE EIGENVALUES AND EIGENVECTORS



OF THE MATRIX



IN THE GENERAL CONTRAST CASE



Let Q ∈ C6×6 be a matrix  b1 0  0 b2  0 0 Q=  0 h2  h1 0 0 0



of the form: 0 0 b3 0 0 0



0 h2 0 d1 0 0



h1 0 0 0 d2 0



A



[3]



 0 0  0  0  0 0



where b1 d2 − h1 h1 6= 0 and b2 d1 − h2 h2 6= 0. The eigenvalues of Q are given by  p 1 λ1,5 = b1 + d2 ± (b1 − d2 )2 + 4|h1 |2 2  p 1 λ2,4 = b2 + d1 ± (b2 − d1 )2 + 4|h2 |2 2 λ3 = b3 , λ6 = 0



(21)



(22)



and are associated to the eigenvectors 1 u1,5 = p (h1 eˆ1 + (λ1,5 − b1 )ˆ e5 ) 2 |h1 | + |λ1,5 − b1 |2 1 u2,4 = p (h2 eˆ2 + (λ2,4 − b2 )ˆ e4 ) 2 |h2 | + |λ2,4 − b2 |2 u3 = eˆ3 ,



u6 = eˆ6
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