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Abstract In this paper we solve the Monge problem on innite dimensional Hilbert space endowed with a suitable Gaussian measure.
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Introduction



Our framework is an innite dimensional Hilbert space (H, |.|) endowed with its Borelian σ−algebra. For ρ0 and ρ1 two Borel probability measures on H , the Monge Problem consists of nding a Borel map T : H −→ H satisfying the constraint T# ρ0 (B) := ρ0 (T −1 (B)) = ρ1 (B) (for any Borel subset B of H ) and minimizing the quantity Z c(x, T (x))dρ0 (x), H



where c : H × H −→ [0, ∞) is called cost function.



Theorem 1.1 Assume that ρ0 and ρ1 have nite relative entropy with respect to where γ satises conditions of Theorem 1.2. Then the problem Z |x − T (x)|dρ0 (x)



inf



T# ρ0 =ρ1



γ



(1)



H



has at least one solution T : H −→ H . Monge Problem has been solved in innite dimensional Hilbert spaces, when the cost is c(x, y) = |x − y|p and p > 1 (see e.g. [?]). The case when p is equal to 1 is quite more tricky. This is the object of our paper. We are inspired from Champion and De Pascale in [?]. The strategy for innite dimensional case lies on the same powerful tool as in nite dimensional case: an essential ingredient is the dierentiation theorem for the measure of reference. Unfortunately there is some measure on Hilbert spaces for which this theorem is false. Nevertheless Tiser has proved in [?] that for a suitable Gaussian measure on some Hilbert space, the dierentiation theorem holds, namely:



Theorem 1.2 Let H be a separable Hilbert space and let γ be a Gaussian measure with the following representation of its covariance operator : R(x) =



X i



1



ci (x, ei )ei ,



where (ei )i is an orthonormal system of H . Suppose that for α > 5/2 given we have ci+1 ≤ ci /iα for all i. Then 1 lim r→0 γ(B(x, r))



Z |f − f (x)|dγ = 0



for γ − a.a. x ∈ H



B(x,r)



for any f ∈ Lp (H, γ) and p > 1. The set of x ∈ H such that Theorem 1.2 holds, is called the set of Lebesgue points of f and will be denoted by Leb(f ). Thus γ(Leb(f )) = 1. In the case of f = 11A , we will call x a Lebesgue point of A.



Remark 1.3 In fact the Theorem 1.2 is required only to get the Proposition 4.4. All other results in this section are available without Lebesgue points. From now, γ is the Gaussian measure dened on H satisfying conditions of the previous Theorem 1.2. So that the dierentiation theorem holds over (H, γ). The classical way to nd a solution of (1) is to introduce the following MongeKantorovich problem : Z |x − y|dΠ(x, y),



min Π∈C(ρ0 ,ρ1 )



(2)



H×H



where C(ρ0 , ρ1 ) is the set of coupling between ρ0 and ρ1 . The nonempty set of solutions (optimal couplings) of (2) will be denoted by O1 (ρ0 , ρ1 ). Among these coupling, we shall show there is at least one which is carried by a graph of some map T and therefore this map will be a solution of (1). Because the cost induced by the euclidian norm is not strictly convex, the set O1 (ρ0 , ρ1 ) does not contain enough information to construct some map T . Thus we need introduce an other problem, called second variational problem, with a new cost to minimize over the set of optimal couplings of (2): Z α(x − y)dΠ(x, y),



min Π∈O1 (ρ0 ,ρ1 )



(3)



H×H



with α(x − y) :=



p



1 + |x − y|2 .



This cost α is strictly convex and smooth. It turns out that it shall bring more information, namely in some sense the directions that should take the optimal plan in order to be concentrated on a graph of some map. We denote by O2 (ρ0 , ρ1 ) the subset of O1 (ρ0 , ρ1 ) containing optimal couplings which minimize (3). It is easy to see that α(x − y) ≤ 1 + |x − y| so that if (2) is nite for some coupling then (3) is also nite, and the set O2 (ρ0 , ρ1 ) is a nonempty (by weak compacity) and a convex subset of C(ρ0 , ρ1 ). For our purpose, we need to consider nite dimensional approximations. Since the eigenvalues of the covariance matrice of γ are (ci )i we can identify (H, γ) with (l2 (c), µ) where µ is the product of standard Gaussian measure on R and l2 (c) := {x ∈ RN ,



X



ci x2i < ∞}.



This latter space is separable, therefore we consider a sequence of maps (πn )n such that each πn projects l2 (c) onto a n−dimensional euclidian space, and limn πn = Id the identity map on l2 (c). In the sequel we make the abuse of notation (H, γ) = (l2 (c), µ).



2



We denote by An the σ−algebra generated by πn , and if (for i = 0, 1) fi is the density of ρi w.r.t. µ, we put ρˆni := E[fi |An ]γ . For x ∈ H and n ∈ N, we denote by xn := πn (x). We say that a coupling Π ∈ C(ρ0 , ρ1 ) satises the convexity property if the relative entropy is 1−convex along geodesics ρt := ((1 − t)P1 + tP2 )# Π, namely Entγ (ρt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) − W 2 (ρ0 , ρ1 ),



holds for any t ∈ (0, 1). Finally we are interested in the following set:  O2 (ρ0 , ρ1 ) := Π ∈ O2 (ρ0 , ρ1 ), Π enjoys the



convexity property . 



The fact that O2 (ρ0 , ρ1 ) is non empty is the purpose of Theorem 2.5. It will play a key role in our approach because any coupling of O2 (ρ0 , ρ1 ) will bring us enough information to show that it is concentrated on a graph of some measurable map. Let us present how this paper is organized. In section 2 we establish the convexity of relative entropy (w.r.t. µ) in (P1 (H), W1 ). In particular we obtain that if Π ∈ O2 (ρ0 , ρ1 ) then ρt := ((1 − t)P1 + tP2 )# Π (here Pi designs the projection onto the i − th component) is absolutely continuous w.r.t. µ for any t ∈ (0, 1). This point will be necessary through the next sections. In section 3 we present dierent features of the support of element belonging to O2 (ρ0 , ρ1 ). Proposition 4.4, which relies on Lemma 4.1 is paramount for the method used in the proof of Theorem 1.1. Finally the last section is devoted to prove Theorem 1.1. The end contains many comments about the proof and about open problems.
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Convexity of relative entropy in (P1 (H), W1 )



The following Proposition states that the relative entropy with respect to the Lebesgue measure on Rn is convex along geodesics in (Pp (Rn ), Wp ) whatever p > 1. It is fundamental to get all other results of convexity of relative entropy (when the reference measure is absolutely continuous with respect to the Lebesgue measure).



Proposition 2.1 Let c be a strictly convex and dierentiable norm on Rn \{0}. If p > 1 then for any ρ0 , ρ1 ∈ D(EntL ) and Π optimal (for c) coupling between ρ0 and ρ1 , ρt := (Tt )# Π satises EntL (ρt ) ≤ (1 − t)EntL (ρ0 ) + tEntL (ρ1 ),



∀t ∈ [0, 1].



Proof. See for example [?] (Chapter 5.).







In order to extend our result in innite dimensional spaces, we work with Gaussian measures as reference measures. Let γn be the standard Gaussian measure on Rn . We consider ρ0 and ρ1 two probability measures on Rn belonging to D(Entγ ). For the Euclidian norm |.| on Rn , we introduce quantity inspired from the so called Wasserstein distance: Z Wε (ρ0 , ρ1 ) :=



|x − y| + εα(x − y)dΠ(x, y),



inf Π∈C(ρ0 ,ρ1 )



Rn ×Rn



where



1/2



α(x − y) := (1 + |x − y|)



.



Here α is strictly convex and dierentiable function on Rn . We have the relation: cε (x − y) := |x − y| + εα(x − y) ≤ ε + (1 + ε)|x − y|.
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Beside cε is not a distance, neither is Wε . We recall that the 1−Wasserstein distance in this situation is dened as Z W1 (ρ0 , ρ1 ) :=



|x − y|Π(x, y).



inf Π∈C(ρ0 ,ρ1 )



Rn ×Rn



Because of lim inf ε→0 Wε (ρ0 , ρ1 ) ≥ W1 (ρ0 , ρ1 ) we always x ε small enough in such a way that, Wε (ρ0 , ρ1 ) − ε ≥ W1 (ρ0 , ρ1 ) − ε > 0.



Proposition 2.2 If Π is optimal for the cost cε then for any t ∈ (0, 1) and: Entγn (ρt ) ≤ (1 − t)Entγn (ρ0 ) + tEntγn (ρ1 ) −



t(1 − t) 2 (Wε (ρ0 , ρ1 ) − ε) . 2(1 + ε)2



(4)



In particular if ρ0 , ρ1 ∈ D(Entγn ) then also ρt ∈ D(Entγn ) for any t ∈ (0, 1).



Proof. We can assume that ρ0 , ρ1 ∈ D(Entγn ), otherwise the inequality is obvious. Therefore since ρ0 and ρ1 be two probability measures absolutely continuous with respect to γn , they are also absolutely continuous with respect to the Lebesgue measure L. For i = 0, 1 let dρ0 = f0 dL and dρ1 = f1 dL, then the density of probability of ρi |x|2 d i 2 2 . Write: with respect to γn is dρ γn = fi (2π) e Z



d 2



Entγn (ρi ) =



fi (x)(2π) e



|x|2 2







d 2



log fi (x)(2π) e



|x|2 2 2



 dγn (x)



n



ZR



d



=



fi (x)(2π) 2 e



|x|2 2



Z



fi (x)(2π) 2 e



Rn



|x|2 2



d



log((2π) 2 )dγn (x)



Rn



Z



d



+



fi (x)(2π) 2 e



|x|2 2



Rn



= EntL (ρi ) + V(ρi ) +



where V(ρi ) := that:



d



log(fi (x))dγn (x) + |x|2 dγn (x) 2



d log(2π), 2



|x|22 dρi (x). By 1−convexity of the euclidian norm, it is easy to see Z t(1 − t) |x − y|2 dΠ(x, y). V(ρt ) ≤ (1 − t)V(ρ0 ) + tV(ρ1 ) − 2 n R 1 2



R



By Cauchy-Schwarz inequality, we get V(ρt ) ≤ (1 − t)V(ρ0 ) + tV(ρ1 ) −



2 t(1 − t) Wε,k.k (ρ0 , ρ1 ) − ε . 2(1 + ε)2



then combining the Proposition 2.1 with (5), we get the result taking the sum.



(5) 



Now we focus on our separable innite dimensional Hilbert space (H, γ). In order to apply these results above, we are interested in the following problem: Z



Z |x − y|dΠ(x, y) + ε



min Π∈C(ρ0 ,ρ1 )



H×H



α(x − y)dΠ(x, y),



(Pε )



H×H



where α is dened as above, 1/2



α(x − y) := (1 + |x − y|)



.



Here |.| stands for the Hilbert norm on H . The following result extends the Proposition 2.2 to the innite dimensional Hilbert space. 4



Proposition 2.3 Let Πε be a solution of (Pε ), being w−limit point of a sequence (Πn )n with Πn ∈ C(ρn0 , ρn1 ) optimal for cε and satisfying (4). If ρt := (Tt )# Π then for any t ∈ (0, 1), ρt ∈ D(Entγ ) and: Entγ (ρt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) −



ρni



t(1 − t) 2 (Wε (ρ0 , ρ1 ) − ε) . 2(1 + ε)2



(6)



Proof. Fix n ∈ N. Dene ρnt



:= (Tt )# Πn for t ∈ (0, 1). Because of all measures can be seen on probability measures over H , Entγ (ρnt ) = Entγn (ρnt )



∀t ∈ [0, 1],



and we apply the Proposition 2.2 in the case of the Euclidian norm |.|, that is for all



t ∈ [0, 1]:



Entγ (ˆ ρnt ) ≤ (1 − t)Entγ (ˆ ρn0 ) + tEntγ (ˆ ρn1 ) −



t(1 − t) 2 (Wε (ρn0 , ρn1 ) − ε) . 2(1 + ε)2



2 2 And Wε,|.| (ρ0 , ρ1 ) ≤ lim inf n Wε,|.| (ρn0 , ρn1 ), therefore if δ > 0 is small enough so that 2 Wε,|.| (ρ0 , ρ1 ) − ε − δ > 0, we can nd N ∈ N such that:



Wε,|.| (ρn0 , ρn1 ) + δ ≥ Wε,|.| (ρ0 , ρ1 )



∀n ≥ N.



Jensen's inequality implies Entγ (ρni ) ≤ Entγ (ρi ) for i = 0, 1. Then for all n ≥ N : t(1 − t) 2 (Wε (ρ0 , ρ1 ) − ε − δ) . 2(1 + ε)2



Entγ (ρnt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) −



Since (Πn )n converges weakly to Π, it is the same for (ρnt )n to ρt , and the compacity of the set {Entγ (.) ≤ R}, and the lower semicontinuity of Entγ (.) let us to conclude: Entγ (ρt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) −



t(1 − t) 2 (Wε (ρ0 , ρ1 ) − ε − δ) . 2(1 + ε)2



Letting δ → 0, the result follows.







For the next Corollary, we deal with the true Wasserstein distance W1,|.| on P(H). In this case for Π ∈ O1 (ρ0 , ρ1 ) we can talk about (constant speed) geodesics for ρt := (Tt )# Π, namely W1 (ρt , ρs ) = |t − s|W1 (ρ0 , ρ1 ),



∀t ∈ [0, 1].



Corollary 2.4 Let Π ∈ C(ρ0 , ρ1 ) be a w−limit point of (Πε )ε solutions of (Pε ), and such that each Πε satises (6). If ρt := (Tt )# Π then for any t ∈ (0, 1), ρt ∈ D(Entµ ) and: Entγ (ρt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) −



t(1 − t) 2 W1 (ρ0 , ρ1 ). 2



(7)



In the literature, this proposition can be reformulated as: relative entropy is geodesically 1−convex in (P(H), W1,|.| ).



Proof. Let ρεt := ((1 − t)P1 + tP2 )# Πε . Thanks to the Proposition 2.3: Entγ (ρεt ) ≤ (1 − t)Entγ (ρ0 ) + tEntγ (ρ1 ) −



2 t(1 − t) Wε,|.| (ρ0 , ρ1 ) − ε . 2 2(1 + ε)



Because cε,|.| converges to the Hilbert norm |.| when ε goes to 0, it turns out that W1,|.| (ρ0 , ρ1 ) ≤ lim inf ε→0 Wε,|.| (ρ0 , ρ1 ). Arguing as in the proof above, for all δ > 0 and ε small enough: Entγ (ρt ) ≤ (1 − t)Entµ (ρ0 ) + tEntγ (ρ1 ) −
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2 t(1 − t) W1,|.| (ρ0 , ρ1 ) − ε − δ . 2 2(1 + ε)



Finally we let ε goes to 0 and then δ goes to 0.







A particular case of application of the previous Proposition is the following : if



Π ∈ O2 (ρ0 , ρ1 ) then the interpolation ρt := ((1−t)P1 +tP2 )# Π is absolutely continuous with respect to µ for any t ∈ (0, 1). We are now able to pick up some elements in O2 (ρ0 , ρ1 ).



Theorem 2.5



O2 (ρ0 , ρ1 )



is a non empty set.



Proof. For all



n ∈ N and ε > 0 we consider Πn,ε ∈ C(ρn0 , ρn1 ) optimal for the cost cε . It implies that (4) holds for Πn,ε . Now we pass to the Hilbert space and up to a subsequence, (Πn,ε )n converges weakly to some coupling Πε ∈ C(ρ0 , ρ1 ) which solution of the problem (Pε ). Therefore (6) holds for Πε . Again if Π is a limit point of (Πε )ε , then again (7) holds for Π, namely Π satises the convexity property. We claim that any cluster point of (Πε )ε belongs to O2 (ρ0 , ρ1 ). As a consequence, the set O2 (ρ0 , ρ1 ) will be non empty. Let Π be a limit point of (Πε )ε . ∗ Π ∈ O1 (ρ0 , ρ1 ). Indeed if Π0 ∈ O1 (ρ0 , ρ1 ), for ε > 0: Z Z Z |x − y|dΠε ≤ |x − y|dΠε + ε α(x − y)dΠε Z Z ≤ |x − y|dΠ0 + ε α(x − y)dΠ0 .



Letting ε → 0, Z



Z |x − y|dΠ ≤ lim inf ε→0



Z |x − y|dΠε ≤



|x − y|dΠ0 .



∗ Π ∈ O2 (ρ0 , ρ1 ). Indeed if Π0 ∈ O2 (ρ0 , ρ1 ), for ε > 0: Z Z Z Z |x − y|dΠε + ε α(x − y)dΠε ≤ |x − y|dΠ0 + ε α(x − y)dΠ0 Z Z ≤ |x − y|dΠε + ε α(x − y)dΠ0 ,



the latter inequality is provided by the fact that Π0 belongs in particular to O1 (ρ0 , ρ1 ). Remove the same terms, dividing by ε and letting ε → 0, Z



Z α(x − y)dΠ ≤ lim inf ε→0



Z α(x − y)dΠε ≤



α(x − y)dΠ0 . 



Note also that for Π1 and Π2 are two coupling in C(ρ0 , ρ1 ) enjoying the convexity property, every linear combination (1 − t)Π1 + tΠ2 still enjoys the convexity property. As a consequence O2 (ρ0 , ρ1 ) is a convex set.
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Recalls on optimal transportation theory



We refer to [?] or [?] for proofs of results of this section. We denote by Supp(Π) the support of Π, namely the smallest closed subset of W ×W on which Π is concentrated.



Denition 3.1 Let (X, µ) and (Y, ν) be two Polish probability spaces and c : X × be a measurable cost function. We say that Π ∈ C(µ, ν) is c−cyclically monotone when for any N ∈ N and (x1 , y1 ), . . . , (xN , yN ) ∈ Supp(Π), we have:



Y −→ [0, ∞]



N X i=1



c(xi , yi ) ≤



N X i=1
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c(xi , yi+1 ),



with yN +1 := y1 .



Proposition 3.2 Let (X, µ) and (Y, ν) be two Polish probability spaces and c : X × Y −→ [0, ∞] be a lower semi-continuous cost function. Then any optimal coupling of Z min Π∈C(µ,ν)



c(x, y)dΠ(x, y) X×Y



is c−cyclically monotone.



Proposition 3.3 Let µ and ν be two probability measures on a Polish space X and c : X ×X −→ [0, ∞) a cost function induced by the distance on X i.e. c(x, y) = d(x, y). If Π is optimal for the Monge-Kantorovich problem between µ and ν with respect to the cost c, then we can nd a µ−measurable 1−Lipschitz map u : X −→ X such that: 



u(x) − u(y) = c(x, y) ∀(x, y) ∈ Supp(Π) u(x) − u(y) ≤ c(x, y) otherwise



(8)



Because in our case the cost we are interested in is a distance |.| over H , we consider a map u taken from this Proposition 3.3. It is worth to notice that the Problem (??) is the same as the following Z min Π∈C(ρ0 ,ρ1 )



β(x, y)dΠ(x, y), H×H



where the cost β is dened by  β(x, y) :=



α(x − y) if u(x) − u(y) = kx − yk∞ +∞ otherwise



(9)



We complete this section with the following Lemma, which is proved in [?] and easily adaptable in our setting. Let ρ0 and ρ1 be two Borel probability measures on W .



Lemma 3.4 If Π ∈ O2 (ρ0 , ρ1 ) then Π is concentrated on some σ−compact set Γ satisfying: ∀(x, y), (x0 , y 0 ) ∈ Γ,



x ∈ [x0 , y 0 ] ⇒ (∇α(y − x0 ) − ∇α(y 0 − x), x − x0 ) ≥ 0.



(10)



Proof. Since Π is a solution of (2), there is a Borel subset Γ of H × H which is |.|−cyclically monotone. By inner regularity, up to remove a Borel set of zero measure, we can take Γ σ−compact. According to Proposition 3.3, we can nd a potential u : H −→ H such that: ∀(x, y) ∈ Γ,



u(x) − u(y) = |x − y|.



Let (x, y), (x0 , y 0 ) ∈ Γ such that x ∈ [x0 , y 0 ]. We have then: u(x) = u(y) + |x − y|, u(x0 ) = u(y 0 ) + |x0 − y 0 |,



and since x ∈ [x0 , y 0 ], we also have: |x0 − y 0 | = |x − x0 | + |x − y 0 |.



Our potential u is a 1−Lipschitz map, so: u(x0 ) = u(y 0 ) + |x − x0 | + |x − y 0 | ≥ u(x) + |x − x0 | ≥ u(x0 ).
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This equality leads to: u(x0 ) = u(x) + |x − x0 | = u(y) + |x − y| + |x − x0 | ≥ u(y) + |y − x0 | ≥ u(x0 ).



With the previous notation, it turns out that β(x0 , y) = α(x0 − y) and β(x, y 0 ) = α(x − y 0 ). Moreover thanks to Proposition 3.2, we also know that Π is β−cyclically monotone hence by symmetry of α: α(y − x) + α(y 0 − x0 ) ≤ α(y 0 − x) + α(y − x0 ).



But by convexity of α, we have: α(y − x) − α(y − x0 ) ≥ ∇α(y − x0 ).(x0 − x), α(y 0 − x) − α(y 0 − x0 ) ≤ −∇α(y 0 − x).(x − x0 ).



So combining these inequalities with the α−monotonicity we get: (∇α(y − x0 ) − ∇α(y 0 − x), x − x0 ) ≥ 0. 



Remark 3.5 As in [?] the only reason to deal with σ−compact set Γ, is that the projection P1 (Γ) is also σ−compact, and in particular a Borel set.
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Structure of the support of some element of O2 (ρ0 , ρ1 )



Throughout this part, Dierentiation theorem 1.2 is used many times. We will present results in general framework. We consider Π ∈ C(ρ0 , ρ1 ) and Γ ⊂ W ×W a σ−compact set on which Π is concentrated. For all the sequel we assume that ρ0 = f µ (the rst measure has a density f w.r.t. µ). Let us x a sequence of positive number (δp )p which tends to 0 when p goes to innity. The following Lemma is a reinforcement of the one in [?] (Lemma 3.3).



Lemma 4.1 Let (yn )n be a dense sequence in H . Then we can nd a Borel subset on which Π is still concentrated and such that for all (x, y) ∈ D(Γ), ∀r > 0, 1 there exist n, k ∈ N satisfying y ∈ B(yn , k+1 ) ⊂ B(y, r), x ∈ Leb(f ) ∩ Leb(fn,k ) and for all p ∈ N: D(Γ)



kfn,k |B(x,δp ) kL∞ > 0,



where fn,k is the density of (P1 )# Π|H×B(y ¯ n, 1 ). k+1



Proof. Let δ = δp > 0 be xed. We can nd a recovering of H with countably 2 balls (B(x(p) m , δ/2))m . For any (n, k) ∈ N we consider fn,k the density of the rst ¯ n , 1 ) w.r.t. µ. Fix n, k ∈ N and consider marginal of the restriction of Π to H × B(y k+1   ¯ Dn,k (δ) := ∪m∈N {x ∈ B(x(p) m , δ/2), kfn,k |B(x,δ) kL∞ = 0} × B(yn ,



1 ). k+1



It turns out that Π(Dn,k (δ)) ≤



XZ



fn,k (x)dµ(x) = 0.



(p)



m∈N



B(xm ,δ/2)\{kfn,k |B(x,δ) kL∞ >0}
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Besides since ρ0 0 if (x, y) ∈ Dδp (Γ), by density we can nd m, n, k ∈ N such that x ∈ B(x(p) m , δp /2), y ∈ B(yn , 1/(k + 1)) ⊂ B(y, r). The result ensues. 



Notice that the previous result is quite general, because it is true for any coupling, not necessarly optimal.



Denition 4.2 ?? Let Γ be a σ−compact subset of H × H . For y ∈ Ω and r > 0 we dene:  ¯ r)) := P1 Γ ∩ (H × B(y, ¯ r)) . Γ−1 (B(y,



¯ r)) An element (x, y) of Γ is called Γ−regular point if x is a Lebesgue point of Γ−1 (B(y, for any r > 0. W:



It is worth to noting that from the denition (??), for all measurable subset A of  ¯ r)) = Π A ∩ Γ−1 (B(y, ¯ r)) × B(y, ¯ r) . Π(A × B(y,



Lemma 4.3 Under assumptions of Lemma 4.1, any element of D(Γ) is a Γ−regular point, namely : ¯ r)) ∩ B(x, δ)) µ(Γ−1 (B(y, = 1. δ→0 γ(B(x, δ))



(x, y) ∈ D(Γ) =⇒ lim



For the sequel, we introduce the following notation : if Γ ⊂ H × H then T (Γ) = {(1 − t)x + ty, (x, y) ∈ Γ}. Since Γ is σ−compact, T (Γ) is σ−compact as well.



Proposition 4.4 Let ρ0 , ρ1 ∈ D(Entµ ), and Π ∈ O2 (ρ0 , ρ1 ) concentrated on a σ−compact set Γ. Then for all (x, y0 ), (x, y1 ) belonging to the set D(Γ) obtained in the Lemma 4.1, with y0 6= y1 and ∀r > 0 taken such that the closed balls centered at y0 and y1 with radius r are disjoint, it holds:  ¯ 1 , r)) ∩ B(x, 2δp ) > 0, γ T (Γ ∩ (B(x, δp ) × B(y0 , r))) ∩ Γ−1 (B(y ∀p ∈ N



large enough.



Proof. Let f be the density of ρ0 w.r.t. µ. Consider Π ∈ O2 (ρ0 , ρ1 ) and let (x, y0 ), (x, y1 ) ∈ D(Γ) such that y0 6= y1 . We can assume that x 6= y0 . We x r > 0 ¯ 0 , r) ∩ B(y ¯ 1 , r) = ∅. Thanks to the discussion above (Lemma 4.1), we for that B(y 1 1 ) ⊂ B(y0 , r), B(yn1 , k+1 ) ⊂ B(y1 , r). introduce n0 , n1 , k ∈ N such that B(yn0 , k+1 Since δp decreases to 0, we nd p ∈ N large enough so that 0 < δ = δp < |x − y0 | + r, and



 ¯ 0 , r)) ∩ Γ−1 (B(y ¯ 1 , r)) > 0. γ B(x, δ) ∩ Γ−1 (B(y



(11)



This latter fact is possible thanks to the Proposition 4.3. The corresponding densities given by Lemma ?? are denoted by fn0 ,k , fn1 ,k . Let us consider the Borel (up to a negligible set) set Gx := {z ∈ B(x, δ), fn0 ,k (z) > 0, fn1 ,k (z) > 0}.
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It turns out that µ(Gx ) > 0. Indeed according to Lemma ??: kfn0 ,k |B(x,δ) kL∞ > 0, kfn1 ,k |B(x,δ) kL∞ > 0.



Moreover we have Z ¯ 0 ,r))∩B(x,δ) Γ−1 (B(y



fn0 ,k dµ > 0,



Z ¯ 1 ,r))∩B(x,δ) Γ−1 (B(y



fn1 ,k dµ > 0.



The claim ensues thanks to (11). Because fn1 ,k is the density of (P1 )# Π|W ×B(y ¯ n , 1 ) we notice that: 1 k+1 



   1 1 1 −1 ¯ ¯ ¯ Π Gx × B(yn1 , ) = Π Gx ∩ Γ (B(yn1 , )) × B(yn1 , ) k+1 k+1 k+1 Z Z fn1 ,k dµ = hence fn1 ,k dµ > 0. ¯ n , 1 )) Gx ∩Γ−1 (B(y 1 k+1



Gx



It follows that γ(Gx ∩ Γ



−1



 ¯ ¯ n , (B(y1 , r))) ≥ γ Gx ∩ Γ−1 (B(y 1



 1 )) > 0. k1 + 1



(12)



¯ 1 , r)) ∩ T (Γ ∩ (B(x, δ) × B(y0 , r))). Let A(δ) := B(x, 2δ) ∩ Γ−1 (B(y ¯ n , 1 ), and denote by ΠA the restriction of Π Consider the set Ax := Gx × B(y 0 k+1 x on Ax . We x from now t ∈ (0, kx−y0δk∞ +r ) so that: if z ∈ B(x, δ) and w ∈ B(y0 , r) then (1 − t)z + tw ∈ B(x, 2δ). Indeed |(1 − t)z + tw − x| ≤ (1 − t)|z − x| + t|w − x| ≤ |z − x| + t(|w − y0 | + |y0 − x|) < δ + δ = 2δ. x := ((1 − t)P1 + tP2 )# ΠAx , rstly we have: Therefore if we dene ρA t x (P1 )# ΠAx (Gx ) ≤ (P1 )# ΠAx (B(x, δ)) ≤ ρA t (B(x, 2δ))



and thus: −1 ¯ x ¯ 1 , r))) ≤ ρA (P1 )# ΠAx (Gx ∩ Γ−1 (B(y (B(y1 , r))). t (B(x, 2δ) ∩ Γ



Secondly thanks to (12): (P1 )# ΠAx (Gx ∩ Γ



−1



  1 −1 ¯ ¯ ¯ (B(y1 , r))) = Π Gx ∩ Γ (B(y1 , r)) × B(yn0 , ) k+1 Z = fn0 ,k dγ > 0. ¯ 1 ,r/2)) Gx ∩Γ−1 (B(y



And we deduce



−1 ¯ x ρA (B(y1 , r))) > 0. t (B(x, 2δ) ∩ Γ



On the other hand, notice that hence:



x ρA t



(13)



is concentrated on T (Γ ∩ (B(x, δ) × B(y0 , r))



−1 ¯ x ρA (B(y1 , r))) t (B(x, 2δ) ∩ Γ



 x ¯ 1 , r)) . = ρA B(x, 2δ) ∩ T (Γ ∩ (B(x, δ) × B(y0 , r))) ∩ Γ−1 (B(y t
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Combining this latter fact with (13), we get: ρtAx (A(δ)) > 0. x And we know that ρA inherits of the convexity property, so is absolutely continuous t w.r.t. γ . Hence it implies γ(A(δ)) > 0.







It is worth to notice that the Lebesgue dierentiation theorem (Theorem 1.2) is only used to get the positivity in (11). This is provided by the Proposition 4.3, which needs this theorem. Without the theorem 1.2, the set considered in (11) is still non empty because it containts x, but it can be of null measure.
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Proof of the main theorem and comments



This section is devoted to prove Theorem 1.1.



Theorem 5.1 Let ρ0 , ρ1 ∈ D(Entµ ). If (1.1) is nite for some coupling, then any element of O2 (ρ0 , ρ1 ) is induced by a map T , and therefore O2 (ρ0 , ρ1 ) is reduced to one element. Proof. Let Π ∈ O2 (ρ0 , ρ1 ). In particular Π ∈ O2 (ρ0 , ρ1 ) and is concentrated on a σ−compact set Γ satisfying (10). Furthermore Lemma 4.1 provides us a σ−compact set D(Γ) on which Π is still concentrated. We claim that D(Γ) is contained in a graph of some Borel map. Let (x0 , y0 ) and (x0 , y1 ) in D(Γ) and suppose that y0 6= y1 . We can also assume x0 6= y0 . By strict convexity of α we have: ((y1 − x0 ) − (y0 − x0 ), ∇α(y1 − x0 ) − ∇α(y0 − x0 )) > 0.



Hence either (y1 −x0 , ∇α(y1 −x0 )−∇α(y0 −x0 )) or (y0 −x0 , ∇α(y0 −x0 )−∇α(y1 −x0 )) is positive. So without lost of generality we assume that: (∇α(y1 − x0 ) − ∇α(y0 − x0 ), y0 − x0 ) < 0.



By continuity of ∇α we can nd r > 0 small enough so that: ∀x, x0 ∈ B(x0 , r), ∀y 0 ∈ B(y0 , r), ∀y ∈ B(y1 , r) : (∇α(y−x0 )−∇α(y 0 −x), y 0 −x) < 0. ¯ 0 , r) and B(y ¯ 1 , r) are disjoint. r > 0 can be chosen so that the balls B(y Applying Proposition 4.4 to ((x0 , y0 ), (x0 , y1 )) we get:



(14)



 ¯ 1 , r/2)) ∩ B(x0 , 2δp ) > 0, µ T (Γ ∩ (B(x0 , δp ) × B(y0 , r/2))) ∩ Γ−1 (B(y ∀p ∈ N large enough. As a consequence we can nd a δ = δp ∈ (0, r/2) small enough in such a way that there exist (x0 , y 0 ) ∈ Γ∩B(x0 , δ)×B(y0 , r/2) and x ∈ [x0 , y 0 ]∩B(x0 , 2δ) and y such that: (x, y) ∈ Γ ∩ (([x0 , y 0 ] ∩ B(x0 , 2δ)) × B(y1 , r)) .



Since x ∈ [x0 , y 0 ], we have x − x0 =



|x−x0 | 0 |y 0 −x| (y



(∇α(y − x0 ) − ∇α(y 0 − x), x − x0 ) =



− x). So by (10), we have:



|x − x0 | (∇α(y − x0 ) − ∇α(y 0 − x), y 0 − x) ≥ 0, |y 0 − x|



which contradicts (14). We obtain y1 = y0 . The unicity ensues from the convexity of O2 (ρ0 , ρ1 ), by the usual argument. 
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Let us make some comments. We have proved that O2 (ρ0 , ρ1 ) is reduced to one element. However we do not know if O2 (ρ0 , ρ1 ) has a unique element. In [?], the authors do not require the absolute continuity of ρt because the Lebesgue measure is doubling and invariant by translations. Thanks to that they can obtain good bounds for ρt (see Proposition 2.2 in [?]). The fact that ρ1 is absolutely continuous with respect to γ is important for the section 2, but we could hope it is possible to show the absolute continuity of interpolations ρt (t < 1) without to pass by section 2. If it would be the case, the theorem 1.1 would be true for any probability measure ρ1 . The strategy presented through the paper is general in the sense that the Hilbert norm |.| could be replaced by any nite-valued norm k.k on the Hilbert space H .



12



























des documents recommandant







[image: alt]





MULTIPLIERS ON A HILBERT SPACE OF FUNCTIONS ON R 

212. Violeta Petkova. (ii) Î» /âˆˆ Ïƒ(A). In the case (i) we have Î» âˆˆ Ïƒp(A)âˆªÏƒc(A)âˆªÏƒr(A), where Ïƒp(A) is the point spectrum, Ïƒc(A) is the continuous spectrum and ...










 


[image: alt]





Sobolev estimates for optimal transport maps on ... - Vincent Nolot 

Amp`ere equation on the Wiener space: our result (see Theorem 3.4) includes ..... statement of the first part of the theorem. .... By Taylor formula up to order 2,.










 


[image: alt]





FUNCTIONAL ESTIMATION IN HILBERT SPACE ... - Hichem Snoussi 

velopments on kernel-based machine learning, we consider ... priate for large-order models. In [3], the authors use ... scheme, we derive the learning algorithm by incrementing the ... able for large-scale data problems or online learning. Even.










 


[image: alt]





Structured Hâˆž-control of infinite dimensional systems - Institut de 

Dec 7, 2017 - space T ICÏƒ (U) of causal time-invariant operators L2 Ïƒ (R,U) â†’. L2 ...... âˆ’5.0s. (25). We assume that frequency samples G(jÏ‰Î½) of the dead-time.










 


[image: alt]





Exocentric pointing in three-dimensional space 

who continuously alternated their use of the two pairs of arrow keys. 150. 120. 90. 60. 30 ... the open circle equals the orientation of the least-squares fits averaged over subjects. ... In other words, these results fit the pattern of a target loca










 


[image: alt]





Exocentric pointing in three-dimensional space 

area indicates plus and minus twice the between-subject standard deviation in the ..... Ames A Jr, 1951 ``Visual perception and the rotation trapezoid window'' ...










 


[image: alt]





Consistency of statistics in infinite dimensional ... - Loic Devilliers 

Nov 20, 2017 - Reviewer. Charles Bouveyron ... Reviewer. Xavier Pennec ..... Law of large numbers for the sets of (empirical) FrÃ©chet means. Y, (Yn)n i.i.d ...










 


[image: alt]





Structured Hâˆž-control of infinite dimensional systems - Institut de 

Dec 7, 2017 - trol of hyperbolic PDEs of several space dimensions requires ... are exploited to gain speed, on which we comment in section. 4. ...... The bump.










 


[image: alt]





Infinite dimensional modelling of open-channel hydraulic ... .fr 

Saint-Venant equations are nonlinear hyperbolic par- tial differential .... nary differential equation (5), for a boundary condition ..... Pilote: linear quadratic optimal.










 


[image: alt]





Hilbert Space Methods for Partial Differential Equations .fr 

1(f)'(s)dx2 :::dxn where s = s(x2 ::: xn) is the point on S which (locally) projects onto. (0 x2 ::: xn). Recall that a surface integral over S is given by. Z. S. F ds = Z. A.










 


[image: alt]





Phase space methods in continuous tensor products of Hilbert spaces 

A continuum of quantum mechanical oscillators in a straight line, is considered. The. Hilbert space of the system is a continuous tensor product of the Hilbert ...










 


[image: alt]





crisis on infinite earth le dbid d4n5 












 


[image: alt]





Hilbert Invitational 

T 8. Adam Kroll. Medaille College. 84. +12. T 10. Tom Morlock ... Tyler Shaw. Hilbert College. 107. +35. 2 1 . Thomas Marchewka. Hilbert College. 110. +38. 2 2 .










 


[image: alt]





Soechting (1992) Moving in three-dimensional space. Frames of 

Buchanan, T. S., Almdale, D. P. J., Lewis,. J. L., Rymer, W. Z. 1986. Characteristics of synergic relations during isometric con- tractions of human elbow muscles.










 


[image: alt]





Andersen (1990) Focused attention in three-dimensional space 

requests can be sent to George J. Andersen, Department ofPsychol- ogy, University ofIllinois, 603 E. ... did not assess the size of focused attention in 3-D space. The purpose in the ...... ception & Psychophysics, 14, 155-160. ERIKSEN, C. W. ...










 


[image: alt]





conciergerie visa infinite 

... en France mÃ©tropolitaine. Accessible depuis l'international au tarif dÃ©fini par l'opÃ©rateur local. ...... (1) Frais de tÃ©lÃ©communications et d'accÃ¨s Internet Ã  la charge du client ...... par le Code de la Route franÃ§ais, l'AssurÃ© devra l










 


[image: alt]





Notice Infinite 2017.indd 

Depuis l'international : prix d'un appel international vers la France. (**) CoÃ»t des ..... Tribunal de Commerce de Paris. ... des crimes, des paris, des insurrections,.










 


[image: alt]





2-dimensional free surface flow modelling ... - Vincent Guinot 

When a 1D model fails to give realistic answers, finding the cause for it is usually rather easy. .... Table 3.1. Crossroads model. Data files for Mod01 (Carrefour.lim will be common to simulations ... the street network is periodic in the y-directio










 


[image: alt]





Andersen (1990) Focused attention in three-dimensional space 

requests can be sent to George J. Andersen, Department ofPsychol- ogy, University ofIllinois, 603 E. ... did not assess the size of focused attention in 3-D space. The purpose in the ...... ception & Psychophysics, 14, 155-160. ERIKSEN, C. W. ...










 


[image: alt]





Andersen (1993) Limits of focused attention in three-dimensional space 

Overall, the size of the response-compatibility effect decreased ..... were tested for stereoscopic vision using the Randot E test and were required to have ..... Far. Close Intermediate. Far. Crossed Disparity. Mean r. â€” .65. â€” .70. â€” .70. â€”










 


[image: alt]





Missouri State University's Advanced Problem # 104 Vincent ... .fr 

Considering the right angle triangle OAB we have : AB = OA sin(30) = (10 âˆ’. 2Ï€. 3 ). Ã—. 1. 2= 5 âˆ’ Ï€. 3. And finally adding AB and APâ€² we find BPâ€² which is what ...










 


[image: alt]





Problem Splitting using Heuristic Search in Landmark ... - Vincent Vidal 

Westphal 2008) or the LM-Cut heuristic for optimal cost- based planning (Helmert and .... Related Works on Using Landmarks Previous ap- proaches used ... nextLM operator as: Definition 10 (Next landmarks metanode generation). Let m = ã€ˆs ...










 


[image: alt]





Problem Splitting using Heuristic Search in Landmark ... - Vincent Vidal 

LAMA suboptimal planner [Richter et al., 2008] or the LM-. Cut heuristic for .... the nextLM operator as: Definition 10 (Next landmarks metanode generation). Let ... roots(Î“ \ (Aâˆª{l}))} where s is the state obtained by ap- plying Ï� to s. If Î m h










 


[image: alt]





Unpopping: Solving the Image-Space Blend Problem for Smooth 

Smooth Discrete LOD Transitions ... levels of detail (LOD) by smoothly blending LOD representations in image space. ... on the page take a few seconds to load.










 














×
Report Monge Problem on infinite dimensional Hilbert space ... - Vincent Nolot





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



