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Abstract Many works relating to software engineering rely upon formal models to perform model-checking or automatic test case generation. Nonetheless, producing these models is tedious and error-prone. Model inference is a recent research field helping in the production of models. This approach aims at generating models from documentations or from execution traces (observed action sequences). This paper presents a new model generation method combining model inference with expert systems. Intuitively, an engineer is able to recognise the functional behaviours of an application from its traces by applying deduction rules. We propose a framework, simulating this way of deducting, with inference rules organised into layers. Each yields partial IOSTSs (Input Output Symbolic Transition System), which becomes more and more abstract and understandable. For event-driven applications, our proposal is also composed of a crawler, which aims at exploring the application by means of automatic testing. This crawler is guided in the traversal of the application with strategies that are implemented with inference rules as well. Keywords: Model inference, automatic testing, IOSTS
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Introduction and Contribution



Software engineering is a disciple helping developers to design, implement and validate applications by means of a lot of specialised methods and tools. Many of them require documentations or models to automate some steps. For instance, model-based testing approaches rely upon formal models to define test relation and to automate the test case construction. Nonetheless, producing complete documentations or formal models is a tedious and errorprone task. As a consequence, lightweight models are often provided in the Industry. This leads to several issues e.g., the difficulty to validate an application with a good test coverage or the difficulty to diagnose its failures and to maintain it since this one is poorly documented. The last way, usually leaved to the developers, is to relearn how the application behaves before updating. Model inference is a recent research field which brings some answers to these issues. Model inference aims at retrieving models from applications which already exist or that are under development. These models, which help understand the functioning of an application, are generated from execution traces (observed action sequences) or from documentations. These can be exploited to automatically generate test cases, but these could also be considered as drafts to write a complete specification. But, as we said, this domain is recent and still exposes several open problems, which require further investigation. Among them, the current model generation methods yields models either too simple or too detailed depending on the purpose of the generation. Furthermore, most these methods take event-driven applications, i.e. applications offering a Graphical User Interface (GUI) to interact with and which respond to a sequence defined by the user. The other kind of applications are not considered. Our proposal takes another direction to infer models. We do not suppose that the application being analysed is event-driven but at least yields traces. Intuitively, our proposal emerges from the following idea: an expert, which is able to conceive specifications, is also able to diagnose the implementation functioning by reading and interpreting its execution traces. His knowledge could be formalised and exploited to automatically infer models. Our approach is based upon this notion of knowledge implemented by means of an expert system which includes inference rules. The originality of our approach also resides in the incremental production of several symbolic models, which capture the application behaviours at different levels of abstraction. In this
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paper, we focus on models called Input/Output Symbolic Transition Systems (IOSTS) [FTW05]. The expressiveness of the models essentially depends on the number of traces given as inputs though. Thereby, our approach offers the possibility to augment this trace set when the applications are event-driven by applying a guided automatic testing technique. Paper organisation: Below, we briefly present some related work and describe the architecture of our model inference framework. Then, we recall some definitions on the IOSTS formalism used throughout the paper. We concretely describe and define this framework in the context of Web applications in Sections 4 and 5. We give some experimentation results in Section 6. Conclusions are drawn in Section 7 together with directions for further research and improvements.



2.1



Related Work



Model inference is a relatively recent research field which originates from works of different nature. Below, we present some of them. Zong et al. [ZZXM11] proposed to infer specifications from API documentations to check whether implementations match them. Such specifications do not reflect the implementation functioning though. And this method can be applied on condition to have thess documentations in a readable format. Most of the other methods aims at observing the application functioning at runtime. Some of them are proposed in the context of white-box testing. In [PG09], specifications, which are are extremely detailed, show the method calls observed from a related set of objects. The methods, presented in [ANHY12, AKD+ 10], exercise smartphone and PHP applications. They rely upon concolic testing, to explore symbolic execution paths of the application and to detect bugs. These white-box approaches theoretically offer a better code coverage than black-box automatic testing. However, the number of paths being explored concretely limit to short paths only. Furthermore, the constraints have not to be too complex for being solved. Last but not least, the models are too detailed for reading. On the other hand, other methods [MBN03, MvDL12, AFT+ 12, DBOZ12, JM12, YPX13], which originate from automatic black-box testing, retrieve specifications of event-driven applications (Desktop, Web or Mobile) by exploring them (a.k.a. crawling). For instance, Memon et al. [MBN03] initially presented GUITAR, a tool for scanning desktop applications which produces event flow graphs and trees showing the GUI execution behaviours. The generated models are quite simple and many false event sequences have to be weeded out later. Mesbah et al. [MvDL12] proposed the tool Crawljax specialised in Ajax applications. It produces a state machine model to capture 3



the changes of the DOM structures of HTML documents by means of events (click, mouseover,etc.). In practice, the model encompasses all the actions performed by the implementation. To avoid a state explosion problem, state abstractions should be manually given. Crawlers for mobile applications were proposed in [AFT+ 12, JM12]. These provides simple trees depicting the observed GUI. In [AFT+ 12], paths of the tree not terminated by a crash detection, are used to re-generate regression test cases. Yang et al. [YPX13] presented a grey-box testing method for Android applications whose originality lies in the static analysis of the code to only infer the events that can be applied to the GUI. Then, a classical crawling technique is employed to derive a lightweight models (simple trees). The exploration can be directed either in breadth-first order or in depth-first order.



2.2



Insight of our approach



Figure 1: Model generation framework



Our proposal takes another direction by inferring several models, expressing the functioning of the same application at different abstraction layers by means of an expert system. This approach can be applied on any applica4



tion producing traces. But, event-driven applications can automatically be crawled as well, but not in blind. The approach is decomposed into several modules as depicted in Figure 1. The Models generator is the centrepiece of the framework. It takes traces as inputs, which can be sent by a Monitor collecting them on the fly. But it is worth mentioning that the traces can also be sent by any tool or even any user, as far as they comply to a chosen standard format. The Models generator is based upon an expert system, which is an artificial intelligence engine emulating acts of an expert by inferring a set of rules representing the expert knowledge. This knowledge is organised into a hierarchy with several layers. Each gathers a set of inference rules written with a first order predicate logic. Typically, these rules create IOSTSs, two per layer (except for the first one). And the higher the layer is, the more abstract the IOSTSs become. These models are then successively stored and can be later analysed by experts, or by verification tools, etc. This number of layers is not strictly bounded even though it is manifest that it has to be finite. The Models generator relies upon traces to construct IOSTSs, but the given trace set may not be enough substantial to generate relevant IOSTSs. More traces could be yet collected on condition that the application being analysed is an event-driven application, Such traces can be produced by experimenting and exploring the application with automatic testing. This exploration is achieved in our approach by the Robot explorer. In the difference of most of crawling techniques [MBN03, ANHY12, MvDL12, AFT+ 12, YPX13], our robot does not traverse the application in blind or with a static traversing strategy. Instead, our robot is cleverly guided by the Models generator which applies an exploration strategy carried out by inference rules. This involves the capture of new traces by the Monitor or by the Robot explorer which returns them to the Models generator and so on. Furthermore, The Robot explorer constructs test data according to the GUI meaning and tries to improve the application coverage with stress tests. The advantages of is approach are manifold: – it takes a predefined set of traces collected from any kind of applications producing traces. With event-driven applications, traces can be also produced by means of automatic testing, – the application exploration is guided with a strategy that can be modified according to the type of the application being analysed. This strategy offers the advantage of directly targeting some states of the application when its state number is too large for being traversed in a reasonable processing time, – the knowledge encapsulated in the expert system can be used to cover trace sets of several applications of the same category with generic 5



rules, – but, the rules can be also specialised and refined for one application to yield more precise models. In particular, this is interesting to recover models and for application comprehension, – our approach is both flexible and scalable. It does not produce one model but several ones, depending on the number of layers of the Models generator, which is not limited and may evolve in accordance to the application type. Each model expressing the application behaviours at a different level of abstraction, can be used to ease the writing of complete formal models, to apply verification techniques, to check the satisfiability of properties, to automatically generate functional test cases, etc., In the following, we detail the functioning of these different framework parts in the context of Web applications, except for the Monitor which is here a classical proxy. Any kind of application or system may be considered on condition that they produce traces.
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Model Definition and notations.



We shall consider the input/output Symbolic Transition System (IOSTS) formalism [FTW05] for describing the functional behaviour of systems or applications. An IOSTS is a kind of automata model which is extended with two sets of variables, internal variable to store data, and parameters to enrich the actions. Transitions carry actions, guards and assignments over variables. The action set is separated with inputs beginning by ? to express actions expected by the system, and with outputs beginning by ! to express actions produced by the system. An IOSTS does not have states but locations. Definition 1 (IOSTS) An IOSTS S is a tuple < L, l0, V, V 0, I, Λ, →>, where: – L is the finite set of locations, l0 the initial location, – V is the finite set of internal variables, I is the finite set of parameters. We denote Dv the domain in which a variable v takes values. The assignment of values of a set of variables Y ⊆ V ∪ I is denoted by valuations where a valuation is a function v : Y → D. v∅ denotes the empty valuation. DY stands for the valuation set over the variable set Y . The internal variables are initialised with the assignment V 0 on V , which is assumed to be unique, – Λ is the finite set of symbolic actions a(p), with p = (p1 , ..., pk ) a finite list of parameters in I k (k ∈ N). p is assumed unique. Λ = ΛI ∪ ΛO ∪ 6



{!δ}: ΛI represents the set of input actions, (ΛO ) the set of output actions, – → is the finite transition set. A transition (li , lj , a(p), a(p),G,A



G, A), from the location li ∈ L to lj ∈ L, denoted li −−−−−→ lj is labelled by: an action a(p) ∈ Λ, a guard G over (p∪V ∪T (p∪V )) which restricts the firing of the transition. T (p ∪ V ) is a set of functions that return boolean values only (a.k.a. predicates) over p∪V , an assignment function A which updates internal variables. A is on of the form (x := Ax )x∈V , where Ax is an expression over V ∪ p ∪ T (p ∪ V ). An IOSTS is also associated to an IOLTS (Input/Output Labelled Transition System) to formulate its semantics. Intuitively, IOLTS semantics correspond to valued automata without symbolic variable, which are often infinite: IOLTS states are labelled by internal variable valuations while transitions are labelled by actions and parameter valuations. The semantics of an IOSTS S =< L, l0 , V, V0 , I, Λ, →> is the IOLTS JSK =< Q, q0 , Σ, →> composed of valued states in Q = L × DV , q0 = (l0 , V0 ) is the initial one, Σ is the set of valued symbols and → is the transition relation. The IOLTS semantics definition of can be found in [FTW05]. In short, for an IOSTS transition a(p),G,A



a(p),θ



l1 −−−−−→ l2 , we obtain an IOLTS transition (l1 , v) −−−→ (l2 , v 0 ) with v a set of valuations over the internal variable set, if there exists a parameter valuation set θ such that the guard G evaluates to true with v ∪ θ. Once the transition is executed, the internal variables are assigned with v 0 derived from the assignment A(v ∪ θ). Runs and traces of an IOSTS can now be defined from its semantics: Definition 2 (Runs and traces) For an IOSTS S = < L, l0, V, V 0, I, Λ, →>, interpreted by its IOLTS semantics JSK =< Q, q0 , Σ, →>, a run of S, q0 α0 q1 ...qn−1 αn−1 qn is a sequence of terms qi αi qi+1 with αi ∈ Σ a valued action and qi , qi+1 two states of Q. Run(S) = Run(JSK) is the set of runs found in JSK. It follows that a trace of a run r is defined as the projection projΣ (r) on actions. T racesF (S) = T racesF (JSK) is the set of traces of all runs finished by states in F × DV .
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Model inference



The Models generator is mainly composed of a rule-based system, adopting a forward chaining. Such a system separates the knowledge base from the reasoning: the former is expressed by means of data a.k.a. facts and the latter is realized with inference rules that are applied on the facts. Our 7



Figure 2: Models generator



Models generator initially takes traces as an initial knowledge base and owns inference rules organised into layers for trying to match the human expert behaviour. These layers are depicted in Figure 2. Usually, when a human expert has to read traces of an application, he often filters them out to only keep those which make sense against the current application. This step is done by the first layer whose role is to format the received raw traces into sequences of valued actions and to delete those considered as unnecessary. The resulting structured trace set, denoted ST , is then given to the next layer. This process is incrementally done, i.e. every time new traces are given to the Models generator, these are formatted and filtered before being given to Layer 2. The remaining layers yield two IOSTSs each: the first one Si (i ≥ 1) has a tree structure derived from the traces. The second IOSTS, denoted App(Si ) is an approximation which captures more behaviours than Si , which are eventually incorrect. Both IOSTSs are minimised with a bisimulation minimisation technique. The role of Layer 2 is to carry out a first IOSTS transformation from the structured traces. The obtained IOSTSs are not re-generated each time new traces are received but are completed on the fly. The next layers 3 to N (with N a finite integer) are composed of rules that emulate the ability of a human expert to simplify transitions, to analyse the transition syntax for deducing its meaning in connection with the application and to construct more abstract actions 8



that aggregate a set of initial ones. Theses deductions are often not done in one step. This is why the Models generator supports a finite but not defined number of layers. Each of these layers i takes the IOSTS Si−1 given by the direct lower layer. This IOSTS, which represents the current base of facts, is analysed by the rules to infer another IOSTS whose expressiveness is more abstract than the previous one. The lowest layers (at least Layer 3) are composed of generic rules that can be reused on several applications of the same type. In contrast, the highest layers own the most precise rules that are eventually dedicated to one specific application. Finally, the Models generator is also composed of a layer called Strategy to guide the Robot explorer. The application exploration is usually conducted with a DFS (Depth First path Search) strategy. Nonetheless, when an application offers a high number of actions and states, the exploration time may become too important to visit the application in its entirety. The search is then only performed to a limited depth, and the explored part of the application is not necessarily the most relevant one. This layer gives the possibility of devise a strategy which targets the exploration of specific actions or states. The rules of this layer analyse the transitions of a generated IOSTS and find which unexplored locations are the most interesting to cover. Afterwards, these are given to the Robot explorer. In the following, and for readability purposes, we chose to represent inference rules with the following format: When conditions on facts Then actions on facts (format taken by the Drools inference engine 3 ). Independently on the application type, the Layers 2 to N handle the following fact types: Location which represents an IOSTS location, and Transition composed of two Locations Linit, Lfinal and two data collections Guard and Assign which represents an IOSTS transition. Now, it is manifest that the inference of models has to be done in a finite time and in a deterministic way. To reach that purpose, we formulate the following hypotheses on the inference rules: 1. (finite complexity): a rule can only be applied a limited number of times on the same knowledge base, 2. (soundness): the inference rules are Modus Ponens, 3. (no implicit knowledge elimination): after the application of a rule r expressed by the relation r : Ti → Ti+1 (i ≥ 2), with Ti a Transition base, for all transition t = (ln , lm , a(p), G, A) extracted from Ti+1 , ln is reachable from l0 . In the following, we detail these layers in the context of Web applications while giving some rule examples. 3. http://www.jboss.org/drools/
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GET /hello HTTP/1.1 Host: example.org Connection: keep-alive Accept: text/html HTTP/1.1 200 OK Content-Type: text/html Content-Length: 13 Hello, World! Figure 3: HTTP request / response example



4.1



Layer 1: Trace filtering



Traces of Web applications are based upon the HTTP protocol, conceived in such a way that each HTTP request is followed by only one HTTP response. Consequently, the traces, given to Layer 1, are sequences of couples (HTTP request, HTTP response). This layer begins formatting these couples so that these might be analysed in a more convenient way. In short, an HTTP request is a textual message containing an HTTP verb, followed by a Unique Resource Identifier (URI). It may also contain header sections such as Host, Connection, or Accept. The corresponding HTTP response is also a textual message containing at least a status code. It may encompass headers (e.g,. Content-Type, Content-Length) and a content. All these notions can be easily identified. For instance, Figure 3 lists an HTTP request followed by its response. This is a GET HTTP request, meaning a client wants to read the content of the /hello resource, which is, in this case, a web page in HTML. For a couple (HTTP request, HTTP response), we extract the following information: the HTTP verb, the target URI, the request content which is collection of data (headers, content) and the response content which is the collection (HTTP status, headers, response content). An header may also be a collection of data or may be null. Contents are texts e.g., HTML texts. Since we wish translating such traces into IOSTSs, we turn these textual items into a structured valued action (a(p), θ) with a the HTTP verb and θ a valuation over the variable set p = {U RI, request, response}. This is captured by the following proposition: Definition 3 (Structured HTTP Traces) Let t = req1 , resp1 , ..., reqn , respn be a raw HTTP trace composed of an alternate sequence of HTTP request reqi and HTTP response respi . The structured HTTP trace 10



σ of t is the sequence (a1 (p), θ1 )...(an (p), θn ) where: – ai is the HTTP verb used to make the request in reqi , – p is the parameter set {U RI, request, response}, – θi is a valuation p → Dp which assigns a value to each variables of p. θ is deduced from the values extracted from reqi and respi . The resulting trace set derived from raw HTTP traces is denoted ST . Now, the structured traces can be filtered. For a main request performed by a user, many other sub-requests are also launched by a browser in order to fetch images, CSS and JavaScript files. Generally speaking, these do not enlighten a peculiar functional behaviour of the application. This is why we propose to add rules in Layer 1 to filter these sub-requests out from the traces. Such sub-requests can be identified by different ways, e.g., by focussing on the file extension found at the end of the URI, or on the Content-type section of request header. For instance, if a picture is retrieved with a request, the URI of the request usually ends by a picture file extension. Furthermore, when a response includes a Content-Type section in its header, it can also be analysed to recognise an unrelevant sub-request. Based on these information, we created a set of rules, constituted of conditions on the HTTP content found in an action, that remove valued actions when the condition is met. They have the form given below: rule "Filter" when $t: HttpVerb(condition on the then retract($t); end



content)



A concrete rule example, which removes the actions relative to the retrieval of PNG image, is given in Figure 4. rule "Filter PNG images" when \$va: Get(request.mime_type = ’png’ or request.file_extension = ’png’) then retract(\$va); end



Figure 4: Filtering rule example After the instantiation of the Layer 1 rules, we obtain a formatted and filtered trace set ST composed of valued actions. Now, we are ready to extract the first IOSTSs. 11



Completeness, soundness, complexity: HTTP traces are sequences of valued actions modeled with positive facts. Typically, they form Horn clauses. Furthermore, inference rules are Modus Ponens (soundness hypothesis). Consequently, Layer 1 is sound and complete. Keeping in mind the (finite complexity) hypothesis, its complexity is proportional to Om(k + 1) with m the valued action number and k the rule number. (at worst, every action is covered k + 1 times).



4.2



Layer 2: transformation of the traces into IOSTSs



Intuitively, the IOSTS transformation relies upon the IOLTS semantics transformation that is applied in a backward manner. Two IOSTSs are built: the former, structured as a tree, represents the original traces modelled with an IOSTS formalism. The latter is an over approximation of the former. These IOSTSs are generated by performing the following steps: 1. the associated runs are computed from the structured traces by injecting states between valued actions, 2. the first IOSTS denoted S1 is derived from these runs and minimised, 3. a second IOSTS, denoted App(S1 ), is obtained from S1 by merging some of its locations and by also applying a minimisation technique. The resulting knowledge base has facts of the form Transition(Action,Guard,Assign,Linit, Lfinal) respectively composed of an action, a guard, an assignment over the internal variables, an initial location and a final one. The second IOSTS is given with the identically structured facts AppTransition. These steps are detailed below: 4.2.1



Traces to runs



Given a trace σ, a run r is firstly derived by constructing and injecting states on the right and left sides of each valued action of σ. Keeping in mind the IOLTS semantics definition, a state shall be modeled by the couple ((U RI, k), v∅ ) with v∅ the empty valuation. (U RI, k) is a couple composed of a URI and of an integer (k ≥ 0). Typically, a couple (U RI, k) shall be a location of the future IOSTS. Since we wish to preserve the sequential order of the actions found in the traces, when a URI previously encountered is once more detected, the resulting state is composed of the URI accompanied with an integer which is incremented to yield a new and unique state. The translation of the structured traces into a run set is performed by Algorithm 1 which takes the trace set ST and returns the run set SR. It handles a set States storing the constructed states. All the runs r of SR start with the same state (l0, v∅ ). Algorithm 1 covers the actions (ai , θi ) of a trace σ 12



in order to construct the next state s. It extracts the valuation U RI = val (line 7) from θi giving the URI value of the next resource reached after the action ai . The state s = ((val, k + 1), v∅ ) is constructed with k such that there exists ((U RI, k), v∅ ) ∈ States composed of the greatest integer k ≥ 0. The current run r is completed with the valued action (ai , θi ) followed by the state s (line 13). Finally, SR gathers all the constructed runs. Algorithm 1: Traces to Runs algorithm



1 2 3 4 5 6 7 8 9 10



input : Trace set ST output: Runs set SR BEGIN; States := ∅ is the set of the constructed states; if ST is empty then SR := {(l0, v∅ )} foreach trace σ = (a0 , θ0 )...(an , θn ) ∈ ST do r := (l0, v∅ ); for 0 ≤ i ≤ n do extract the valuation U RI = val from θi ; if ((val, 0), v∅ ) ∈ / States then s := ((val, 0), v∅ ); else s := ((val, k + 1), v∅ ) with k ≥ 0 the greatest integer such that ((val, k), v∅ ) ∈ States;



11 12



States := States ∪ {s}; r := r.(ai , θi ).s



13 14



SR := SR ∪ {r}



15 16



END;



4.2.2



IOSTS generation



The first IOSTS S1 is derived from the run set SR. It corresponds to a tree composed of paths, each expressing one trace starting from the same initial location. Definition 4 Given a run set SR, the IOSTS S1 is called the IOSTS tree of SR and corresponds to the tuple < LS1 , l0S1 , VS1 , V 0S1 , IS1 , ΛS1 , →S1 > such that: – LS1 = {li | ∃r ∈ SR, (li, v∅ ) is a state found in r}, – l0S1 is the initial location such that ∀r ∈ SR, r starts with (l0S1 , v∅ ), – VS1 = ∅, V 0S1 = v∅ , – ΛS1 = {ai (p) | ∃r ∈ SR, (ai (p), θi ) is a valued action in r}, 13



– →S1 is defined by the following inference rule applied on every element r ∈ SR: si (ai (p), θi )si+1 is a term^ of r, si = (li , v∅ ), si+1 = (li+1 , v∅ ), Gi = xi == vi (xi =vi)∈θi



` ai (p),Gi ,(x:=x)x∈V



li −−−−−−−−−−−→S1 li+1 From an IOSTS tree S1 , an over-approximation IOSTS can now be straightforwardly deduced by merging together all the locations of the form (U RI, k)k≥0 into a single location (URI). This possibly cyclic IOSTS usually expresses more behaviours and should be strongly reduced in term of location size. But this is also an approximation in the sense that new action sequences, which do not exist into the initial traces, may appear. This model may be particularly interesting to help establish a complete model or to increase the coverage of specific testing methods e.g., security testing, since more behaviours are represented. In contrast, it is manifest that a conformance testing method must not take this model as a reference to generate test cases. Definition 5 Let S1 be an IOSTS tree of SR. The Approximation of S1 , denoted App(S1 ), is the IOSTS < LApp , l0App , VApp , V 0App , IApp , ΛApp , →App > such that: – LApp = {(U RI) | (U RI, k) ∈ LS1 , k ≥ 0}, – l0App = l0S1 , VApp = VS1 , V 0App = V 0S1 , ΛApp = ΛS1 , a(p),G,A



a(p),G,A



– →App = {(U RIm ) −−−−−→ (U RIn ) | (U RIm , k) −−−−−→ (U RIn , l) ∈→S1 a(p),G,A



a(p),G,A



a(p),G,A



}∪{l0App −−−−−→ (U RIn ) | l0S1 −−−−−→ (U RIn , l) ∈→S1 }∪{(U RIm ) −−−−−→ a(p),G,A



l0App | (U RIm , k) −−−−−→ l0S1 ∈→S1 }(k ≥ 0, l ≥ 0). 4.2.3



IOSTS minimisation



Both IOSTSs are reduced in term of location size by applying a bisimulation minimisation technique which still preserves the functional behaviours expressed in the original model. Intuitively, this minimisation constructs the state sets (blocks) that are bisimilar equivalent. Two states are said bisimilar equivalent, denoted q ∼ q 0 iff they simulate each other and go to states from where they can simulate each other again. A bisimulation minimisation algorithm can be found in [Fer89]. Completeness, soundness, complexity: Layer 2 takes any structured trace set obtained from HTTP traces (any valued action has a valuation U RI = val). If the trace set is empty then the resulting IOSTS S1 has a 14



single location l0 . Structured traces are translated into an IOSTS in finite time: every valued action of a trace are covered once to construct states, then every run is lifted to the level of one IOSTS path starting from the initial location. Afterwards, the IOSTS is minimized with the algorithm presented in [Fer89]. Its complexity is proportional to O(mlog(m + 1)) with m the number of valued actions. The soundness of Layer 2 is based upon the notion of traces: an IOSTS S1 and its approximation are composed of transition sequences derived from runs in SR, itself obtained from the structured trace set ST . As defined, the behaviours encoded in ST and S1 are equivalent since (ordered) runs are transformed into ordered IOSTS sequences. On the other hand, the approximation of S1 shares the behaviours found in S1 and ST but also describes new behaviours. This is captured by the following Proposition: Proposition 6 Let ST be a trace set and SR be is corresponding run set. If S1 is the IOSTS tree of SR, we have T races(S1 ) = ST and T races(App(S1 )) ⊇ ST . The proof is this proposition is Given in Annex 1. For sake of readability, we do not provide here the rules of Layer 2, which matches the above definitions and algorithms. Instead, we illustrate an IOSTS generation example below: Example 4.1 We take as example a trace obtained from the Github Web site 4 after performing the following actions: login with an existing account, choose an existing project, and logout. These few actions already produced a large set of requests and responses. Indeed, a web browser sends thirty HTTP requests on average in order to display a GitHub page. Filtering traces from our example will keep the following structured traces where the request and response parts are concealed for sake of readability: 1 3 5 7



GET( h t t p s : // g i t h u b . com / ) GET( h t t p s : // g i t h u b . com/ l o g i n ) POST( h t t p s : // g i t h u b . com/ s e s s i o n ) GET( h t t p s : // g i t h u b . com / ) GET( h t t p s : // g i t h u b . com/ w i l l d u r a n d ) GET( h t t p s : // g i t h u b . com/ w i l l d u r a n d / Geocoder ) POST( h t t p s : // g i t h u b . com/ l o g o u t ) GET( h t t p s : // g i t h u b . com / )



After applying Layer 2, we obtain the IOSTS of Figure 5(a). Locations are labelled by the URI found in the request and by an integer to keep the tree structure of the initial traces. Actions are composed of the HTTP verb enriched with the variables URI, request and response. This IOSTS exactly reflects the trace behaviour but is still difficult to interpret. More abstract actions shall be deduced by the next layers. 4. https://github.com/
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(a) IOSTS tree S1



(b) IOSTS S2
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4.3



Layers 3-N: IOSTS Abstraction



As stated earlier, the rules of the upper layers analyse the transitions of the current IOSTS for trying to enrich its semantics while reducing its size. Given an IOSTS S1 , every next layer carries out the following steps: 1. apply the rules of the layer and infer a new knowledge base (new IOSTS Si , i ≥ 2), 2. derive App(Si ) and apply a bisimulation minimisation on both, 3. store the two IOSTSs. Without loss of generality, we now restrict the rule structure to keep a link between the generated IOSTSs. Thereby, every rule of Layer i (i ≥ 3) either enriches the sense of the actions (transition per transition) or aggregate transition sequences into one unique new transition to make the obtained IOSTSs more abstract. It results that an IOSTS Si is exclusively composed by some locations of the first IOSTS S1 . Consequently, for a transition or path of Si , we can still retrieve the concrete path of S1 . This is captured by the following proposition: Proposition 7 Let S1 be the first IOSTS generated from the structured trace set ST . The IOSTS Si (i > 1) produced by Layer i has a location set LSi such that LSi ⊆ LS1 . Completeness, soundness, complexity of Layers 3 to N: the knowledge base is exclusively constituted by (positive) Transition facts that have an Horn form. The rules of these layers are Modus Ponens (soundness hypothesis). Therefore, these inference rules are sound and complete. Furthermore, a behaviour encoded in an IOSTS Si cannot be lost in Si . With regards to the (no implicit knowledge elimination) hypothesis and to Proposition 7, the transitions of Si are either combined together into a new transition or are enriched or are unchanged. The application of these layers ends in a finite time ((finite complexity) hypothesis) and the complexity of each is proportional to Om(k) with m the transition number and k the rule number. In the following, we detail two layers specialised for Web applications: 4.3.1



Layer 3



As stated in Section 2.2, Layer 3 corresponds to a set of generic rules that can be applied on a large set of applications belonging to the same category. This layer has two roles: – the enrichment of the meaning captured in transitions. In this step, we have chosen to mark the transitions with new internal variables. These shall help deduce more abstract actions in the upper layers. For 17



example, the rules depicted in Figure 5 aims at recognising the receipt of a login or logout page. The first rule means that if the response content, which is received after a request sent with the GET method, contains a login form, then this transition is marked as a ”login page” with the assignment on the variable isLoginPage, These rules are of the form: rule "Layer 3 rule" when $t: Transition(conditions on action,Guard, Assign) then modify ($t) (Add Assign (new assignment over internal variables)); end



– the generic aggregation of some successive transitions. Here, some transitions (two or more) are analysed in the conditional part of the rule. When the rule condition is met then the successive transitions are replaced by one transition carrying a new action. The rule of Figure 6 corresponds to a simple transition aggregation. It aims at recognising the successive sending of information with a POST request followed by a redirection to another Web page. If a request sent with the P OST method has a response identified as a redirection, (identified by the status code 301 or 302), and if this request is followed by a GET request, both transitions are reduced into a single one carrying the new action P ostRedirection. The associated rules have the form given below. rule "Simple aggregation" when $t1: Transition(conditions on action, Guard, etc., $lfinal:=Lfinal) $t2: Transition(Linit == $lfinal, conditions) then insert(new Transition(new Action, Guard( $t1.Guard, t2.Guard), Assign($t1.Assign, $t2.Assignment),Linit == $t1.Linit, Lfinal == $t2.Lfinal); retract($t1); retract($t2); end



Example 4.2 If we apply these rules on the IOSTS example of Figure 5(a), we obtain a new IOSTS depicted in Figure 5(b). Its size is reduced since it has 6 transitions instead of 9 previously. However, this new IOSTS does not yet reflect clearly the initial scenario. Rules deducing more abstract actions are required. These are found in the next layer.
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rule "Identify Login Page" when $t: Transition(Action == GET, Guard. response.content contains(’login-form’)) then modify ($t) { Assign.add("isLoginPage:=true") } end rule "Identify Logout Request" when $t: Transition(Action == GET, Guard. uri matches("/logout")) then modify ($t1) { Assign.add("isLogout:=true") } end



Figure 5: Login and Logout page recognition rules 4.3.2



Layer 4



This layer aims to infer a more abstract model composed of more expressive actions and whose size should be reduced. Its rules may have different forms: – they can be apply on one transition only. In this case, the rule modifies the transition action to give more sense. The rule of Figure 7 is an example which recognises a user de-authentication and adds a new action ”Deauthentication”, – the rules can also aggregate several successive transitions up to complete paths into one transition labelled by a more abstract action. For instance, the rule illustrated in Figure 8 aims to recognise a user authentication thanks to the variable ”isLoginPage” added by Layer 3. This rule means that if a ”Login” page is displayed, followed by a redirection triggered by a P OST request, then this is an authentication step, and the two transitions are reduced into a single one composed of the action ”Authentication”. Other rules can also be application-specific, so that these bring specific new knowledge to the model. For instance, the GitHub Web application has a dedicated URL grammar (a.k.a. routing system). GitHub users own a profile page that is available at: https : //github.com/username where username is the nickname of the user. However, some items are reserved e.g., edu and explorer. The rule depicted in Figure 9 is based upon this routing system and produces a new action ”Showprofile” offering more sense. Similarly, a Github page describing a project has a URL that always matches the following pattern: https://github.com/{username}/{project 19



rule "Identify Redirection after a Post" when $t1: Transition(Action == POST and (Guard.response.status = 301 or Guard.response. status = 302) and $l1final := Lfinal) $t2: Transition(Action == GET, linit == $l1final, $l2linit:=Linit) not (Transition (Linit == $l2linit)) then insert(new Transition("PostRedirection", Guard( $t1.Guard, $t2.Guard), Assign($t1.Assign, $t2.Assign), $t1.Linit, $t2.Lfinal ); retract($t1); retract($t2); end



Figure 6: Simple aggregation



rule "Identify Deauthentication" when $t: Transition(action == PostRedirection, Assign contains "isLogout:=true") then modify ($t) (setAction "Deauthentication")); end



Figure 7: Deauthentication recognition rule name}. The rule of Figure 10 captures this pattern and derives an new action ”ShowProject”. Example 4.3 The application of the four previous rules leads to the final IOSTS depicted in Figure 11. Now, it can be used for application comprehension since most of its actions have a precise meaning and clearly describe the functioning of the application.



4.4



Strategy Layer



We consider here having an event-driver application that can be experimented with the Robot explorer to produce new traces. Instead of using a static traversing strategy as in [MBN03, ANHY12, MvDL12, AFT+ 12, YPX13], we propose adding an orthogonal layer in the Models generator to describe any kind of exploration strategy by means of rules. The simplified Algorithm of the Strategy layer is given in Algorithm 2. The latter applies the rules on any stored IOSTS Si . It emerges a location 20



rule "Identify Authentication" when $t1: Transition(Action == GET, Assign contains "isLoginPage:= true", $t1final:=Lfinal) $t2: Transition(Action == PostRedirection, Linit == $t1lfinal, $t2linit:=Linit) not (Transition (Linit == $t2linit)) then insert(new Transition("Authentication", Guard($t1.Guard,$t2.Guard), Assign($t1.Assign, $t2.Assign), $t1.Linit, $t2.Lfinal ); retract($t1); retract($t2); end



Figure 8: Authentication recognition



rule "GitHub profile pages" when $t: Transition(action == GET, ( Guard.uri matches "/[a-zA-Z0-9]+$", Guard.uri not in [ "/edu", "/explorer" ])) then modify ($t) (SetAction("Showprofile")); end



Figure 9: User profile recognition list Loc that are marked with ”explored” by the rules to avoid re-using them twice (line 4). Then, the algorithm goes back to the first generated IOSTS S1 in order to extract one complete and executable path p ended by a location l of Loc (line 7). This step is sound since all the locations of Si belong to the locations set of S1 (Proposition 7). Such an IOSTS preamble is required by the Robot explorer for trying to reach the location l by executing every action of p. The algorithm finally returns a list of paths List, which is sent to the Robot explorer. The exploration ends once all the locations of Si or of S1 are visited (line 3). The algorithm only returns unexplored locations even if, while the execution of the algorithm, the IOSTS Si has been regenerated several times since the marked locations are also stored in the set L. Hence, if a location of Si is chosen a second time by the rules, the algorithm checks if it has been previously visited (line 7). The rules of the Strategy layer can encode different strategies. We propose two examples below: – classical traversing strategies can still be applied. For example, Figure 21



rule "GitHub project pages" when $t: Transition(action == GET, Guard.uri matches "/[a-zA-Z0-9]+/.+$" $uri:=Guard.uri) then String s=ParseProjectName($uri); modify ($t) (SetAction("Showproject") Assign.add("ProjectName:="+s) ); end



Figure 10: Project choice recognition



Figure 11: IOSTS S3 obtained from Layer 4



12 depicts two rules expressing the choice the next location to explore in a breadth-wise order first. Firstly, the initial location l0 is chosen and marked as explored (rule BFS). Then, the transitions having an initial location marked as explored and a final location not yet explored are collected by the rule BFS2 except for the transitions carrying an HTTP error (response status upper or equal to 400). These locations are gathered in the location list Loc returned to Algorithm 2. These locations are marked as explored in the IOSTS Si with the method Setexplored in the ”then” part of the rule, – a semantic-driven strategy could also be applied, when the meaning of some actions is recognisable. It is manifest that the semantic-driven 22



Algorithm 2: Exploration Strategy



10



input : IOSTS S1 , Si output: List of preambles L := ∅ List of explored locations of S1 ; BEGIN; while L 6= LS1 and L 6= Si do 1) Apply the rules on Si and extract a Location List Loc; Goback to S1 ; foreach l ∈ Loc do if l ∈ / L then Compute a preamble p from l0S1 which reaches l; L := L ∪ {l}; List := List ∪ {p};



11



END;



1 2 3 4 5 6 7 8 9



strategy domain can be tremendously vast since it depends on the number of recognised actions and on their relevance. For instance, for ecommerce applications, the login step and the term ”buy” are usually important. Thereby, a strategy choosing firstly the locations of transitions carrying theses actions can be defined by the rule ”semantics driven strategy” of Figure 13. This rule could be also combined with the two previous ones to cover all the locations of Si as follows: initially the explored locations would be those given by the rule of Figure 13. Then, the remaining locations would be covered in a breadth-wise order with the rules of Figure 12. To do this, a higher priority has to be set on the rule ”semantics driven strategy” though. Many other strategies could be defined in relation to the desired result in terms of model generation and application coverage. Other criteria, e.g., the number of UI elements per GUI or the number of observed crashes could also be taken into consideration.
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The Robot explorer



Intuitively, the whole framework relies on traces to deduce useful information and the more traces, the better model in term of expressiveness. The robot explorer is used to increase the amount of traces that are sent to the Models generator. It can be applied on event-driven applications only. In its essence, the robot explorer is controlled by the Models generator and receives application locations to visit for producing new traces. Its functioning is given in Algorithm 3: intuitively, it consists in completing GUIs with test 23



rule "BFS" when $l: Location (name == l0, explored == false) then modify ($l) ( explored=true ); end rule "BFS2" when $Loc : ArrayList () from accumulate( $t : Transition ( Guard.response.status >199 && Guard.response.status (); ), action( Loc.add( $t.Lfinal ); ), result( Loc ) ); then Loc.Setexplored(); end



Figure 12: BFS strategy rule "semantics driven strategy" when $t: Transition (Assign contains "isLogin:=true" || Guard.response matches "*buy*") then ArrayList Loc = new ArrayList(); Loc.add($t.Linit, $t.Lfinal ); Loc.Setexplored(); end



Figure 13: semantics driven strategy data and triggering events to discover new GUIs. It takes a path p, and starts by iteratively executing the actions of p to reach a location l to explore. The current GUI of the application is analysed with the procedure GenConstraints to produce a set of constraints composed of test data that shall be used to interact with the current GUI. Similarly, the events that can be triggered on the GUI are dynamically detected. Then, the UI elements of the GUI are stimulated with each constraint c and event e. This results in a new GUI and implicitly, new traces are produced and sent to the Models generator. When the resulting GUI does not reflect an error (given by the HTTP status code), new constraints are computed with the NegateConstraint procedure for trying to increase the application coverage. This part is detailed thereafter. To apply the next constraint and event, the application has to go back to its previous state by undoing the previous interaction. 24



This is done with the Backtrack procedure whose role is to undo the most recent action. But, when the application state restoration is not possible, the Backtrack procedure resets the application and incrementally replays p. The test data generation plays an important role in the exploration. Instead of considering random testing, the GenConstraints and NegateConstraint procedures yield cons-traints of the form U Ielt1 = value1 ∧ ... ∧U Ieltn = valuen as follows: – GenConstraints help simulate the human behaviour and consequently increases the application coverage, by generating more realistic values. In short, several value sets are used: U ser owns values provided by a user (or extracted from a database), F akedata gathers fake user identities composed of parameters, e.g. a name or an email, that are correlated together to form realistic identities, and R is composed of random values. Both U ser and R sets are segmented per type and type(U ser ∪ R) ⊂ U ser ∪ R stands for the subset of values having the type type. The GenConstraints procedure starts collecting the editable UI element list (U Ielt1 , ..., U Ieltn ). Every U Ielti is then associated to a specific value set as follows: 1), GenConstraints tries to find a correlation among the UI elements in accordance with the parameters of F akedata. The resulting UI elements are grouped and referenced by a unique item associated to a fakedata set derived from F akedata. 2), every remaining UI element, is associated to the value set t(U ser ∪ R) with t the UI element type. Now, that the UI elements are associated to value sets, a Pairwise technique [CGMC03] is applied on them to derive a set of value tuples denoted V . Assuming that errors can be revealed by modifying pairs of variables, this technique strongly reduces the coverage of variable domains by constructing discrete combinations for pair of parameters only. Finally, a set C of constraints, of the form U Ielt1 = value1 ∧ ... ∧U Ieltn = valuen , is derived from V , – the NegateConstraint creates new constraints for trying to cover new branches of code of the application. For a given constraint c, NegateConstraint negates, one after one, each conjunct pi == vi of c and produces a new constraint c0 . The procedure then replaces the conjunct pi 6= vi by several equalities composed of concrete values found in a specialised set of values known for relieving bugs. In other terms, CoverConstraint returns a new constraint set C 0 for trying to visit new GUIS by means of random and stress testing.
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Algorithm 3: Robot Explorer simplified Algorithm 1 2 3 4 5 6 7 8 9 10 11 12 13 14
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input : path p BEGIN; Run the application with the actions of p L = ∅ set of discovered locations; Gui is the current GUI of the application; C :=GenConstraints(Gui); Events := AvailableEvents(Gui); foreach c ∈ C ∧ event ∈ Events do Gui2:=Stimulate(c,event); l is a location derived from Gui2; if Gui2 does not depict an error and l ∈ / L then C 0 :=NegateConstraint(c); C := C ∪ C 0 ; Backtrack(p); END;



Experimentation



The framework presented in Section 2.2 has been implemented in a prototype tool called Autofunk (Automatic Functional model inference), publicly available in a Github repository 5 . A user interacts with Autofunk through a Web interface and either gives a URL or a file of traces. These ones are stored in the HTTP Archive (HAR) format as it is the defacto standard to describe HTTP traces, used by various HTTP related tools. As a consequence, traces can be generated by Autofunk and also by many other HTTP monitoring tools (Mozilla Firefox or Google Chrome included). Then, Autofunk produces IOSTS models which are stored in ???***. The last model can be viewed in the Web interface as well. The JBoss Drools Expert tool has been chosen to implement the rule-based system. Such an engine leverages Oriented Object Programming in the rule statements and hence takes knowledge bases given as Java objects (Location, Transition, GET, POST objects in this work). From the Github Web site, we recorded several traces composed of 840 HTTP request / responses. Then, we applied Autofunk on them with a Models generator composed of 5 layers gathering 18 rules whose 3 are specialised to Github. After the trace filtering (Layer 1), we obtain a first IOSTS tree is composed of 28 transitions. The next 4 layers automatically infer a last IOSTS tree S4 composed of 13 transitions whose 7 have a clear and intelligible meaning. Its approximation App(S4 ) is illustrated in Figure 14. Most of 5. https://github.com/statops/apset.git
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its actions have a precise meaning reflecting the user interactions while the trace recording. Now, one can easily deduce that the user created, chose and deleted read the issues some projets.



Figure 14: IOSTS App(S4 ) obtained from the Github Web site
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Conclusion



This paper presents an original approach combining model inference, expert systems and automatic testing to derive IOSTSs models. Our proposal infers several models, reflecting different levels of abstractions, for the same application by means of inference rules that capture the knowledge of an expert. Our approach can be applied on event-driven applications since our framework supports their exploration. our contribution is here is to let the user choose the most appropriate exploration strategy. Last but not least, our approach can also be applied on other application types on condition that these produce traces. We applied our framework on Web applications as a premise. In the future, we intend to apply it on industrial systems to ease their diagnostic. But this kind of system brings several issues not yet addressed in the model inference area. For instance, the actions in traces may come from different environments. Industrial systems may also include asynchronous actions and timed properties. At the moment, our solution does not yet support this kind of features. Furthermore, writing rules may be as tough as writing models 27



in some cases. This is why we are working on a human interface which helps design rules from a trace set example. We also plan to add a test case generation module for regression testing.



A



Proof of Proposition



Let ST be a trace set and Runs be is corresponding run set. If T ree is the IOSTS Raw tree of Runs, we have T races(T ree) = ST and T races(App(T ree) ⊇ ST . Proof (1) T races(T ree) = ST . Intuitively, for each trace of ST , SR has one ordered run composed of unique states. T ree has one acyclic path for each run. It is straightforward to deduce that T races(T ree) = ST . a0 (p),G0 ,A0



an (p),Gn ,An



Proposition 8 ∀p = l0 −−−−−−−→ l1 ...ln −−−−−−−→ ln+1 ∈ (→T ree )n , Runs(p) is composed of the unique run (l0 , v∅ )(a0 (p), θ0 )(l1 , v∅ )...(ln , v∅ )(an (p), θn )(ln+1 , v∅ ) The proof of the above Proposition is straightforward. p has a unique a0 (p),θ0



corresponding path (l0 , v∅ ) −−−−→ (l1 , v∅ )...(ln , v∅ )an (p), θn (ln+1 , v∅ ) in the ioLTS semantics of T ree. Indeed, V 0T ree =^ v∅ and Ai (0 ≤ i ≤ n) is the identity function. Gi (0 ≤ i ≤ n) has the form xi == di with xi ∈ I, di ∈ DI . Consequently, θi is unique. (l0 , v∅ ) = l0T ree is the (unique) state of the ioLTS semantics of T ree (Definition 4). Runs(p) = {(l0 , v∅ )(a0 (p), θ0 )(l1 , v∅ )...(ln , v∅ )(an (p), θn )(ln+1 , v∅ )} Proposition 9 ∀r = s0 (a0 (p), θ0 )s1 ...sn (an (p), θn )sn+1 ∈ SR, we have the a0 (p),G0 ,A0



unique transition t = l0 −−−−−−−→ l1 ∈→ T ree with θ0 |= G0 and Runs(t) = {(l0 , v∅ )(a0 (p), θ0 )(l1 , v∅ )}. s0 (a0 (p), θ0 )s1 and t share the same locations since s0 = (l0 , v∅ ), s1 = (l1 , v∅ ) and action a0 (p) (Definition 4). Runs(t) is composed of the unique (l0 , v∅ )(a0 (p), θ0 )(l1 , v∅ ) (Proposition 8). Proposition 10 Hypothesis (a):We suppose ∀r = s0 (a0 (p), θ0 )s1 ...si (ai (p), θi )si+1 ∈ a0 (p),G0 ,A0



ai (p),Gi ,Ai



SR, we have a unique path p = l0 −−−−−−−→ l1 ...li −−−−−−→ li+1 ∈→ T reei and Runs(p) = {r}. ai+1 (p),Gi+1 ,Ai+1



If r0 = r.si+1 (ai+1 (p), θi+1 )si+2 ∈ SR then p0 = p.li+1 −−−−−−−−−−→ li+2 ∈→ T reei+1 is unique and Runs(p0 ) = {r0 } With Hypothesis (a), si+1 = (li+1 , v∅ ) (Definition 4). si+1 (ai+1 (p), θi+1 )si+2 ai+1 (p),Gi+1 ,Ai+1



and li+1 −−−−−−−−−−→ li+2 share the same locations since si+1 = (li+1 , v∅ ), si+2 = (li+2 , v∅ ) and action ai+1 (p) (Definition 4). 28



ai+1 (p),Gi+1 ,Ai+1



Runs(p0 ) = {r.Runs(li+1 −−−−−−−−−−→ li+2 )} by hypothesis. Runs(p0 ) = {r.(li+1 , v∅ )(ai+1 (p), θi+1 )(li+2 , v∅ )} (Proposition 8) Runs(p0 ) = {r0 } By applying iteratively Hypothesis (a) with Proposition 10 for all (0 < i ≤ n), and with Proposition 9, we have ∀r ∈ SR, ∃!p ∈→T ree such that Runs(p) = r. Consequently, Runs(T ree) = RT and T races(T ree) = ST . (2) T races(App(T ree) ⊇ ST . The same reasoning can be applied here except that each time we obtained a unique run in Proposition 9 with Runs(t) and in Proposition 10 with Runs(p), we now have a set of runs since App(T ree) is potentially cyclic. For each run r in SR, we have a corresponding path p such that card(Runs(p) ≥ 1 and consequently T races(App(T ree) ⊇ ST .



References [AFT+ 12] Domenico Amalfitano, Anna Rita Fasolino, Porfirio Tramontana, Salvatore De Carmine, and Atif M. Memon. Using gui ripping for automated testing of android applications. In Proceedings of the 27th IEEE/ACM International Conference on Automated Software Engineering, ASE 2012, pages 258–261, New York, NY, USA, 2012. ACM. [AKD+ 10] S. Artzi, A. Kiezun, J. Dolby, F. Tip, D. Dig, A. Paradkar, and M.D. Ernst. Finding bugs in web applications using dynamic test generation and explicit-state model checking. Software Engineering, IEEE Transactions on, 36(4):474–494, 2010. [ANHY12] Saswat Anand, Mayur Naik, Mary Jean Harrold, and Hongseok Yang. Automated concolic testing of smartphone apps. In Proceedings of the ACM SIGSOFT 20th International Symposium on the Foundations of Software Engineering, FSE ’12, pages 59:1–59:11, New York, NY, USA, 2012. ACM. [CGMC03] Myra B. Cohen, Peter B. Gibbons, Warwick B. Mugridge, and Charles J. Colbourn. Constructing test suites for interaction testing. In Proc. of the 25th International Conference on Software Engineering, pages 38–48, 2003. [DBOZ12] Valentin Dallmeier, Martin Burger, Tobias Orth, and Andreas Zeller. Webmate: a tool for testing web 2.0 applications. In Proceedings of the Workshop on JavaScript Tools, JSTools ’12, pages 11–15, New York, NY, USA, 2012. ACM. [Fer89]



Jean-Claude Fernandez. An implementation of an efficient algorithm for bisimulation equivalence. Science of Computer Programming, 13:13–219, 1989.



29



[FTW05]



L. Frantzen, J. Tretmans, and T.A.C. Willemse. Test Generation Based on Symbolic Specifications. In J. Grabowski and B. Nielsen, editors, FATES 2004, number 3395 in Lecture Notes in Computer Science, pages 1–15. Springer, 2005.



[JM12]



Mona Erfani Joorabchi and Ali Mesbah. Reverse engineering ios mobile applications. In Proceedings of the 2012 19th Working Conference on Reverse Engineering, WCRE ’12, pages 177–186, Washington, DC, USA, 2012. IEEE Computer Society.



[MBN03]



Atif Memon, Ishan Banerjee, and Adithya Nagarajan. Gui ripping: Reverse engineering of graphical user interfaces for testing. In Proceedings of the 10th Working Conference on Reverse Engineering, WCRE ’03, pages 260–, Washington, DC, USA, 2003. IEEE Computer Society.



[MvDL12] Ali Mesbah, Arie van Deursen, and Stefan Lenselink. Crawling Ajaxbased web applications through dynamic analysis of user interface state changes. ACM Transactions on the Web (TWEB), 6(1):3:1–3:30, 2012. [PG09]



Michael Pradel and Thomas R. Gross. Automatic generation of object usage specifications from large method traces. In Proceedings of the 2009 IEEE/ACM International Conference on Automated Software Engineering, ASE ’09, pages 371–382, Washington, DC, USA, 2009. IEEE Computer Society.



[YPX13]



Wei Yang, Mukul R. Prasad, and Tao Xie. A grey-box approach for automated gui-model generation of mobile applications. In Proceedings of the 16th international conference on Fundamental Approaches to Software Engineering, FASE’13, pages 250–265, Berlin, Heidelberg, 2013. Springer-Verlag.



[ZZXM11] Hao Zhong, Lu Zhang, Tao Xie, and Hong Mei. Inferring specifications for resources from natural language api documentation. Autom. Softw. Eng., 18(3-4):227–261, 2011.



30



























des documents recommandant







[image: alt]





Combining Model Learning and Data Analysis to ... - Sebastien Salva 

analysis, event correlation, model similarity and data clustering. We describe ... research challenges : Challenge 1 : given a system under learning SUL, how to learn a model ...... Information Processing & Management, 24(5) :577â€“597, 1988. [Wil88b










 


[image: alt]





Model inference of Mobile Applications with ... - Sebastien Salva 

since they capture the tested events, all the Widget properties extracted from screens ... If so, it has detected a Widget property which may lead to the construc-.










 


[image: alt]





Inferring formal models from production systems ... - Sebastien Salva 

This paper proposes a model inference framework for production systems ... Our framework, called Auto- ... a large set of production events, we infer exact models that only capture the ..... that lead to sound facts if the original facts are true). 1










 


[image: alt]





Combining Vector Space Model and Multi Word 

forms better on most queries than the vector space model. However, the ranking obtained by combining both approaches outperforms by a wide margin the ...










 


[image: alt]





COnfECt: An Approach to Learn Models of ... - Sebastien Salva 

In this paper, we consider one specific type of formal models .... its execution after the event call(CEFSM). ... SUL in a synchronous manner (traces are collected.










 


[image: alt]





An approach for testing passively Web service ... - Sebastien Salva 

variants from the specification, extraction of execution traces with sniffers ...... reactive systems,â€� in Formal Methods 2005 (FM05), ser. LNCS, J. Fitzgerald, A.










 


[image: alt]





A Model-based testing approach combining passive testing and 

itoring methods, runtime verification and passive testing. Starting from ... yond the use of formal techniques, these models offer the advantage to automate ...... tions bring several disadvantages such as risks of adding bugs in the implementa- ....










 


[image: alt]





Designing fuzzy inference systems from data - Soft Computing and 

signing a FIS from data can be decomposed into two main phases: automatic rule ... acteristics have been used to design two kinds of FIS. The first kind of FIS to ...










 


[image: alt]





Combining Consistency and Confidentiality 

Outline. 1 Introduction. Inference Control. Controlled Query Evaluation. Preprocessing for CQE. 2 Automizing Inference-Proofness. 3 Prototype. 4 Conclusion.










 


[image: alt]





A Model-based testing approach combining passive testing and 

vironment where tools, workflow engines or frameworks can be installed. More and more ... Inputs of a system can only interact with outputs pro- vided by the system .... saler with WholeSalerReq to buy each book one by one. For one ...... ference on 










 


[image: alt]





Combining Consistency and Confidentiality 

Outline. 1 Introduction. Inference Control. Controlled Query Evaluation. Preprocessing for CQE. 2 Automizing Inference-Proofness. 3 Prototype. 4 Conclusion.










 


[image: alt]





Fuzzy inference systems: An integrated modeling environment 

on the ability of fuzzy logic to model natural language (Mamdani. & Assilian, 1975). ..... spondence between numerical and symbolic elements. In our opinion, the main ...... It is, of course, possible, to defuzzify this distribution, by com- puting a










 


[image: alt]





Learning interpretable fuzzy inference systems with FisPro 

Apr 6, 2011 - Page 1 ..... Therefore a good practice is to prune the tree by transforming a node into a leaf .... The key idea is to introduce as many variables, described by a sufficient .... Fuzzy software was first developed for the needs of fuzzy










 


[image: alt]





Expert Systems No Longer Considered Harmful 

... toolchain linked against pervasive libraries for investigating hierarchical databases. We made all of our software is available under a MIT CSAIL license.










 


[image: alt]





combining xylem physiology and anatomy 

RÃ©gis'Burle=,'GaÃ«lle'Capdeville,'Sylvain'Delzon'. A"novel"link"between"wood"forma2on"" and"drought"stress:". " combining"xylem"physiology"" and"anatomy'.










 


[image: alt]





SEBASTIEN FOUSSE 












 


[image: alt]





Building Expert Systems in Prolog - Amzi! Prolog 

When I compare the books on expert systems in my library with the production expert systems I know of, I note that there are few good books on building expert ...










 


[image: alt]





Building Expert Systems in Prolog - Amzi! Prolog 

boards, or lay out office space. Since the inputs vary and can be combined in an almost infinite number of ways, the goal driven approach will not work. The data ...










 


[image: alt]





TRACKING BY COMBINING PHOTOMETRIC NORMALIZATION AND 

ing by using specific color invariants â€“robust to specular re- flections, lighting ..... 2available on http://vasc.ri.cmu.edu/idb/html/jisct/index.html. cur. The tracking of ...










 


[image: alt]





Islands as model systems in ecology and evolution ... - Nicolas Mouquet 

INTRODUCTION ... 2Department of Ecology and Evolutionary Biology, University of Tennessee, ... 11Island Ecology and Biogeography Group, Instituto Universitario de Enfer- ..... multiple islands at any one level of isola tion. Study systems. : De novo 










 


[image: alt]





Combining Elastic Network Analysis and Molecular Dynamics 

exchange molecular dynamics (H-RexMD) method has been designed that effectively combines ..... shown as a cartoon representation with a color coding.










 


[image: alt]





Combining polygonal and subdivision surface ... - CiteSeerX 

heritage sites [2â€“4]. Technically this is a difficult task because of the size and level of detail required of the reconstructions. Not only is the model creation difficult ...










 


[image: alt]





combining morphological interpolation and ... - LIRIS - CNRS 

laws for bipedal locomotion into account: respecting joint limits, resembling a given reference posture and minimiz- ing rotational kinetic energy. A weighted sum ...










 


[image: alt]





Practical Inference With Systems of Gradual Implicative Rules 

dard interpolation between precise conclusions, weighted by the degrees of activation of rules, due to a precise input. There is a precise connection between ...










 














×
Report Model inference combining expert systems and ... - Sebastien Salva





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



