






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Mixed Motives

Feb 2, 2010 - GG p. X commute. Composition is induced from the composition of ..... categories to DG categories, which associates to a DG category A the ... 

















 Télécharger le PDF 






 4MB taille
 3 téléchargements
 294 vues






 commentaire





 Report
























Mathematical Surveys and Monographs Volume 57



Mixed Motives Marc Levine



FO



UN



8 DED 1



SOCIETY



ΑΓΕΩ ΜΕ



ΤΡΗΤΟΣ ΜΗ ΕΙΣΙΤΩ



R AME ICAN



L



HEMATIC AT A M



88



American Mathematical Society



Editorial Board Georgia Benkart Howard A. Masur



Tudor Stefan Ratiu, Chair Michael Renardy



1991 Mathematics Subject Classiﬁcation. Primary 19E15, 14C25; Secondary 14C15, 14C17, 14C40, 19D45, 19E08, 19E20. Research supported in part by the National Science Foundation and the Deutsche Forschungsgemeinschaft. Abstract. The author constructs and describes a triangulated category of mixed motives over an arbitrary base scheme. The resulting cohomology theory satisﬁes the Bloch-Ogus axioms; if the base scheme is a smooth scheme of dimension at most one over a ﬁeld, this cohomology theory agrees with Bloch’s higher Chow groups. Most of the classical constructions of cohomology can be made in the motivic setting, including Chern classes from higher K-theory, push-forward for proper maps, Riemann-Roch, duality, as well as an associated motivic homology, Borel-Moore homology and cohomology with compact supports. The motivic category admits a realization functor for each Bloch-Ogus cohomology theory which satisﬁes certain axioms; as examples the author constructs Betti, etale, and Hodge realizations over smooth base schemes. This book is a combination of foundational constructions in the theory of motives, together with results relating motivic cohomology with more explicit constructions, such as Bloch’s higher Chow groups. It is aimed at research mathematicians interested in algebraic cycles, motives and K-theory, starting at the graduate level. It presupposes a basic background in algebraic geometry and commutative algebra.



Library of Congress Cataloging-in-Publication Data Levine, Marc, 1952– Mixed motives / Marc Levine. p. cm. — (Mathematical surveys and monographs, ISSN 0076-5376 ; v. 57) Includes bibliographical references and indexes. ISBN 0-8218-0785-4 (acid-free) 1. Motives (Mathematics) I. Title. II. Series: Mathematical surveys and monographs ; no. 57. QA564.L48 1998 516.35—dc21 98-4734 CIP



Copying and reprinting. Individual readers of this publication, and nonproﬁt libraries acting for them, are permitted to make fair use of the material, such as to copy a chapter for use in teaching or research. Permission is granted to quote brief passages from this publication in reviews, provided the customary acknowledgment of the source is given. Republication, systematic copying, or multiple reproduction of any material in this publication (including abstracts) is permitted only under license from the American Mathematical Society. Requests for such permission should be addressed to the Assistant to the Publisher, American Mathematical Society, P. O. Box 6248, Providence, Rhode Island 02940-6248. Requests can also be made by e-mail to [email protected]. c 1998 by the American Mathematical Society. All rights reserved.  The American Mathematical Society retains all rights except those granted to the United States Government. Printed in the United States of America. ∞ The paper used in this book is acid-free and falls within the guidelines 



established to ensure permanence and durability. Visit the AMS home page at URL: http://www.ams.org/ 10 9 8 7 6 5 4 3 2 1



03 02 01 00 99 98



iii



To Ute, Anna, and Rebecca



iv



Preface This monograph is a study of triangulated categories of mixed motives over a base scheme S, whose construction is based on the rough ideas I originally outlined in a lecture at the J.A.M.I. conference on K-theory and number theory, held at the Johns Hopkins University in April of 1990. The essential principle is that one can form a categorical framework for motivic cohomology by ﬁrst forming a tensor category from the category of smooth quasi-projective schemes over S, with morphisms generated by algebraic cycles, pull-back maps and external products, imposing the relations of functoriality of cycle pull-back and compatibility of cycle products with the external product, then taking the homotopy category of complexes in this tensor category, and ﬁnally localizing to impose the axioms of a Bloch-Ogus cohomology theory, e.g., the homotopy axiom, the K¨ unneth isomorphism, Mayer-Vietoris, and so on. Remarkably, this quite formal construction turns out to give the same cohomology theory as that given by Bloch’s higher Chow groups [19], (at least if the base scheme is Spec of a ﬁeld, or a smooth curve over a ﬁeld). In particular, this puts the theory of the classical Chow ring of cycles modulo rational equivalence in a categorical context. Following the identiﬁcation of the categorical motivic cohomology as the higher Chow groups, we go on to show how the familiar constructions of cohomology: Chern classes, projective push-forward, the Riemann-Roch theorem, Poincar´e duality, as well as homology, Borel-Moore homology and compactly supported cohomology, have their counterparts in the motivic category. The category of Chow motives of smooth projective varieties, with morphisms being the rational equivalence classes of correspondences, embeds as a full subcategory of our construction. Our motivic category is specially constructed to give realization functors for Bloch-Ogus cohomology theories. As particular examples, we construct realization functors for classical singular cohomology, ´etale cohomology, and Hodge (Deligne) cohomology. We also have versions over a smooth base scheme, the Hodge realization using Saito’s category of algebraic mixed Hodge modules. We put the Betti, ´etale and Hodge relations together to give the “motivic” realization into the category of mixed realizations, as described by Deligne [32], Jannsen [71], and Huber [67]. The various realizations of an object in the motivic category allow one to relate and unite parallel phenomena in diﬀerent cohomology theories. A central example is Beilinson’s motivic polylogarithm, together with its Hodge and ´etale realizations (see [9] and [13]). Beilinson’s original construction uses the weight-graded pieces of the rational K-theory of a certain cosimplicial scheme over P1 minus {0, 1, ∞} as a replacement for the motivic object; essentially the same construction gives rise
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PREFACE



to the motivic polylogarithm as an object in our category of motives over P1 minus {0, 1, ∞}, with the advantage that one acquires some integral information. There have been a number of other constructions of triangulated motivic categories in the past few years, inspired by the conjectural framework for mixed motives set out by Beilinson [10] and Deligne [32], [33]. In addition to the approach via mixed realizations mentioned above, constructions of triangulated categories of motives have been given by Hanamura [63] and Voevodsky [124]. Deligne has suggested that the category of Q-mixed Tate motives might be accessible via a direct construction of the “motivic Lie algebra”; the motivic Tate category would then be given as the category of representations of this Lie algebra. Along these lines, Bloch and Kriz [17] attempt to realize the category of mixed Tate motives as the category of co-representations of an explicit Lie co-algebra, built from Bloch’s cycle complex. Kriz and May [81] have given a construction of a triangulated category of mixed Tate motives (with Z-coeﬃcients) from co-representations of the “May algebra” given by Bloch’s cycle complex. The Bloch-Kriz category has derived category which is equivalent to the Q-version of the triangulated category constructed by Kriz and May, if one assumes the Beilinson-Soul´e vanishing conjectures. We are able to compare our construction with that of Voevodsky, and show that, when the base is a perfect ﬁeld admitting resolution of singularities, the two categories are equivalent. Although it seems that Hanamura’s construction should give an equivalent category, we have not been able to describe an equivalence. Relating our category to the motivic Lie algebra of Bloch and Kriz, or the triangulated category of Kriz and May, is another interesting open problem. Besides the categorical constructions mentioned above, there have been constructions of motivic cohomology which rely on the axioms for motivic complexes set down by Lichtenbaum [90] and Beilinson [9], many of which rely on a motivic interpretation of the polylogarithm functions. This began with the Bloch-Wigner dilogarithm function, leading to a construction of weight two motivic cohomology via the Bloch-Suslin complex ([40] and [119]) and Lichtenbaum’s weight two motivic complex [89]. Pushing these ideas further has led to the Grassmann cycle complex of Beilinson, MacPherson, and Schechtman [15], as well as the motivic complexes of Goncharov ([50], [51], [52]), and the categorical construction of Beilinson, Goncharov, Schechtman, and Varchenko [14]. Although we have the polylogarithm as an object in our motivic category, it is at present unclear how these constructions ﬁt in with our category. While writing this book, the hospitality of the University of Essen allowed me the luxury of a year of undisturbed scholarship in lively mathematical surroundings, for which I am most grateful; I also would like to thank Northeastern University for the leave of absence which made that visit possible. Special and heartfelt thanks are due to H´el`ene Esnault and Eckart Viehweg for their support and encouragement. The comments of Spencer Bloch, Annette Huber, and Rick Jardine were most helpful and are greatly appreciated. I thank the reviewer for taking the time to go through the manuscript and for suggesting a number of improvements. Last, but not least, I wish to thank the A.M.S., especially Sergei Gelfand, Sarah Donnelly, and Deborah Smith, for their invaluable assistance in bringing this book to press. Boston November, 1997
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Motives



Introduction: Part I The categorical framework for the universal cohomology theory of algebraic varieties is the category of mixed motives. This category has yet to be constructed, although many of its desired properties have been described (see [10] and [1], especially [70]). Here is a partial list of the expected properties: 1. For each scheme S, one has the category of mixed motives over S, MMS ; MMS is an abelian tensor category with a duality involution. For each map of schemes f : T → S, one has the functors f ∗ , f∗ , f ! and f! , corresponding to the familiar functors for sheaves, and satisfying the standard relations of functoriality, adjointness, and duality. 2. For each S, there is a functor (natural in S) M : (Sm/S)op → MMS , where Sm/S is the category of smooth S-schemes; M (X) is the motive of X. 3. There are external products M (X) ⊗ M (Y ) → M (X ×S Y ) which are isomorphisms (the K¨ unneth isomorphism). 4. There are objects Z(q), q = 0, ±1, ±2, . . . in MMS , the Tate objects, with Z(0) the unit for the tensor product and Z(a) ⊗ Z(b) ∼ = Z(a + b). 5. Using the K¨ unneth isomorphism to deﬁne the product, the groups Hµp (X, Z(q)) := ExtpMMS (Z(0), M (X) ⊗ Z(q)) form a bi-graded ring which satisﬁes the axioms of a Bloch-Ogus cohomology theory: Mayer-Vietoris for Zariski open covers, homotopy property, projective bundle formula, etc. 6. There are Chern classes from algebraic K-theory cq,p : K2q−p (X) → Hµp (X, Z(q)) which induce an isomorphism K2q−p (X)(q) ∼ = Hµp (X, Z(q)) ⊗ Q, with K∗ (−)(q) the weight q eigenspace of the Adams operations. 7. The cohomology theory Hµp (X, Z(q)) is universal: Each Bloch-Ogus cohomology theory X → H ∗ (X, Γ(∗)) gives rise to a natural transformation Hµ∗ (−, Z(∗)) → H ∗ (−, Γ(∗)). 8. MMS ⊗ Q is a Tannakian category, with the Q-Betti or Ql -´etale realization giving a ﬁber functor. 3
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9. There is a natural weight ﬁltration on the objects of MMS ⊗Q; morphisms in MMS ⊗ Q are strictly compatible with the ﬁltration, and the corresponding graded objects grW ∗ are semi-simple. Assuming one had the category MMS , one could hope to realize the motivic cohomology theory Hµ∗ (−, Z(∗)) as the cohomology of some natural complexes, the motivic complexes. Lichtenbaum (for the ´etale topology) [90] and Beilinson (for the Zariski topology) [9] have outlined the desired properties of these complexes. In [19], Bloch has given a candidate for the Zariski version, and thereby a candidate, the higher Chow groups CHq (X, 2q − p), for the motivic cohomology Hµp (X, Z(p)). Rather than attempting the construction of MMS , we consider a more modest problem: The construction of a triangulated tensor category which has the expected properties of the bounded derived category of MMS . To be more speciﬁc, for a reduced scheme S, let SmS denote the category of smooth quasi-projective S-schemes. We construct for each reduced scheme S a triangulated tensor category DM(S); sending S to DM(Sred ) deﬁnes a pseudofunctor DM(−) : Schop → TT, where TT is the category of triangulated tensor categories. This gives the contravariant functoriality in (1). The category DM(S) is generated (as a triangulated category) by objects ZX (q), X ∈ SmS , q ∈ Z, together with the adjunction of summands corresponding to idempotent endomorphisms. There is an exact duality involution (−)D : DM(S)pr,op → DM(S)pr , where DM(S)pr is the pseudo-abelian hull of the full triangulated tensor subcategory of DM(S) generated by objects ZX (q), for X → S projective. This makes DM(S)pr into a rigid triangulated tensor category. If S = Spec k, with k a perfect ﬁeld admitting resolution of singularities, then DM(S)pr = DM(S), giving the duality property in (1). We reinterpret (5) by setting H p (X, Z(q)) := HomDM(S) (Z(0), ZX (q)[p]). The properties (2)-(5) expected of motivic cohomology are then realized by properties satisﬁed by the objects ZX (q) in the category DM(S). This includes: (i) Functoriality. Sending X to ZX (q) for ﬁxed q extends to a functor Z(−) (q) : Smop S → DM(S). We set M (X) := ZX (0). (ii) Homotopy. The projection p1 : X ×S A1 → X gives an isomorphism p∗1 : ZX (q) → ZX×S A1 (q). (iii) K¨ unneth isomorphism. There are external products, giving natural isomorphisms ZX (a) ⊗ ZY (b) ∼ = ZX×S Y (a + b); ZS is the unit for the tensor product structure.
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(iv) Gysin morphism. Let i : Z → X be a smooth closed codimension q embedding in SmS , with complement j : U → X. Then there is a natural distinguished triangle i



j∗



∗ ZX (0) −→ ZU (0) → ZZ (−q)[−2q + 1]. ZZ (−q)[−2q] −→



(v) Mayer-Vietoris. Write X ∈ SmS as a union of Zariski open subschemes, X = U ∪ V . Then there is a natural distinguished triangle j ∗ ⊕j ∗



∗ ∗ jU,U ∩V −jV,U ∩V



U V ZX (0) −− −−→ ZU (0) ⊕ ZV (0) −−−−−−−−−−→ ZU∩V (0) −→ ZX (0)[1].



The functoriality (i), isomorphisms (ii) and (iii), and the distinguished triangles (iv) and (v) then translate into the standard properties of a Bloch-Ogus cohomology theory. We have Chern classes as in (6); in case the base is a ﬁeld, or is a smooth curve over a ﬁeld, the Chern character deﬁnes an isomorphism of rational motivic cohomology with weight-graded K-theory, as required by (6). For a Bloch-Ogus twisted duality theory Γ, deﬁned via cohomology of a complex of A-valued sheaves for a Grothendieck topology T on SmS , satisfying certain natural axioms, the motivic triangulated category DM(S) admits a realization functor Γ : DM(S) → D+ (ShA T (S)). We have the Betti, ´etale and Hodge realizations. Thus, the category DM(S) satisﬁes a version of the property (7). We have not investigated the Tannakian property in (8), or the property (9) (see, however, [62]). In Chapter I, we construct the motivic DG tensor category Amot (S) and the triangulated motivic category DM(S), and describe their basic properties. We examine the motivic cohomology theory: H p (X, Z(q)) := HomDM(V (ZS , ZX (p)[q]) in Chapter II. We deﬁne the Chow group of an object Γ of DM(S), CH(Γ), as well as the cycle class map clΓ : CH(Γ) → HomDM(S) (1, Γ), and give a criterion for clΓ to be an isomorphism for all Γ in DM(S). We verify this criterion in case S = Spec k, or S a smooth curve over k, where k is a ﬁeld. This shows in particular that (in these cases) the motivic cohomology H p (X, Z(q)) agrees with Bloch’s higher Chow groups CHq (X, 2q − p), which puts the higher Chow groups in a categorical framework. Assuming the above mentioned criterion is satisﬁed, we derive a number of additional useful consequences for the motivic cohomology, such as the existence of a Gersten resolution for the associated (Zariski) cohomology sheaves. Chapter III deals with the relationship between motivic cohomology and Ktheory. We construct Chern classes with values in motivic cohomology, for both K0 and higher K-theory, satisfying the standard properties, e.g., Whitney product formula, projective bundle formula, etc. We also construct push-forward maps in motivic cohomology for a projective morphism, and verify the standard properties, including functoriality and the projection formula. Both the Chern classes, and the projective push-forward maps are constructed not just for smooth varieties, but also for diagrams of smooth varieties. We prove the Riemann-Roch theorem without
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denominators, and the usual Riemann-Roch theorem. As an application, we show that the Chern character gives an isomorphism of rational motivic cohomology with weight-graded K-theory, for motives over a ﬁeld or a smooth curve over a ﬁeld. In Chapter IV we examine duality in a tensor category and in a triangulated tensor category, and apply this to the construction of the duality involution on the full subcategory DM(S)pr of DM(S) generated by smooth projective S-schemes in SmS . Combined with the operation of cup-product by cycle classes, this gives the action of correspondences as homomorphisms in the category DM(S), and leads to a fully faithful embedding of the category of graded Chow motives (over a ﬁeld k) into DM(Spec k). We deﬁne the homological motive, the Borel-Moore motive and the compactly supported motive. We also relate the motive of X with compact support to a ¯ relative to inﬁnity” if X admits a compactiﬁcation X ¯ as a smooth “motive of X projective S-scheme with a complement a normal crossing scheme. We then examine extensions of the motivic theory to non-smooth S-schemes. We give a construction of the Borel-Moore motive and the motive with compact support for certain non-smooth S-schemes; as an application we prove a RiemannRoch theorem for singular varieties. We give a construction of the (cohomological) motive of k-scheme of ﬁnite type, for k a perfect ﬁeld admitting resolution of singularities, using the theory of cubical hyperresolutions. Chapter V deals with realization of the motivic category. We describe the construction of the realization functor Γ associated to a cohomology theory Γ(∗); we need to give a somewhat diﬀerent characterization of the cohomology theory from that of Bloch-Ogus [20] or Gillet [46], but it seems that this type of cohomology theory is general enough for many applications. We construct the Betti, ´etale and Hodge realizations of DM(V) in subsequent sections; we also give the realization to Saito’s category of mixed Hodge modules [110] (over a smooth base) and to a version of Jannsen’s category [71] of mixed absolute Hodge complexes. In Chapter VI we examine various known “motivic” constructions, and reinterpret them in the category DM. We look at Milnor K-theory, prove the motivic Steinberg relation, and give a version of Beilinson’s polylogarithm. We also relate the category DM(Spec k) to Voevodsky’s motivic category DMgm (k) [124] (k a perfect ﬁeld admitting resolution of singularities), and show the two categories are equivalent. There are two appendices. In Appendix A, we give a review of a part of the theory of equi-dimensional cycles due to Suslin-Voevodsky [117]. In Appendix B, we collect some foundational notions and results on algebraic K-theory. We have collected in a second portion of this volume the various categorical constructions necessary for the paper; we refer the reader to the introduction of Part II for an overview.



CHAPTER I



The Motivic Category This chapter begins with the construction of the motivic DG category Amot (V). We construct the triangulated motivic category DM(V) and describe its basic properties in Section 2; we also deﬁne the motives of various types of diagrams of schemes, e.g., simplicial schemes, cosimplicial schemes, n-cubes of schemes, as well as giving a general construction for an arbitrary ﬁnite diagram. In Section 3, we deﬁne the fundamental motivic cycles functor, and discuss its connection with the morphisms in the homotopy category of complexes Kb (Amot (V)). The rough idea of the construction of DM(S) is as follows: Naively, one might attempt to construct DM(S) by the following process (for simplicity, assume the base S is Spec of a ﬁeld): (i) Form the additive category generated by Smop S × Z; denote the object (X, n) by ZX (n), and the morphism pop × idn : ZX (n) → ZY (n) corresponding to a morphism p : Y → X in SmS by p∗ : ZX (n) → ZY (n). (ii) For each algebraic cycle Z of codimension d on X, adjoin a map of degree 2d [Z] : ZS → ZX (d), with the relation of linearity: [nZ + mW ] = n[Z] + m[W ]. (iii) Impose the relation of functoriality for the cycle maps, p∗ ◦ [Z] = [p∗ (Z)], where p : Y → X is a map in SmS , and Z is a cycle on X for which p∗ (Z) is deﬁned. This constructs an additive category A which has the objects, morphisms and relations needed to generate DM(S). The product of schemes over S, (X, Y ) → X ×S Y , extends to give A the structure of a tensor category with unit ZS . The construction then continues: (iv) Form the diﬀerential graded category of bounded complexes Cb (A) and the triangulated homotopy category Kb (A). The product × on A extends to give Kb (A) the structure of a triangulated tensor category. (v) Localize the category Kb (A) to impose the relations of a Bloch-Ogus cohomology theory, e.g.: (a) (Homotopy) Invert the map p∗1 : ZX (q) → ZX×S A1S (q). (b) (Mayer-Vietoris) Suppose X = U ∪ V , where j : U → X, k : V → X are open subschemes. Let iU : U ∩ V → U , iV : U ∩ V → V be the inclusions; the map j ∗ ⊕ k ∗ : ZX (q) → ZU (q) ⊕ ZV (q) 7
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extends to the map j ∗ ⊕ k ∗ : ZX (q) → cone(i∗U − i∗V )[−1]. Invert this map. (c) Continue inverting maps until the various axioms of a Bloch-Ogus cohomology theory are satisﬁed. (vi) This forms a triangulated tensor category; take the pseudo-abelian hull to give the triangulated tensor category DM(S). There are several problems with this naive approach. The ﬁrst is that the relation (iii) is only given for cycles Z for which the pull-back p∗ (Z) is deﬁned. Classically, this type of problem is solved by imposing an adequate equivalence relation on cycles, giving fully deﬁned pull-backs on the resulting groups of cycle classes. If one does this on the categorical level, one loses the interesting data given by the relations among the relations, and all such higher order relations. To avoid this, we make the operation of cycle pull-back fully deﬁned and functorial by reﬁning the category SmS , adjoining to a scheme X the data of a map f : X → X. For such a pair (X, f ), we have the group of cycles Z(X)f consisting of those cycles Z for which the pull-back f ∗ (Z) is deﬁned. We assemble such pairs (X, f ) into a category L(SmS ) for which the assignment (X, f ) → Z(X)f forms a functor. Second, one would like a Bloch-Ogus cohomology theory Γ(∗) on SmS to give rise to a realization functor Γ from Db (A) to the appropriate derived category of sheaves on the base S. In attempting to do this, one runs into two related problems: 1. For Z a cycle on X, the cycle class of Z with respect to the Γ-cohomology is represented by a cocycle in the appropriate representing cochain complex, but the choice of representing cocycle is not canonical. Thus, the pullback of this representing cocycle is not functorial, but only functorial up to homotopy. 2. For most cohomology theories, the cup products are deﬁned by associative products on representing cochain complexes, but these products are usually only commutative up to homotopy; the tensor product we have deﬁned above on A is, however, strictly commutative. The problem (1) is solved by replacing strict identities with identities up to homotopy; in categorical terms, one replaces the additive category sketched above with a diﬀerential graded category. The problem (2) is more subtle, and is solved by replacing the unit in A with a “fat unit” e. This fat unit generates a DG tensor subcategory E, in which the various symmetry isomorphisms are made trivial, up to homotopy and all higher homotopies, in as free a manner as possible. This absorbs the usual cohomology operations, so that the motivic DG category becomes homotopy equivalent to a model which is only commutative up to homotopy and all higher homotopies. Having made these technical modiﬁcations, one can still view the motivic category as being built out of the geometry inherent in the category of smooth quasiprojective S-schemes and the algebraic cycles on such schemes, extended by formally taking complexes, and then superimposing the homological algebra of the localized homotopy category. From this point of view, all properties of the motivic category ﬂow from the mixing of homological algebra with the geometry of schemes and algebraic cycles. In fact, for motives over a ﬁeld, we actually recover the naive
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description of the motivic category, once we identify the resulting motivic cohomology with Bloch’s higher Chow groups (see the introduction to Chapter IV for further details). 1. The motivic DG category 1.1. The category L(V) By scheme, we will mean a noetherian separated scheme. For a scheme S, an Sscheme W is essentially of ﬁnite type over S if W is the localization of a scheme of ﬁnite type over S. Let SchS denote the category of schemes over S, and SmS the full subcategory of smooth quasi-projective S-schemes. We let Smess S denote the full subcategory of SchS of localizations of schemes in SmS . 1.1.1. Let S be a reduced scheme, and let V be a strictly full subcategory of Smess S . We assume that S is in V and that V is closed under the operations of product over S and disjoint union. In particular, the category V is a symmetric monoidal subcategory of SchS . 1.1.2. Definition. Let L(V) denote the category of equivalence classes of pairs (X, f ), where X is an object of V and f : X → X is a map in Smess S , such that there is a section s : X → X to f , with s a smooth morphism; two pairs (X, f : X → X), (X, g : X 



→ X) being equivalent if there is an isomorphism, h : X → X 



, with f = g ◦ h. For (X, f : X → X) and (Y, g : Y → Y ) in L(V), HomL(V) ((Y, g), (X, f )) is the subset of HomV (Y, X) deﬁned by the following condition: A morphism p : Y → X in V gives a morphism p : (Y, g) → (X, f ) in L(V) if there is a ﬂat map q : Y → X 



over S making the diagram Y 



q



g



 Y



/ X



f



p



 /X



commute. Composition is induced from the composition of morphisms in SchS ; this is well-deﬁned since the composition of ﬂat morphisms is ﬂat. 1.1.3. The condition that a morphism f : X → X have a smooth section s: X → X 



is the same as saying that we can write X as a disjoint union X = X0 X1 such that the restriction of f to f0 : X0 → X is an isomorphism. Indeed, a section s must be a closed embedding, and a smooth closed embedding is both open and closed. Thus, each object of L(V) is equivalent to a pair of the form (X, f ∪ idX ), where f : Z → X is a map in Smess S . We also note that each morphism f : X → Y in V can be lifted to a morphism in L(V); for example, f : (X, idX ) → (Y, f ∪ idY ) is one such lifting. 1.1.4. If (X, f ), (Y, g) are in L(V), then (X ×S Y, f × g) is also in L(V), as smooth sections s : X → X to f , t : Y → Y to g determine the smooth section s × t to f × g. For (X, f ), (Y, g) and (Z, h) in L(V), we let (X, f ) × (Y, g) denote the object
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(X ×S Y, f × g), and we let a(X,f ),(Y,g),(Z,h)



((X, f ) × (Y, g)) × (Z, h) −−−−−−−−−−→ (X, f ) × ((Y, g) × (Z, h)), t(X,f ),(Y,g)



(X, f ) × (Y, g) −−−−−−−→ (Y, g) × (X, f ) be the isomorphisms induced by the associativity and symmetry isomorphisms in Smess S . The proof of the following proposition is elementary: 1.1.5. Proposition. (i) The category L(V) with product ×, symmetry t, associativity a and unit (S, idS ) is a symmetric monoidal category. (ii) The projection p1 : L(V) → V deﬁnes a faithful symmetric monoidal functor. 1.2. Cycles for the category L(V) For a smooth S-scheme X, essentially of ﬁnite type over S, we have the subgroup Z d (X/S) of the group of relative codimension d cycles on X (see Appendix A, Deﬁnition 2.2.1(ii)); for a cycle W , we let supp(W ) denote the support of W . 1.2.1. Definition. Let (X, f : X → X) be in L(V). We let Z d (X)f denote the subgroup of Z d (X/S) consisting of W ∈ Z d (X/S) such that f ∗ (W ) is deﬁned, i.e., codimX  (f −1 (supp(W ))) ≥ d. The reason for constructing the category L(V) is that pull-back of cycles is now deﬁned for arbitrary morphisms, without the need of passing to rational equivalence. This is more precisely expressed in 1.2.2. Lemma. (i) Suppose p : (Y, g) → (X, f ) is a map in L(V). Then for each Z in Z d (X)f , the cycle-theoretic pull-back p∗ (Z) is deﬁned, and is in Z d (Y )g . q p (ii) Let (W, h) − → (Y, g) − → (X, f ) be a sequence of maps in L(V), and let Z be in d Z (X)f . Then (p ◦ q)∗ (Z) = q ∗ (p∗ (Z)). Proof. It suﬃces to prove (i) for eﬀective cycles Z. Let s : Y → Y be the smooth section to g : Y → Y . By deﬁnition, we have a commutative diagram X o



q



g



s



f



 Xo



YO 



p



Y







with q ﬂat. By assumption, the cycle f ∗ (Z) is deﬁned. As q is ﬂat and s are smooth, this implies that (q ◦ s)∗ (f ∗ (Z)) is deﬁned. We have f ◦ q ◦ s = p ◦ g ◦ s = p; by (Appendix A, Theorem 2.3.1(iv)), p∗ (Z) is deﬁned and is in Z d (Y /S). Similarly, the cycle q ∗ (f ∗ (Z)) is deﬁned; as f ◦ q = p ◦ g, the same argument shows that g ∗ (p∗ (Z)) is deﬁned, hence p∗ (Z) is in Z d (Y )g , completing the proof of (i). The assertion (ii) follows from (Appendix A, Theorem 2.3.1(v)). 1.3. The category L(V)∗ We consider a set S as a category with objects S and only the identity morphisms.



1. THE MOTIVIC DG CATEGORY



11



1.3.1. In the category L(V)op × Z, denote the object ((X, f ), n) by X(n)f ; for a morphism p : (Y, g) → (X, f ) in L(V), denote the corresponding morphism pop × idn : X(n)f → Y (n)g by p∗ . Giving Z the structure of a symmetric monoidal category with operation + gives L(V)op × Z the structure of a symmetric monoidal category with symmetry tX(n)f ,Y (m)g = t∗(Y,g),(X,f ) × idn+m . 1.3.2. Definition. Form the category L(V)∗ by adjoining morphisms and  relations to L(V)op × Z as follows: For (X, f ) and (Y, g) in V ∗ , with i : X → X Y the inclusion, we adjoin the morphism  Y )(n)f g . i∗ : X(n)f → (X



`



The relations imposed among the morphisms are:     (a) If i : X → X Y , j : X Y → X Y Z are the natural inclusions, then (i ◦ j)∗ = i∗ ◦ j∗ . (b) Letpi : (Yi , gi ) → (Xi , fi ), i  = 1, 2, be morphisms in L(V), and let iY1 : Y1 → Y1 Y2 and iX1 : X1 → X1 X2 be the natural inclusions. Then  iY1 ∗ ◦ p∗1 = (p1 p2 )∗ ◦ iX1 ∗ .  (c) For i : X → X ∅ the canonical isomorphism, we have i∗ ◦ i∗ = id. 1.3.3. One extends the symmetric monoidal structure on L(V)op × Z to one on L(V)∗ by deﬁning  iX∗ × id∗ : X(n)f × Z(k)h → (X(n)f Y (m)g ) × Z(k)h to be the composition X(n)f × Z(k)h = (X ×S Z)(n + k)f ×h iX×



Z∗



S −−−− −→ (X ×S Z)(n + k)f ×h







(Y ×S Z)(m + k)g×h  ∼ Y (m)g ) × Z(k)h . = (X(n)f



The map id∗ × iX∗ is deﬁned similarly. One checks that the uniquely deﬁned extension of × to a product × on L(V)∗ does indeed deﬁne the structure of a symmetric monoidal category on L(V)∗ . In particular, the canonical functor L(V)op × Z → L(V)∗ is a symmetric monoidal functor. The notation for the maps p∗ and i∗ is rather ambiguous, as we have deleted the dependence on the sets of maps and the integer n. This will usually be clear from the context. There are some special cases for which it is useful to have another notation L(V), and for various morphisms; for instance, let (X, f : X → X) be an object of  let g : Z → X be a morphism in V. This gives us the map f ∪ g : X Z → X and the object (X, f ∪ g) of L(V). The identity on X gives the L(V)-morphism idX : (X, f ) → (X, f ∪ g). We denote the corresponding L(V)∗ -morphism id∗X by (1.3.3.1)



ρf,g : X(n)f ∪g → X(n)f .



12



I. THE MOTIVIC CATEGORY



1.3.4. Remark. The identity in the symmetric monoidal category L(V) is the object (S, idS ). We will systematically identify the schemes S ×S X and X ×S S with X via the appropriate projection; this gives us the identities in L(V): (X, f ) × (S, idS ) = (X, f )



(S, idS ) × (X, f ) = (X, f ).



This makes L(V) into a symmetric monoidal category with strict unit (S, idS ), i.e., the multiplication maps µr : (X, f ) × (S, idS ) → (X, f ), µl : (S, idS ) × (X, f ) → (X, f ) are the identity maps. Similarly, this makes L(V)∗ into a symmetric monoidal category with strict unit S(0)idS . 1.4. The construction of the motivic DG tensor category We now proceed to deﬁne a diﬀerential graded tensor category Amot (V) in a series of steps. 1.4.1. Definition. Let A1 (V) be the free additive category on L(V)∗ , with the following relations; we denote X(d)f as an object of A1 (V) by ZX (d)f . (i) Let ∅ be the empty scheme. The canonical map of Z∅ (d)f to 0 is an isomorphism.   (ii) for (X, f ) and (Y, g) in L(V), let iX : X → X Y , iY : Y → X Y be the natural inclusions, and let Γ = Z(X Y ) (n)(f g) . Then



`



`



iX∗ ◦ i∗X + iY ∗ ◦ i∗Y = idΓ . 1.4.2. One checks that the linear extension of the product × : L(V)∗ × L(V)∗ → L(V)∗ descends to the product × : A1 (V) ⊗Z A1 (V) → A1 (V), making A1 (V) into a tensor category; the associativity and symmetry isomorphisms are given by the corresponding maps in L(V)∗ . 1.4.3. Let (C, ×, t) be a tensor category without unit. We recall from (Part II, Chapter I, §2.4.2 and §2.4.3) the construction of the universal commutative external product on (C, ×, t), i.e., a tensor category without unit (C ⊗,c , ⊗, τ ), together with an additive functor i : C → C ⊗,c and a natural transformation  : ⊗ ◦(i ⊗Z i) → i ◦ × of the functors ⊗ ◦ (i ⊗Z i), i ◦ × : C ⊗Z C → C ⊗,c . The natural transformation  is associative and commutative (cf. Part II, Chapter I, Deﬁnition 2.4.1). The category C ⊗,c is gotten from the free tensor category on C, (C ⊗ , ⊗, τ ), by adjoining morphisms X,Y : X ⊗ Y → X × Y for each pair of objects X and Y , and imposing the relations of 1. (Naturality) For f : X → X , g : Y → Y in C, we have X  ,Y  ◦ (f ⊗ g) = (f × g) ◦ X,Y , 2. (Associativity) For X, Y and Z in C, we have X×Y,Z ◦ (X,Y ⊗ idZ ) = X,Y ×Z ◦ (idX ⊗ Y,Z ), 3. (Commutativity) For X and Y in C, we have tX,Y ◦ X,Y = Y,X ◦ τX,Y . 1.4.4. Definition. Let (A2 (V), ⊗, τ ) be the universal commutative external product on A1 (V): A2 (V) := A1 (V)⊗,c , with external products X,Y : X ⊗ Y → X × Y.
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1.4.5. We recall from (Part II, Chapter II, §3.1), the homotopy one point DG tensor category (E, ⊗, τ ). E has the following properties (see Part II, Chapter II, Proposition 3.1.12) 1. E is a DG tensor category without unit. There is an object e of E which generates the objects of E, i.e., the objects of E are ﬁnite direct sums of the tensors powers e⊗a , a = 1, 2 . . . . 2. We have HomE (e⊗m , e⊗n )q = 0 if n = m, or if n = m and q > 0. We have HomE (e⊗n , e⊗n )0 ∼ = Z[Sn ], the isomorphism sending a permutation σ ∈ Sn to the symmetry isomorphism τσ : e⊗n → e⊗n . This gives the Hom-module HomE (e⊗n , e⊗n )q the structure of a module over Z[Sn ] by left or right composition. 3. For q < 0, HomE (e⊗n , e⊗n )q is a free Z[Sn ]-module by both left and right composition (or is zero). 4. The cohomology of the Hom-complex is given by  Z with generator ide⊗n for q = 0, H q (HomE (e⊗n , e⊗n )∗ ) = 0 for q = 0. We consider A2 (V) as a DG tensor category without unit, where all diﬀerentials are zero. Let A2 (V)[E] denote the coproduct as DG tensor categories without unit. 1.4.6. Definition. Let A3 (V) be the DG tensor category formed from A2 (V)[E] by adjoining maps as follows: Let (X, f ) be in L(V), and let Z be a non-zero element of Z d (X)f . Then we adjoin the map of degree 2d: (1.4.6.1)



[Z] : e → ZX (d)f .



For Z = 0 ∈ Z d (X)f , deﬁne the map [Z] : e → ZX (d)f to be the zero map. 1.4.7. The cycles functor. We now adjoin homotopies to the category A3 (V) which make the various cycle maps behave as cycle maps should. We require the preliminary construction of the cycles functor Z1 on A1 (V). For each q, let (1.4.7.1)



Z q : L(V)op → Ab



be the functor Z q (X, f ) = Z q (X)f Z q (p) = p∗ , which is well-deﬁned by Lemma 1.2.2. The functors (1.4.7.1) for q = 0, 1, . . . give rise to the functor (1.4.7.2)



Z : L(V)∗ → Ab,



deﬁned on objects by Z(X(q)f ) = Z q (X)f . The deﬁnition of Z on morphisms is given by Z(j ∗ ) = j ∗ ; Z(i∗ ) = i∗ . It is immediate that Z respects the relations of Deﬁnition 1.3.2, and is thus welldeﬁned. The functor (1.4.7.2) extends to the functor (1.4.7.3)



Z1 : A1 (V) → Ab,



using the additive structure of Ab.
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1.4.8. Definition. Form the DG tensor category without unit A4 (V) by adjoining the following morphisms to A3 (V): (i) Let (Y, g), (X, f ) be in L(V), and let p : ZX (q)f → ZY (q)g be a map in A1 (V). Let Z be a non-zero cycle in Z q (X)f . From (1.4.7.3), we have the cycle Z1 (p)(Z) ∈ Z q (Y )g . Then we adjoin the map of degree 2q − 1: hX,Y,[Z],p : e → ZY (q)g with dhX,Y,[Z],p = p ◦ [Z] − [Z1 (p)(Z)]. (ii) Let (Y, g), (X, f ) be in L(V), and let (W, r) = (X, f ) × (Y, g). Take cycles  Z ∈ Z q (X)f and T ∈ Z q (Y )g . Let Γ = ZX (q)f and ∆ = ZY (q )g , giving the product Γ × ∆ = ZW (q + q )r . Write 1 for ZS (0)idS . From (Appendix A,  Remark 2.3.3), we have the product cycle Z ×/S T in Z q+q (W )q . Then we adjoin the morphisms of degree 2(q + q ) − 1, hlX,Y,[Z],[T ] : e ⊗ e → ZW (q + q )r , hrX,Y,[Z],[T ] : e ⊗ e → ZW (q + q )r , with dhlX,Y,[Z],[T ] = Γ,∆ ◦ ([Z] ⊗ [T ]) − Γ×∆,1 ◦ ([(Z ×/S T )] ⊗ [S]), dhrX,Y,[Z],[T ] = Γ,∆ ◦ ([Z] ⊗ [T ]) − 1,Γ×∆ ◦ ([S] ⊗ [Z ×/S T ]). Here [Z] : e → ZX (q)f , [T ] : e → ZY (q )g , [Z ×/S T ] : e → ZW (q + q )r , [S] : e → 1 are the cycle maps deﬁned in Deﬁnition 1.4.6, and Γ,∆ : Γ ⊗ ∆ → Γ × ∆ = ZW (q + q )r , Γ×∆,1 : (Γ × ∆) ⊗ 1 → (Γ × ∆) × 1 = Γ × ∆, 1,Γ×∆ : 1 ⊗ (Γ × ∆) → 1 × (Γ × ∆) = Γ × ∆ are the external products. (iii) Let (X, f ) be in L(V), let Z and Z be elements of Z q (X)f , and let n, n be in Z. Adjoin the map of degree 2q − 1: hn,n ,[Z],[Z  ] : e → ZX (q)f with dhn,n ,[Z],[Z  ] = [nZ + n Z ] − n[Z] − n [Z ]. 1.4.9. Definition. Let A5 (V) denote the category gotten from A4 (V) by successively adjoining morphisms h : e⊗k → ZX (n)f as follows: Let A5 (V)(0) := A4 (V). Suppose we have formed the DG tensor category without unit A5 (V)(r−1) , r ≥ 1. Let A5 (V)(r,0) := A5 (V)(r−1) , and suppose we have formed A5 (V)(r,k−1) for some k ≥ 1. Form the DG tensor category A5 (V)(r,k) by adjoining morphisms of degree 2n − r − 1, hs : e⊗k → ZX (n)f ,
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to A4 (V)(r,k−1) , with dhs = s, for each non-zero morphism s : e⊗k → ZX (n)f in A4 (V)(r,k−1) such that s has degree 2n − r and ds = 0. Let A4 (V)(r,k) , A4 (V)(r) := lim → k



A4 (V)(r) . A5 (V) := lim → r



1.4.10. Definition. Amot (V) is deﬁned to be the full additive subcategory of A5 (V) generated by tensor products of objects of the form ZX (n)f , or e⊗a ⊗ ZX (n)f . It follows immediately from the deﬁnition of the tensor product in A5 (V) that Amot (V) is a DG tensor subcategory of the DG tensor category without unit A5 (V). 1.4.11. Remark. We denote the object ZS (0)idS of Amot (V) by 1. Let h : e⊗a → ZX (n)f be a morphism in A5 (V). We let hS : e⊗a ⊗ 1 → ZX (n)f denote the composition ZX (n)f ,1



1 e⊗a ⊗ 1 −−−−→ ZX (n)f ⊗ 1 −−−−−−→ ZX (n)f .



h⊗id



It follows directly from (Part II, Chapter I, Proposition 2.5.2), that the map HomA5 (V) (e⊗a , Γ) → HomAmot (V) (e⊗a ⊗ 1, Γ) f → f S is an isomorphism for all Γ in A1 (V). We sometimes omit the the context makes the meaning clear.



S



in the notation if



1.4.12. Definition. For n = 4, 5 and n = mot, we let A0n (V) denote the graded tensor category gotten from An (V) by sending to zero all the maps of Deﬁnition 1.4.8 and Deﬁnition 1.4.9, and the morphisms of degree p < 0 in the category E, as well as their diﬀerentials. We let (1.4.12.1)



Hn : An (V) → A0n (V)



denote the canonical DG functor. We note that the natural map A04 (V) → A05 (V) is an isomorphism, and that A0mot (V) is the full tensor subcategory of A05 (V) generated by the objects of Amot (V). Furthermore, A04 (V) is isomorphic to the graded tensor category gotten from A3 (V) by imposing the relations (see Deﬁnition 1.4.8 for notation): (i) Let (Y, g), (X, f ) be in L(V), and let p : ZX (d)f → ZY (d)g be a map in A1 (V). Let Z be a cycle in Z d (X)f . Then p ◦ [Z] = [Z1 (p)(Z)]. (ii) Let (Y, g), (X, f ) be in L(V), and let (W, h) = (X, f ) × (Y, g). Take Z in Z d (X)f and T in Z e (Y )g . Let Γ = ZX (d)f , ∆ = ZY (e)g , so Γ × ∆ = ZW (d + e)h . Then Γ,∆ ◦([Z] ⊗ [T ]) = Γ×∆,1 ◦ ([Z ×S T ] ⊗ [|S|]), Γ,∆ ◦([Z] ⊗ [T ]) = 1,Γ×∆ ◦ ([|S|] ⊗ [Z ×S T ]). (iii) Let (X, f ) be in L(V), let Z and Z be elements of Z d (X)f , and let n, n be in Z. Then [nZ + n Z ] = n[Z] + n [Z ].
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(iv) Let τe,e : e ⊗ e → e ⊗ e be the symmetry isomorphism. Then τe,e = ide⊗e . 2. The triangulated motivic category In this section, we construct the main object of our study. The idea is quite simple: We have all the necessary morphisms and relations among them in the category Amot (V). We construct a triangulated tensor category from Amot (V) by taking the homotopy category of the category of bounded complexes on Amot (V) (see Part II, Chapter II, §1.2 and §2.1). We then localize this category, forcing the various axioms of a Bloch-Ogus cohomology theory, suitably interpreted, to be valid. Finally, we form the pseudo-abelian hull. 2.1. The deﬁnition of the triangulated motivic category We recall from (Part II, Chapter II, Deﬁnition 1.2.7) the functor Cb (−) from DG categories to DG categories, which associates to a DG category A the category Cb (A) of bounded complexes in A. We have the functor Kb (−) := Cb (−)/Htp, which gives a functor from DG categories to triangulated categories (see Part II, Chapter II, Deﬁnition 1.2.7 and Proposition 2.1.6.4). We apply these functors to the categories constructed in Section 1. We denote the categories Cb (Amot (V)) and Kb (Amot (V)) by Cbmot (V) and b Kmot (V). 2.1.1. We recall from (Part II, Chapter II, §2.1 and §2.3) the notions of a triangulated category A, a thick subcategory B of A, and the triangulated category A/B formed by localizing A with respect to B. We recall as well the notions of triangulated tensor category A, a thick tensor subcategory B of A, and the triangulated tensor category A/B formed by localizing A with respect to B. If S = {hi : Xi → Yi | i ∈ I} is collection of morphisms in a triangulated category A, we let A(S) be the thick subcategory generated by the objects Z which h



→Y − →Z− → X[1] with h ∈ S, and call A/A(S) ﬁt into a distinguished triangle X − the triangulated category formed by inverting the morphisms in S. Similarly, if A is a triangulated tensor category, we let A(S)⊗ be the thick tensor subcategory generated by the objects Z as above. We call A/A(S)⊗ the triangulated tensor category formed by inverting the morphisms in S. 2.1.2. Suppose we have a morphism f : A → B in a DG category C, with df = 0. We denote the object cone(f )[−1] of Cb (C) by   A f → B[−1] or  f ↓  . A− B[−1] ˆ be a closed subset of X, and let 2.1.3. Let (X, f : X → X) be in L(V), let X ˆ We write j ∗ f for the map j : U → X be the inclusion of the complement X\X. 



p1 : U ×X X → U . Suppose that the maps j:U → X ∗



j f : U ×X X → U
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are in V. Deﬁne the object ZX,Xˆ (n)f of Cbmot (V) by (2.1.3.1)



ZX,Xˆ (n)f := cone(j ∗ : ZX (n)f → ZU (n)j ∗ f )[−1].



If (Y, g) is in L(V), if Yˆ is a closed subset of Y , with complement i : V := Y \Yˆ → Y , and if the maps i and i∗ g are in V, then each map p : (X, f ) → (Y, g) in L(V), with ˆ induces the map p−1 (Yˆ ) ⊂ X, p∗ : ZY,Yˆ (n)g → ZX,Xˆ (n)f ,



(2.1.3.2)



deﬁned as the map of complexes 



 p∗   −→ ZY (n)g ZX (n)f     j∗ ↓ i∗ ↓ ZV (n)i∗ g [−1] −−∗−−→ ZU (n)i∗ f [−1] . p [−1]



ˆ we have the map (see DeﬁniIf Z ∈ Z n (X)f is a cycle on X, supported on X, tion 1.4.8) hZ,j ∗ : e → ZU (d)j ∗ A [2n − 1], dhZ,j ∗ = j ∗ ◦ [Z] − [j ∗ Z] = j ∗ ◦ [Z]. The pair ([Z], hZ,j ∗ ) then deﬁnes the cycle map with support (2.1.3.3)



[Z]Xˆ : e → ZX,Xˆ (n)f [2n]



in the category Cb (A5 (V)). These cycle maps with support are functorial in the category Kb (A5 (V)). ˆ be a closed subset of Let X be a smooth quasi-projective S-scheme, and let X ˆ ˆ ˆ X with irreducible components X1 , . . . , Xs . We let |X| be the cycle on X deﬁned  ˆ = s 1 · Xi by |X| i=1 2.1.4. Definition. Let V be a strictly full subcategory of Smess S satisfying the following conditions: (i) V is closed under ﬁnite products over S and ﬁnite disjoint union; in particular, S and the empty scheme are in V. (ii) If X is in V, and j : U → X an open subscheme of X, then U is in V. (iii) If X is in V and E → X is a vector bundle, then E and the projective bundle P(E) are in V. (iv) If i : Z → X is a closed embedding in V, then the blow-up of X along Z is in V. Form the triangulated tensor category Dbmot (V) from Kbmot (V) by inverting the following morphisms: (a) Homotopy. Let p : (X, f ) → (Y, g) be a map in L(V), where p : X → Y is the inclusion of a closed codimension one subscheme. Let Yˆ ⊂ Y be a closed ˆ = p−1 (Yˆ ) (scheme-theoretic pull-back). Suppose subset of Y , and let X ess ˆ ×S A1 → Yˆ , ˆ that X is in SmS , and that we have an isomorphism q : X S
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making the diagram p



ˆ X O



/ Yˆ O



p1



q



⊂



ˆ ×0 X



ˆ × S A1 X S



commute. Then invert the map p∗ : ZY,Yˆ (n)g → ZX,Xˆ (n)f . ˆ a closed subset of X, j : U → X an open (b) Excision. Let (X, f ) be in L(V), X ˆ Invert the map subscheme containing X. j ∗ : ZX,Xˆ (n)f → ZU,Xˆ (n)∗j f. (c) K¨ unneth isomorphism. Let X and Y be in A1 (V). Invert the map X,Y : X ⊗ Y → X × Y. (d) Gysin isomorphism. Let p : (P, g) → (X, f ) be a map in L(V), and suppose p : P → X is a smooth morphism of relative dimension d. Suppose we have a section s : X → P to p with |s(X)| in Z d (P )g . Let α : e ⊗ ZX (n − d)f [−2d] → ZP ×S P,s(X)×S P (n)g×g denote the composition [|s(X)|]s(X) ⊗p∗



e ⊗ ZX (n − d)f [−2d] −−−−−−−−−−→ ZP,s(X) (d)g ⊗ ZP (n − d)g 



−→ ZP ×S P,s(X)×S P (n)g×g . Let ρ be the map (1.3.3.1) ρg×g,∆ : ZP ×S P,s(X)×S P (n)g×g∪∆ → ZP ×S P,s(X)×S P (n)g×g , where ∆ : P → P ×S P is the diagonal. Invert the map 



α −ρ : e ⊗ ZX (n − d)f [−2d] ⊕ ZP ×S P,s(X)×S P (n)g×g∪∆ 0 ∆∗ → ZP ×S P,s(X)×S P (n)g×g ⊕ ZP,s(X) (n)g . (e) Moving lemma. Let (X, f ) be in L(V), and let g : Z → X be a morphism in V. Invert the morphism (1.3.3.1) ρf,g : ZX (n)f ∪g → ZX (n)f . (f) Unit. Invert the map [|S|] ⊗ id : e ⊗ ZS (0) → ZS (0) ⊗ ZS (0).
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2.1.5. For a pre-additive category A, and a commutative ring R, we let A ⊗ R denote the pre-additive category with the same objects as A, and with HomA⊗R (X, Y ) = HomA (X, Y ) ⊗Z R. If A is a DG tensor category, then A ⊗ R is in a natural way an R-DG tensor category; if A is a triangulated (tensor) category, and R is a localization of Z, then A ⊗ R is in a natural way a triangulated (tensor) category. Let R be a commutative ring, ﬂat over Z. Let Cbmot (V)R = Cb (Amot (V) ⊗ R) and let Kbmot (V)R be the homotopy category of Cbmot (V)R . Let Dbmot (V)R be the localization of Kbmot (V)R with respect to the thick tensor subcategory generated by the morphisms in Deﬁnition 2.1.4. We note that the natural map Dbmot (V) ⊗ R → Dbmot (V)R is an equivalence of triangulated tensor categories if R is a localization of Z. 2.1.6. Definition. Let R be a commutative ring, ﬂat over Z. Let DM(V)R be the pseudo-abelian hull [Dbmot (V)R ]# of Dbmot (V)R (see Part II, Chapter II, Deﬁnition 2.4.1 and Theorem 2.4.7). We call DM(V)R the triangulated motivic category of V with R coeﬃcients. We set DM(S)R := DM(SmS )R . We have the fully faithful embedding # : Dbmot (V)R → DM(V)R . We will often denote the category DM(V)R by DM, when the reference to R and V is understood. We let RX (n)f denote the image of ZX (n)f in DM(V)R or in Dbmot (V)R . 2.2. Properties of motives We begin with a list of fundamental properties of the objects ZX,Xˆ (q)f in DM(V); for a commutative ring R, ﬂat over Z, the analogous statements are valid for the ˆ a closed subset of X ∈ V, we category Dbmot (V)R and DM(V)R as well. For X write ZX,Xˆ (q) for ZX,Xˆ (q)id and ZX,Xˆ for ZX,Xˆ (0). 2.2.1. Homotopy. If we take (Y, g) = (X ×S A1 , id ∪ i0 ), where i0 : X → X ×S A1 is the zero section, we have the map i0 : (X, idX ) → (Y, g) in L(V). The homotopy ˆ = X, Yˆ = Y , gives the isomorphism axiom (Deﬁnition 2.1.4(a)), with X i∗0 : ZX×S A1 (0)id∪i0 → ZX . If we now apply the moving lemma (Deﬁnition 2.1.4(e)), we get the isomorphism in DM ∗ ρ−1 id,i0 ◦ i0 : ZX×S A1 → ZX . This then implies that the pull-back by the projection p : X × A1 → X gives the isomorphism p∗ : ZX → ZX×S A1 . ˆ is a closed subset of X with complement j : U → X, we have More generally, if X the commutative diagram ZU [−1] p∗



 ZU×S A1 [−1]



/ ZX,Xˆ p∗



 / ZX× A1 ,X× ˆ S A1 S



/ ZX



/ ZU



p∗



p∗



 / ZX×S A1



 / ZU×S A1
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with the rows distinguished triangles. Thus the map p∗ : ZX,Xˆ → ZX×S A1 ,X× ˆ S A1 is also an isomorphism. ˆ is a closed subset of a scheme X ∈ V. Since the 2.2.2. Moving lemma. Suppose X objects ZX,Xˆ (q)f , for varying f , are, by the isomorphism of Deﬁnition 2.1.4(e), all canonically isomorphic to ZX,Xˆ (q), we will denote all these objects by ZX,Xˆ (q), when the explicit use of the auxiliary f is not required. We let ρf : ZX,Xˆ (q)f → ZX,Xˆ (q) denote the canonical isomorphism. 2.2.3. Tate Twist. Let Γ be an object of DM, and let q be an integer. Denote ZS (q) ⊗ Γ by Γ(q). The isomorphism of Deﬁnition 2.1.4(c) gives rise to canonical isomorphisms Z



,Γ



µlΓ : Γ(0) = ZS ⊗ Γ−−−S−→Γ, Γ,Z



S µrΓ : Γ ⊗ ZS −−−−→ Γ,



and a canonical isomorphism ZS (a) ⊗ Γ(b) → Γ(a + b). For Γ = ZX,Xˆ (n), we have the canonical isomorphism S,X



ZX,Xˆ (n)(a) −−−→ ZX,Xˆ (a + n). 2.2.4. Unit. We denote the object ZS by 1. We let νa : e⊗a ⊗ 1 → 1



(2.2.4.1) denote the composition



[S]⊗a ⊗id1



1,... ,1



e⊗a ⊗ 1−−−−−−→1⊗a+1 −−−−→1. By the morphisms inverted in Deﬁnition 2.1.4(c),(f), νa is an isomorphism. 2.2.5. Gysin morphism. Let Kbmot (V)1 denote the category formed from the triangulated tensor category Kbmot (V) by inverting the morphisms of Deﬁnition 2.1.4(e) and (f). Let (X, f ), (Y, g) be in L(V), and let Z be in Z q (X)f , supported on a closed subset W , giving the cycle map with support (2.1.3.3). We let ∪[Z]W denote the composition (µl ◦([S]⊗id)−1



[Z]W ⊗id



ZY (n)g −−−−−−−−−→ e ⊗ ZY (n)g −−−−−→ ZX,W (d)f [2d] ⊗ ZY (n)g X,Y



−−−→ ZX×S Y,W ×S Y (n + d)f ×g [2d]. For p : (P, B) → (X, f ), s : X → P , and ρ as in Deﬁnition 2.1.4(d), we denote the composition ∪[|s(X)|]s(X)



p∗



(2.2.5.1) ZX (−d)f [−2d]−→ZP (−d)g [−2d] −−−−−−−−→ ZP ×S P,s(X)×S P (0)g×g ρ−1



∆∗



−−→ZP ×S P,s(X)× −→ ZP,s(X) (0)g ˆ S P (0)g×g∪∆ [2d]−
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by ∪[|s(X)|]◦p∗ . In the category Kbmot (V)1 , inverting the map of Deﬁnition 2.1.4(d) is the same as inverting the map (2.2.5.1). 2.2.6. Mayer-Vietoris. Let (X, f ) be in L(V), and let jU : U → X, jV : V → X be open subschemes. Let jU,U ∩V : U ∩ V → U,



jV,U∩V : U ∩ V → U,



jU∩V : U ∩ V → X



be the inclusions. It follows from the inversion of the maps in Deﬁnition 2.1.4(b) that there is a natural distinguished triangle (j ∗ ,j ∗ )



U V (2.2.6.1) ZX (n)f −−− −−→ZU (n)jU∗ f ⊕ ZV (n)jV∗ f ∗ ∗ jU,U ∩V −jV,U ∩V



−−−−−−−−−−→ZU∩V (n)jU∗ ∩V f −→ ZX (n)f [1] in DM. ˆ a closed subset. The motivic 2.2.7. Motivic cohomology. Let X be a scheme in V, X ˆ cohomology of X with support in X is deﬁned as p HX ˆ (q)[p]). ˆ (X, Z(q)) := HomDM (1, ZX,X



More generally, for an object Γ of DMR , deﬁne the motivic cohomology of Γ by H p (Γ, R(q)) = HomDMR (1, Γ(q)[p]). This is compatible with the above deﬁnition because of the Tate twist isomorphism §2.2.3. 2.2.8. Mod n motivic cohomology. For Γ in Cbmot (V), deﬁne Γ ⊗L Z/n as ×n



Γ ⊗L Z/n := cone(Γ −−→ Γ), and the mod-n motivic cohomology of Γ as H p (Γ, Z/n(q)) := H p (Γ ⊗L Z/n, Z(q)). For Γ = ZX,Xˆ (0), this gives us the mod-n motivic cohomology of X (with support ˆ in X) p p L HX ˆ (q) ⊗ Z/n). ˆ (X, Z/n(q)) := H (ZX,X



The distinguished triangle ×n



Γ −−→ Γ → Γ ⊗L Z/n → Γ[1] gives rise to the short exact “universal coeﬃcient” sequence 0 → H p (Γ, Z(q))/n → H p (Γ, Z/n(q)) → n H p+1 (Γ, Z(q)) → 0, where n H p+1 (Γ, Z(q)) is the n-torsion subgroup of H p+1 (Γ, Z(q)). 2.2.9. Motives and motives with support. Let PV denote the category of pairs ˆ where X ˆ a closed subset of X, and X is in V. A morphism p : (X, X) ˆ → (X, X), −1 ˆ We deﬁne the category PL(V) (Y, Yˆ ) is a morphism p : X → Y with p (Yˆ ) ⊂ X. ˆ ˆ ∈ PV, and (X, f ) ∈ L(V). similarly as the category of triples (X, X, f ) with (X, X) ˆ ˆ Morphisms p : (X, X, f ) → (Y, Y , g) are maps p : X → Y such that p : (X, f ) → (Y, g) ˆ → (Y, Yˆ ) is a morphism in PV. is a morphism in L(V) and p : (X, X)
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The maps p∗ of (2.1.3.2) induce maps on the motivic cohomology as follows. If ˆ f ) is a map in PL(V), we have the composition p : (Y, Yˆ , g) → (X, X, ρ−1 f



p∗



ρg



ZX,Xˆ (a)[b] −−→ ZX,Xˆ (a)f [b] −→ ZY,Yˆ (a)g [b] −→ ZY,Yˆ (a)[b] in DM. This deﬁnes the functor Z(a)[b] : PL(V)op → DM ˆ f ) → Z ˆ (a)f [b]. (X, X, X,X If we make another choice of f and g, with the same underlying map p : Y → X in V, the resulting composition is the same. We can take for example f = idX , g = idY ∪ p. Thus the functor Z(a)[b] descends to the functor Z(a)[p] : PV op → DM



(2.2.9.1)



ˆ → Z ˆ (a)[b]. (X, X) X,X



ˆ the object ZX is called We call the object ZX,Xˆ the motive of X with support in X; the motive of X. Composing Z(q)[p] with the functor HomDM (1, −) gives the motivic cohomology functor H p (−, Z(q)) : PV op → Ab. ˆ are closed subsets of X ∈ V, then idX : (X, X, ˆ idX ) → (X, X ˆ , idX ) ˆ ⊂ X If X ∗ induces the map idX : ZX,Xˆ  → ZX,Xˆ which we denote by iXˆ  ⊂X∗ ˆ : ZX,X ˆ  → ZX,X ˆ. 2.2.10. Mayer-Vietoris and localization for motives with support. The distinguished triangle of §2.2.6 gives rise to the Mayer-Vietoris distinguished triangle for the union ˆ =X ˆ1 ∪ X ˆ 2 are closed subsets of X ∈ V, let X ˆ 12 be the of two closed subsets: If X ˆ ˆ intersection X1 ∩ X2 . We have the distinguished triangle (iX ˆ



ˆ ∗ ,−iX ˆ ⊂X



ˆ ∗) ⊂X



1 ZX,Xˆ 12 −−−12 −−−− −−−−12−−−2−→ ZX,Xˆ1 ⊕ ZX,Xˆ2



iX ˆ



ˆ ⊂X∗ ˆ +iX ˆ ⊂X∗



1 2 −−− −−−−−− −−→ ZX,Xˆ − → ZX,Xˆ12 [1].



ˆ are closed We have as well the localization distinguished triangle: If F and X ˆ ˆ ∩ U , then subsets of X ∈ V, if j : U → X is the complement X\F , and if U = X we have the distinguished triangle (2.2.10.1)



j∗



iF ⊂F ∪X∗ ˆ



ZX,F −−−−−−→ZX,F ∪Xˆ −→ZU,Uˆ → ZX,F [1].



ˆ = X, we have the distinguished triangle In particular, taking X (2.2.10.2)



iF ⊂X∗



j∗



ZX,F −−−−→ZX −→ZU → ZX,F [1].



2.2.11. Products. The tensor product operation gives rise to external products in cohomology. Indeed, the operation ⊗ gives rise to the map HomDM (Z, X[p]) ⊗Z HomDM (W, Y [p ]) → HomDM (Z ⊗ W, X ⊗ Y [p + p ]), for X,Y , Z and W in DM. In particular, we have the map HomDM (1, ZX (q)[p]) ⊗Z HomDM (1, ZY (q )[p ]) → HomDM (1 ⊗ 1, ZX (q) ⊗ ZY (q )[p + p ]).
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Composing with the morphism X,Y : ZX (q) ⊗ ZY (q ) → ZX×S Y (q + q ), and the inverse of the multiplication isomorphism µ = 1,1 : 1 ⊗ 1 → 1, we get the map 







∪X,Y : H p (X, Z(q)) ⊗Z H p (Y, Z(q )) → H p+p (X ×S Y, Z(q + q )). If we take X = Y , we can compose with the pullback by the diagonal to get products in cohomology 







∪X : H p (X, Z(q)) ⊗Z H p (X, Z(q )) → H p+p (X, Z(q + q )). ˆ of X and Yˆ of Y , and let More generally, suppose we have closed subsets X ˆ ˆ jU : U := X \ X → X and jV : V := Y \ Y → Y be the complements. Letting ZX,Xˆ (q) × ZY,Yˆ (q ) denote the complex ((jU ×idY )∗ ,(idX ×jV )∗ )



ZX×S Y (q + q ) −−−−−−−−−−−−−−−→ ZU×S Y (q + q ) ⊕ ZX×S V (q + q ) (idU ×jV )∗ −(jU ×idV )∗



−−−−−−−−−−−−−−−→ ZU×S V (q + q ), the external products  give the isomorphism 



ZX,Xˆ (q) ⊗ ZY,Yˆ (q ) −→ ZX,Xˆ (q) × ZY,Yˆ (q ).



(2.2.11.1)



By Mayer-Vietoris (2.2.6), the map ((jU ×idY )∗ ,(idX ×jV )∗ )



(2.2.11.2) ZU×S Y ∪X×S V (q + q ) −−−−−−−−−−−−−−−→  cone ZU×S Y (q + q ) ⊕ ZX×S V (q + q )



(idU ×jV )∗ −(jU ×idV )∗ −−−−−−−−−−−−−−−→ ZU×S V (q + q ) [−1]



is an isomorphism in DM(V). The map (2.2.11.2), together with the identity map on ZX×S Y (q + q ), gives the map ˆ ˆ



X,Y 







θX,Y : ZX×S Y,X× ˆ Yˆ (q + q ) → ZX,X ˆ (q) × ZY,Yˆ (q );



θ is therefore an isomorphism in DM(V) as well. Composing θ−1 with the external product (2.2.11.1) gives us the isomorphism ˆ ˆ



X,Y X,Y : ZX,Xˆ (q) ⊗ ZY,Yˆ (q ) → ZX×S Y,X× ˆ Yˆ



in DM(V). As above, this gives us the external cup products (2.2.11.3)







ˆ ˆ







X,Y p p p+p 



∪X,Y : HX ˆ ˆ (X, Z(q)) ⊗Z HYˆ (Y, Z(q )) → HX×



ˆ (X



SY



×S Y, Z(q + q )),



and, for X = Y , the cup product ˆ ˆ











X,Y p p p+p 







∪X : HX ˆ  (X, Z(q )) → HX∩ ˆ X ˆ  (X, Z(q + q )). ˆ (X, Z(q)) ⊗Z HX



2.2.12. The Lefschetz motive. Let i0 : S → P1S and i1 : S → P1S be the sections with constant value (1 : 0), (1 : 1), respectively, and let L be the image in DM of the object cone(i∗1 : ZP1S (0)(i1 ,id) → ZS )[−1] of Cbmot (V). By the Gysin isomorphism (applied to the section i0 to the projection P1S → S), we have the isomorphism in DM (2.2.12.1)



ZP1S ,(1:0) (0)(ii ,id) ∼ = ZS (−1)[−2].
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Letting j : A1S → P1S be the inclusion of A1S as the open subscheme P1S \ {i0 (S)}, we have the commutative diagram ZP1S (0)(i1 ,id) JJ JJ JJJ JJJ i∗ 1 %



j∗



ZS



/ ZA1 (0)(i1 ,id) S tt t t ttt∗ yttt i1



with the right-hand map i∗1 an isomorphism by the homotopy axiom. This, together with (2.2.12.1), gives the isomorphism L ∼ = ZS (−1)[−2] in DM; as the map i1 is split by the projection P1S → S, we have the isomorphism ZP1S ∼ = ZS ⊕ L. n−1 n A similar argument, applied to the inclusion in : PS → PS as the hyperplane Xn = 0, gives the isomorphism ZPnS ∼ = ZS ⊕ ZPn−1 (−1)[−2]. By induction, this gives S the isomorphism in DM ZPnS ∼ = ⊕ni=0 L⊗i . 2.3. Motivic pull-back In this section, we examine the functoriality of the categories DM(V) in the category V. 2.3.1. If p : T → S is a map of schemes, we let p∗ : SchS → SchT denote the functor X → X ×S T . Let V be a subcategory of SchS and W a subcategory of SchT which satisfy the conditions of Deﬁnition 2.1.4(i)-(iv), so that DM(V) and DM(W) are deﬁned. Suppose that p∗ restricts to a functor p∗ : V → W. We proceed to construct an exact tensor functor (2.3.1.1)



DM(p∗ ) : DM(V) → DM(W).



2.3.2. We ﬁrst deﬁne the functor of DG tensor categories (2.3.2.1)



Amot (p∗ ) : Amot (V) → Amot (W).



On objects, (2.3.2.1) is given by (2.3.2.2)



Amot (p∗ )(ZX (a)f ) = Zp∗ (X) (a)p∗ (f ) .



On morphisms h∗ : ZX (a)f → ZY (a)g for a map h : (Y, g) → (X, f ) in L(V), (2.3.2.1) is given by (2.3.2.3)



Amot (p∗ )(h∗ ) = p∗ (h)∗ .



  p∗ (Y ) p∗ (Z)be the map If i : X → X Y is the inclusion, let p˜∗ (i) : p∗ (X) →  induced by p∗ (i) and the canonical isomorphism p∗ (Y Z) ∼ = p∗ (Y ) p∗ (Z), and deﬁne (2.3.2.4)



Amot (p∗ )(i∗ ) = p˜∗ (i)∗ .



Applying Deﬁnition 1.4.1 and Deﬁnition 1.4.4, the formulas (2.3.2.2), (2.3.2.3) and (2.3.2.4) extend canonically to deﬁne the tensor functor (2.3.2.5)



A2 (p∗ ) : A2 (V) → A2 (W).
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Now, let Z be an element of Z q (X)f for some (X, f ) ∈ L(V). We have the pull-back homomorphism deﬁned in (Appendix A, Lemma 2.2.3), p∗ : Z q (X/S) → Z q (X ×S T /T ). 2.3.3. Lemma. Let Z be in Z q (X)f . Then p∗ (Z) is in Z q (p∗ (X))p∗ (f ) , hence sending Z to p∗ (Z) deﬁnes a homomorphism p∗ : Z q (X)f → Z q (p∗ (X))p∗ (f ) Proof. Write f as f : X → X, giving the map p∗ (f ) = f × idT : X ×S T → X ×S T in W. By (Appendix A, Theorem 2.3.1(iv)), we have p∗ (f )∗ (p∗ (Z)) = p∗ (f ∗ (Z)), and p∗ (f )∗ (p∗ (Z)) is in Z q (p∗ (X )/T ). Thus p∗ (Z) is in Z q (p∗ (X))p∗ (f ) , completing the proof. 2.3.4. By (Appendix A, Theorem 2.3.1), the map p∗ on cycles is compatible with pull-back by maps in L(V), and we have the functoriality (p ◦ q)∗ = q ∗ ◦ p∗



(2.3.4.1) q



p



for a sequence of maps R − →T − → S of reduced noetherian schemes. Set A3 (p∗ )([Z]) := [p∗ (Z)], where [Z] : e → ZX (q)f [2q] is the map associated to Z ∈ Z q (X)f (see Deﬁnition 1.4.6). This deﬁnes the extension of (2.3.2.5) to the graded tensor functor (2.3.4.2)



A3 (p∗ ) : A3 (V) → A3 (W).



For the maps h∗ deﬁned in Deﬁnition 1.4.8, we deﬁne (2.3.4.3)



A4 (p∗ )(ha,b,... ) = hA3 (p∗ )(a),A3 (p∗ )(b),... .



This gives the extension of (2.3.4.2) to the DG tensor functor (2.3.4.4)



A4 (p∗ ) : A4 (V) → A4 (W).



Similarly, for the maps hf adjoined in Deﬁnition 1.4.9, we inductively deﬁne (2.3.4.5)



A5 (p∗ )(r,k) (hf ) = hA5 (p∗ )(r,k−1) (f ) .



This gives the extension of (2.3.4.4) to the DG tensor functor (2.3.4.6)



A5 (p∗ ) : A5 (V) → A5 (W);



restricting (2.3.4.6) to the full subcategory Amot (V) gives the desired DG tensor functor (2.3.4.7)



Amot (p∗ ) : Amot (V) → Amot (W).



2.3.5. Applying the functor Kb to (2.3.4.7) gives rise to the exact tensor functor Kbmot (p∗ ) : Kbmot (V) → Kbmot (W); passing to the respective localizations gives the exact tensor functor Dbmot (p∗ ) : Dbmot (V) → Dbmot (W). Finally, taking the pseudoabelian hull gives the exact tensor functor DM(p∗ ) : DM(V) → DM(W) as desired.
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2.3.6. Theorem. Suppose we have a sequence of morphisms of reduced noetherian q p ess schemes R − → T − → S and subcategories VR of Smess R , VT of SmT , and VS of ess SmS , such that the functors q ∗ and p∗ restrict to functors p∗ : VS → VT , q ∗ : VT → VR . Suppose in addition that the categories DM(VS ), DM(VT ) and DM(VR ) are deﬁned. Then there is a canonical natural isomorphism θp,q : DM((p ◦ q)∗ ) → DM(q ∗ ) ◦ DM(p∗ ) satisfying the associativity identity of a pseudo-functor. Proof. As is well known, the canonical isomorphism θp,q (X) : (p ◦ q)∗ (X) → q ∗ (p∗ (X));



X ∈ SchS ,



makes the operation of pull-back into a pseudo-functor. The same identity thus holds for pull-back in the categories L(−). This then implies that sending p to the tensor functor A2 (p∗ ) (2.3.2.5) deﬁnes a pseudo-functor to tensor categories. Using the functoriality (2.3.4.1), we see that (2.3.4.2) deﬁnes a pseudo-functor to DG tensor categories; the identities (2.3.4.3) and (2.3.4.5) deﬁning the extension of A3 (p∗ ) to A4 (p∗ ) and A5 (p∗ ) likewise imply that (2.3.4.7) deﬁnes a pseudofunctor to DG tensor categories. As the functor DM(p∗ ) is gotten from (2.3.4.7) by applying natural operations, sending V to DM(V) deﬁnes a pseudo-functor to triangulated tensor categories, as desired. For a reduced noetherian scheme S, we may take V equal to the category SmS ; recall that we have deﬁned DM(S) := DM(SmS ). 2.3.7. Theorem. Sending S to DM(Sred ) and p : T → S to DM(p∗red ) deﬁnes the pseudo-functor DM(−) : Schop → TT, where Sch is the category of noetherian schemes, and TT is the category of triangulated tensor categories. 2.4. Motives of cosimplicial schemes In this, and the subsequent three remaining subsections of this section, we describe how to form objects of DM(V) associated to various functors to V, e.g., cosimplicial objects of V, simplicial objects of V, etc. We include this material here as a reference to be used throughout the text; as such, we suggest skipping over these subsections on the ﬁrst reading, referring back to them as needed. We apply the constructions of (Part II, Chapter III, Lemma 1.1.5 and §1.1.1§1.1.4) to certain (co)simplicial objects in V; we refer the reader to (Part II, Chapter III, loc. cit.) for the notations used in this and the next few subsections. We recall the category ∆ with objects the ordered sets [n] := {0 < . . . < n}, and maps the order-preserving maps of sets. For a category C, we have the category c.s.C of cosimplicial objects of C, i.e., functors F : ∆ → C, and the category sC of simplicial objects of C, i.e., functors F : ∆op → C. We have the full subcategory ∆≤n of ∆, with objects [k], 0 ≤ k ≤ n. The category of functors ∆≤n → C is the category c.s.≤n C of n-truncated cosimplicial objects of C; the category s.≤n C of n-truncated simplicial objects of C is deﬁned similarly. We let ZC denote the additive category generated by C, i.e., objects are formal, ﬁnite direct sums of objects of C, and HomZC (X, Y ) := Z[HomC (X, Y )].
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2.4.1. Very smooth cosimplicial schemes. Let X ∗ : ∆ → V be a cosimplicial object in V. We call X ∗ very smooth if the maps X(σim ) : X m → X m−1 are all ﬂat (where σim are the codegeneracy maps cf. Part II, (III.1.1.1.2)). We now describe a lifting of X ∗ to a cosimplicial object ∗ (X ∗ , fX ∗ ) : ∆ → L(V).



(2.4.1.1)



For each n ≥ 0, let X ≤n be the disjoint union  X ≤n =



X m,



g : [m]→[n] g injective, order-preserving n ≤n and let fX → X n be the map which is X(g) : X m → X n on the component ∗ :X n indexed by g. This determines the object (X n , fX ∗ ) of L(V). For a morphism p : [m] → [n] in ∆, we have the unique factorization of p in ∆ as psurj pinj [m] −−−→ [m ] −−→ [n],



with psurj surjective and pinj injective. Now let h : [n ] → [n] be a map in ∆, and let g : [m ] → [n ] be an injective map in ∆. We have the factorization of (g ◦ h) as (2.4.1.2)



(g◦h)surj



(g◦h)inj



[m] −−−−−→ [mg,h ] −−−−−→ [n];



as each surjective map in ∆ is a composition of the maps σij , the morphism 



X((g ◦ h)surj ) : X m → X mg,h is a ﬂat morphism. Let ig,h : X mg,h → X ≤n be the inclusion as the component  indexed by the map (g ◦ h)inj . Let q(h) : X ≤n → X ≤n be the map which on the  component X m indexed by g : [m ] → [n ] is the composition ig,h ◦ X((g ◦ f )surj ); q(h) is thus a ﬂat morphism in V. The factorization (2.4.1.2) gives us the commutative diagram 



X ≤n



q(h)



/ X ≤n







n fX ∗















Xn



X(h)



n fX ∗



/ X n;



as q(h) is ﬂat, we have the morphism 







n n n X(h) : (X n , fX ∗ ) → (X , fX ∗ ) n in L(V). Thus, sending n to (X n , fX ∗ ), h to X(h), deﬁnes the desired functor (2.4.1.1).



2.4.2. Motives associated to cosimplicial schemes. We have the functor (2.4.2.1)



Z(q) : L(V)op → Amot (V) Z(q)((X, f )) = ZX (0)f ,



which extends to the functors Cb (Z(q)) : Cb (ZL(V)op ) → Cbmot (V)∗ Kb (Z(q)) : Kb (ZL(V)op ) → Kbmot (V)∗ .
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We have the inclusion functors jN : ∆≤N → ∆ 



jN  ,N : ∆≤N → ∆≤N ;



N < N .



If X ∗ : ∆ → V is a very smooth cosimplicial object, we have the object ∗ ∗ ∗ Z⊕ N (jN (X , fX ∗ ))



of Cb (L(ZV)op ) (cf. (2.4.1.1) and Part II, §1.1.3 and (III.1.1.1.3)); we deﬁne Z≤N X ∗ (0) in Cbmot (V)∗ by (2.4.2.2)



⊕ ∗ b ∗ ∗ Z≤N X ∗ (0) := C (Z(0))(ZN (jN (X , fX ∗ ))).



Explicitly, Z≤N X ∗ (0) in degree −m is the direct sum



−m = ZX m (0)f m , [Z≤N X ∗ (0)] f : [m]→[N ]



where f : [m] → [N ] runs over injective maps in ∆. Sending X ∗ to Z≤N X ∗ (0) determines the functor Z≤N (0) : c.s.Vvery smooth → Dbmot (V)∗ from the category of very smooth cosimplicial schemes in V to Dbmot (V)∗ . The natural map ⊕ ∗ ∗ ∗ ∗ ∗ ∗ χN,n : Z⊕ n (jn (X , fX ∗ )) → ZN (jN (X , fX ∗ ))



induced by the map f : [n] → [N ], f (i) = i (cf. Part II, (III.1.1.4.1)) give rise to the natural map in Cbmot (V)∗ (2.4.2.3)



χN,n (?) : Z≤n (0)(?) → Z≤N (0)(?),



and deﬁne the natural transformation (2.4.2.4)



χN,n : Z≤n (0) → Z≤N (0).



2.4.3. Remark. Suppose we have a cosimplicial object X ∗ : ∆ → V, not necessarily very smooth. One can modify the construction of §2.4.1 and §2.4.2 to deﬁne the motive associated to each truncation X ∗≤N : ∆≤N → V of X ∗ : one replaces the n≤N n ≤n map fX → X n with the map fX : X ≤n≤N → X n , where ∗ :X ∗  Xk. X ≤n≤N := g : [k]→[n] k≤N



As we won’t be using this construction, we omit the details. 2.5. Motives of simplicial schemes We describe objects of DM(V) associated to simplicial objects of L(V) and V for later use. We refer the reader to (Part II, Chapter III, §1.1.1-1.1.4) for the various notations.



2. THE TRIANGULATED MOTIVIC CATEGORY



29



2.5.1. If we have a functor (X, f ) : ∆≤nop → L(V), we may compose (X, f )op with the functor (2.4.2.1), forming the functor (2.5.1.1)



Z(q) ◦ (X, f ) : ∆≤n → Amot (V).



We let ZX (q)f ∈ Cbmot (V) be the object of the category of complexes Cbmot (V) associated to the functor (2.5.1.1), i.e., ZX (q)sf := ZX([s]) (q)f ([s]) , and ds is the alternating sum of the maps X(δis )∗ . For 0 ≤ m ≤ n, we let ZX (q)m≤∗ be the trunf m≤∗ cation of ZX (q)f to degree ≥ m. We sometimes denote ZX (q)f as ZX (q)m≤∗≤n f if we want to refer to n explicitly. Sending (X, f ) to ZX (q)f or ZX (q)m≤∗ deﬁnes the functors f Z(−) (q)(−) : s.≤n L(V) → Cbmot (V) (2.5.1.2)



≤n L(V) → Cbmot (V); Z(−) (q)m≤∗ (−) : s.



b we may also consider Z(−) (q)(−) and Z(−) (q)m≤∗ (−) as functors with values in Kmot (V) or Dbmot (V) as the need arises. Clearly the functors (2.5.1.2) factor through the functor



s.≤n L(V) = c.s.≤n L(V)op → Cb (ZL(V)op ) X → X ∗ , where X ∗ is the complex associated to X. 2.5.2. Lifting simplicial objects to L(V). Let X be a truncated simplicial object in V: X : ∆op≤n → V. For each m ≤ n, we let fm,n be the map   fm,n = X(f ) Xk → Xm . f : [m]→[k] 0≤k≤n



f : [m]→[k] 0≤k≤n



As in §2.4.1, for each g : [k] → [m] in ∆, the map X(g) : Xm → Xk lifts to the map X(g) : (Xm , fm,n ) → (Xk , fk,n ) in L(V). We let (X, fX ) : ∆≤nop → L(V)



(2.5.2.1)



be the functor lifting X with (X, fX )m = (Xm , fm,n ). 2.5.3. Motives. We have the composition (2.5.3.1)



Z(q) ◦ (X, fX ) : ∆≤n → Amot (V)



of (2.5.2.1) with the functor (2.4.2.1); we let ZX (q)m≤∗ be the truncated complex in Cbmot (V) associated to (2.5.3.1), as in §2.5.1. Sending X to ZX (q)m≤∗ deﬁnes a functor (2.5.3.2)



Z(−) (q)m≤∗ : (s.≤n V)op → Dbmot (V). 



Indeed, given a map p : Y → X in s.≤n V, let gm : Xm → Xm be the map    gm = X(f ) ∪ pm ◦ Y (f ) Xk Yk → Xm . f : [m]→[k] 0≤k≤n



f : [m]→[k] 0≤k≤n



This then deﬁnes the lifting of X to an object (X, g) of s.≤n L(V), so that the map p lifts to p : (Y, fY ) → (X, g) and the identity on X lifts to i : (X, fX ) → (X, g).
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This gives the diagram in Cbmot (V) p∗



ZX (q)m≤∗ g



/ ZY (q)m≤∗



i∗



 ZX (q)m≤∗ with i∗ an isomorphism in Dbmot (V) by Deﬁnition 2.1.4(e). As in §2.2.9, this deﬁnes the functor (2.5.3.2). Taking m = 0 gives the functor Z(−) (q) : (s.≤n V)op → Dbmot (V) X → ZX (q) := ZX (q)0≤∗ . 



For n ≥ n, and X : ∆≤n op → V, we have the canonical map ρn ,n : (X, fX ) ◦ jn ,n → (X ◦ jn ,n , fX◦jn ,n ); this deﬁnes the natural map (2.5.3.3)







ρ∗n ,n : ZX (q)m≤∗≤n → ZX◦jn ,n (q)m≤∗≤n .



For example, this gives us the map (2.5.3.4)



πm := ρn,m [m] : ZX (q)m≤∗≤n [m] → ZX (q)m≤∗≤m [m] = ZX (q)m fm .



2.5.4. Motives of non-degenerate simplicial schemes. We have the subcategory ∆n.d. of ∆, with the same objects, but where we only allow injective order-preserving ∗ maps. We call a functor X∗ : ∆op n.d. → C (resp. X : ∆n.d. → C) a non-degenerate simplicial object (resp. non-degenerate cosimplicial object) of C. Let (X∗ , f∗ ) be a non-degenerate simplicial object of L(V), with (X∗ , f∗ )m = (Xm , fm ) for m = 0, 1, . . . . This gives us the non-degenerate cosimplicial object ZX∗ (q)f∗ of Amot (V)∗ with ZX∗ (q)m f∗ = ZXm (q)fm . For each N ≥ 0, we may then in Cbmot (V)∗ , which is ZX∗ (q)m form the truncated complex ZX∗ (q)∗≤N fm in degree f∗ m, and has the usual alternating sum as coboundary. 2.5.5. Motivic cohomology of simplicial schemes. For a truncated simplicial object of V, X : ∆≤nop → V, we have the motive ZX (q); we deﬁne the motivic cohomology of X by H p (X, Z(q)) := HomDM(V) (1, ZX (q)[p]). Let (N, ≤) denote the category with set of objects N and a unique morphism n → n for each n ≤ n . For a simplicial object X : ∆op → V of V, the maps (2.5.3.3) give the functor ZX (q) : (N, ≤)op → Cbmot (V) with ZX (q)(n) := ZX◦jn (q) ZX (q)(n ≤ n ) := ρ∗n ,n : ZX (q)(n ) → ZX (q)(n). We deﬁne the motivic cohomology of X by H p (X, Z(q)) := lim [n → HomDM(V) (1, ZX (q)(n)[p])] ← (N,≤)op



[n → H p (X ◦ jn , Z(q))]. = lim ← (N,≤)op



Similarly, if we have an n-truncated non-degenerate simplicial object of L(V), p (X, f ) : ∆≤nop n.d. → L(V), deﬁne H ((X, f ), Z(q)) := HomDM(V) (1, ZX (q)f [p]), and if
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we have a (non-truncated) non-degenerate simplicial object (X, f ) : ∆op n.d. → L(V) of L(V), deﬁne [n → H p ((X, f ) ◦ jn , Z(q))]. H p ((X, f ), Z(q)) := lim ← (N,≤)op



2.5.6. Products. The category V op is a symmetric monoidal category with operation ×S , and has the commutative multiplication (see Part II, Chapter III, §1.2.2) given by the opposite of the diagonal ∆X : X → X ×S X. Similarly, the category L(V)op is a symmetric monoidal category with product ×, and the projection L(V)op → V op is a symmetric monoidal functor. By the results of (Part II, Chapter III, §1.2.1) and the external products given in (Part II, (III.1.2.1.4)), we have the natural products in Cbmot (V): (2.5.6.1)



Z(∗)(∪(X,f ),(Y,g) ) : ZX (q)m≤∗≤n ⊗ ZY (q )g → ZX×S Y (q + q )m≤∗≤n , f f ×g



for (X, f ) and (Y, g) in s.≤n L(V). These products are associative and gradedcommutative. Taking (X, f ) = (X, fX ), and (Y, g) = (Y, fY ) gives the natural associative, graded-commutative products (2.5.6.2)



Z(∗)(∪X,Y ) : ZX (q)m≤∗≤n ⊗ ZY (q ) → ZX×S Y (q + q )m≤∗≤n .



Applying the functors Z(∗) to the cup product map of (Part II, (III.1.2.3.2)) produces the associative multiplications (2.5.6.3)



Z(∗)(mn (X m≤∗≤n )) : ZX (q)m≤∗≤n ⊗ ZX (q ) → ZX (q + q )m≤∗≤n



in Dbmot (V); if m = 0, this multiplication is (graded) commutative. The products (2.5.6.3) give H ∗ (X, Z(∗)) := ⊕p,q H p (X, Z(q)) the structure of a bi-graded ring (without unit), graded-commutative in p. For m ≤ n, the products (2.5.6.3) make the bi-graded Z-module ⊕p,q H p (ZX (q)m≤∗≤n ) a bi-graded module over H ∗ (X, Z(∗)). Additionally, the various maps deﬁned by changing n or m are ring homomorphisms, or module homomorphisms, as appropriate; this follows from the commutativity of the diagrams (Part II, (III.1.2.3.3)-(III.1.2.3.5)). We often write the maps (2.5.6.2) and (2.5.6.3) as ∪X,Y and ∪X , respectively. Let j : V → Y be an open simplicial subscheme of Y , and let Yˆm := Ym \ Vm . Deﬁne the motive with support ZY,Yˆ (q)g , as in (2.1.3.1), to be the shifted cone of the map j ∗ : ZY,Yˆ (q)g := cone(j ∗ : ZY (q)g → ZV (q)j ∗ g )[−1]. As the maps (2.5.6.1) are natural in (Y, g), they induce the map (2.5.6.4)



∪X,Y := Z(∗)(∪X,Y ) : ZX (q) ⊗ ZY,Yˆ (q ) → ZX×S Y,X×S Yˆ (q + q ).



The products for H ∗ (X, Z(∗)) and the external products (2.5.6.4) extend to the case of (non-truncated) simplicial schemes by taking the projective limit. 2.6. Cubes and relative motives We give a discussion of n-cubes in a category, and the construction of relative motives and relative motivic cohomology
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2.6.1. n-cubes. Let be opposite of the category of subsets of the ﬁnite set {1, . . . , n}, i.e., an object of is a subset I of {1, . . . , n}, and there is a morphism J → I if and only if J ⊃ I. The category is called the n-cube. For a category C we have the category C , the category of n-cubes in C, being the category of functors X : → C. 2.6.2. Lifting n-cubes to L(V). Let X∗ : → V, I → XI , be a functor and let (X∅ , f∅ : X → X∅ ) be a lifting of X∅ to an object of L(V). For each I ⊂ {1, . . . , n}, form the cartesian diagram p1



XI := X ×X∅ XI



/ X



f∅



fI :=p2



 XI



XI⊃∅



 / X∅ . 



: XJ → XI deﬁning the n-cube The maps XJ⊃I induce the maps XJ⊃I



X∗ : → SchS ; the maps fI give the map of n-cubes f∗ : X∗ → X∗ . Supposing that the XI are in Smess S for all I, we deﬁne the lifting of X∗ to a functor (X∗ , f∗X ) : → L(V)



(2.6.2.1) by setting



XI :=







XJ ,



J⊃I



fIX



:= ∪J⊃I XJ⊃I ◦ fJ : XI → XI



(compare with (2.4.1.1)). 2.6.3. Motives of n-cubes. We apply the functor Z(0) : L(V)op → Amot (V) to the functor (2.6.2.1). We then form the complex with ⊕|I|=s ZXI (0)fIX in degree s, and diﬀerential 



∂s : ZXI (0)gIX → ZXI (0)fIX |I|=s



|I|=s+1



given by setting s ∂I,i : ZXI (0)fIX → ZXI∪{i} (0)f X I∪{i}  ∗ XI∪{i}⊃I for i ∈ I s ∂I,i = 0 for i ∈ I



∂s =



n 



s (−1)i ∂I,i .



|I|=s i=1



We denote the resulting object of Cbmot (V) by ZX∗ (0)f∅ . If we take f∅ = idX∅ , then we have the lifting (X∗ , f∗X ) of X∗ and the object ZX∗ (0) := ZX∗ (0)idX∅ of Cbmot (V).
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2.6.4. n-cubes and cones. The main utility of the n-cube follows from the elementary remark that the category of n-cubes in a category C is equivalent to the category of maps of n − 1-cubes in C, the equivalence being given by associating to a map of n − 1-cubes, f∗ : X∗− → X∗+ , the n-cube X(f∗ )∗ with  XI− if n ∈ I, X(f∗ )I = + if n ∈ I, XI\{n}  − if n ∈ J, XJ⊃I X(f∗ )J⊃I = + XJ\{n}⊃I\{n} if n ∈ I, X(f∗ )I∪{n}⊃I = fI for I ⊂ {1, . . . , n − 1} (this unique determines X(f∗ )∗ ). If we have an n-cube X∗ in L(V), which we may then write as X∗ = X(f∗ )∗ for the uniquely determined map f∗ of n − 1-cubes in L(V), we have the identity (2.6.4.1)



ZX∗ (0) = cone(Zf∗ (0) : ZX∗− (0) → ZX∗+ (0))[−1].



Thus, each n-cube in L(V) gives rise to a sequence of linked distinguished triangles in Kbmot (V). As a simple, but useful, application of the above cone sequence, we have 2.6.5. Lemma. (i) Let g : X∗ → Y∗ be a map of n-cubes in L(V) such that gI∗ : ZYI → ZXI is an isomorphism in Dbmot (V) for all I ⊂ {1, . . . , n}. Then g ∗ : ZY∗ → ZX∗ is an isomorphism in Dbmot (V). (ii) Let X∗ : → L(V) be an n-cube in L(V). Suppose that X(I ∪ {n} ⊃ I)∗ : ZXI → ZXI∪{n} is an isomorphism in Dbmot (V) for all I ⊂ {1, . . . , n − 1}. Then ZX∗ is isomorphic to 0 in Dbmot (V). Proof. The second assertion follows from the ﬁrst, using the distinguished triangle coming from the cone sequence (2.6.4.1). The ﬁrst assertion follows using the same distinguished triangle and induction on n. 2.6.6. Relative motives. Suppose we have a smooth S-scheme X, with subschemes D1 , . . . , Dn ⊂ X. For each index I = (1 ≤ i1 < . . . < is ≤ n), let DI be the subscheme of X, DI := Di1 ∩ . . . ∩ Dis . Suppose we have a lifting (X, f : X → X) of X to L(V) such that each DI is in V and the pull-backs fI := p2 : X ×X DI → DI are in Smess S . We let (X; D1 , . . . , Dn )∗ : → V be the n-cube in V with (X; D1 , . . . , Dn )I = DI ; for J ⊂ I, we let (X; D1 , . . . , Dn )J⊂I : DJ → DI be the inclusion. Applying the construction described in §2.6.2 gives the lifting of the n-cube (X; D1 , . . . , Dn )∗ to the n-cube ((X; D1 , . . . , Dn )∗ , f∗X ) : → L(V), which in turn gives us the object Z(X;D1 ,... ,Dn ) (0)f of Cbmot (V); the identiﬁcation (2.6.4.1) of ZX∗ (0)f as a cone gives us the relativization distinguished triangle in
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Kbmot (V), (2.6.6.1) Z(X;D1 ,... ,Dn ) (0)f → Z(X;D1 ,... ,Dn−1 ) (0)f i



n → Z(Dn ;D1,n ,... ,Dn−1,n ) (0)fn −→ Z(X;D1 ,... ,Dn ) (0)f [1].



We call the object Z(X;D1 ,... ,Dn ) (0) of DM(V) the motive of X, relative to D1 , . . . , Dn . We deﬁne the relative motivic cohomology by H p (X; D1 , . . . , Dn , Z(q)) := HomDM(V) (1, Z(X;D1 ,... ,Dn ) (q)[p]). Let j : U → X be the inclusion of an open subscheme, with complement W in X. Writing DiU := Di ∩ U , the collection of maps jI : DIU → DI gives the map of objects of Cbmot (V) j ∗ : Z(X;D1 ,... ,Dn ) → Z(U;D1U ,... ,DnU ) . We deﬁne the relative motive with support, Z(X;D1 ,... ,Dn ),W , as the cone Z(X;D1 ,... ,Dn ),W := cone(j ∗ : Z(X;D1 ,... ,Dn ) → Z(U;D1U ,... ,DnU ) )[−1]. This gives us the localization distinguished triangle (2.6.6.2) Z(X;D1 ,... ,Dn ),W → Z(X;D1 ,... ,Dn ) → Z(U;D1U ,... ,DnU ) → Z(X;D1 ,... ,Dn ),W [1]. 2.6.7. Functorialities. Suppose we have (X; D1 , . . . , Dn ) and (Y ; E1 , . . . , Em ) satisfying the conditions of §2.6.6, and a map f : X → Y such that f (Di ) ⊂ Eα(i) ;



α(i) ∈ {1, . . . , m}; i = 1, . . . , n.



Let α : → be the map on the subsets of {1, . . . , n} induced by α. Deﬁne ∗ f ∗ : Z(Y ;E1 ,... ,Em ) → Z(X;D1 ,... ,Dn ) by the maps f|D : ZEα(I) → ZDI , together with I the zero maps on ZEJ for J not in the image of α. One easily shows that two diﬀerent maps α give homotopic maps of complexes, and that (f ◦ g)∗ = g ∗ ◦ f ∗ . 2.7. Motives of diagrams We refer the reader to (Part II, Chapter III, Section 3) for the notions related to homotopy limits. 2.7.1. Adjoining a disjoint base-point. For a category C with an initial object ∅, we let C + be the category gotten from C by adjoining a ﬁnal object ∗, and making the canonical morphism ∅ → ∗ an isomorphism. Heuristically, we have just adjoined a disjoint base-point to each object of C. Given a functor F : C → A such that A has an initial object ∅A and ﬁnal object ∗A which are isomorphic, and such that F (∅) = ∅A , we extend F to F : C + → A by sending ∗ to ∗A . In particular, each functor F : C → A to an additive category A, with F (∅) = 0, extends canonically to the functor F : C + → A. If C has a product ×, we extend the operation × to C + by taking the smash product  X ×Y; for X = ∗ and Y = ∗ X ∧Y = ∗; otherwise.
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  Similarly, a coproduct on C extends to the pointed version X ∨ Y = X Y for X = ∗ and Y = ∗, and X ∨ ∗ := X, ∗ ∨ Y := Y . 2.7.2. The motive of a diagram. Let I be a ﬁnite category and let X : I → V + be a functor. We write L(V + ) for L(V)+ . We lift X to a functor (X, fX ) : I → L(V + ) by setting  X(j), X (i) := f : j→i∈I/i



and letting fX (i) : X (i) → X(i) be the union of the maps X(f ) : X(j) → X(i). Given a map s : i → i , the map X (s) : X (i) → X (i ) is deﬁned to be the union of the identity maps X(j) → X(j), where we send the component f : j → i to the component s ◦ f : j → i . Thus, (X, fX ) is indeed a lifting. Composing with the functor Z(q) : L(V + )op → Amot (V), we have the functor Z(q)◦(X, fX ) : I op → Amot (V). We let ZX (q) be the non-degenerate homotopy limit (see Part II, Chapter III, §3.2.2 and §3.2.7) Z(q) ◦ (X, fX ) ∈ Cbmot (V). ZX (q) := holim op I



, n.d.



More generally, if (X, f ) : I → L(V + ) is a functor, we have the object ZX (q)f := holim Z(q) ◦ (X, f ) op I



of



, n.d.



Cbmot (V)



2.7.3. The holim distinguished triangle. Let (X, f ) : I → L(V + ) be a functor, and let i ∈ I be a maximal element (minimal in I op ). Recall the category I i/ of morphisms s : i → j, j = i, in I, and the functor (X i/ , f i/ ) : I i/ → L(V + ), (X i/ , f i/ )(s : i → j) := (X(j), f (j)). The homotopy limit distinguished triangle (Part II, Chapter III, §3.2.9) gives us the distinguished triangle in Kbmot (V) ZX (q)f → ZX(i) (q)f (i) ⊕ ZX|I\{i} (q)f |I\{i} → ZX i/ (q)f i/ → ZX (q)f [1]. In particular, for X : I → V + a functor, we have the distinguished triangle in Kbmot (V) ZX (q)fX → ZX(i) (q)fX (i) ⊕ ZX|I\{i} (q)fX |I\{i} → ZX i/ (q)(fX )i/ → ZX (q)fX [1]. The identity map on each X(i) gives the natural transformation of functors (X|I\{i} , fX|I\{i} ) → (X, fX )|I\{i} , which is an isomorphism in Dbmot (V) when evaluated at j ∈ I \ {i}. By (Part II, Chapter III, Proposition 3.2.10), the map on the holim’s ZX|I\{i} (q)fX |I\{i} → ZX|I\{i} (q) is an isomorphism in Dbmot (V). Similarly, we have the natural isomorphism ∼ ZX i/ (q), ZX i/ (q)(f )i/ = X



giving us the distinguished triangle in Dbmot (V) (2.7.3.1)



ZX (q) → ZX(i) (q) ⊕ ZX|I\{i} (q) → ZX i/ (q) → ZX (q)[1].



Using (2.7.3.1) and induction on dim I and |N (I)n.d. ([dim I])|, one proves, for example, the homotopy property: The map p∗ : ZX (q) → ZX×A1 (q)
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is an isomorphism in Dbmot (V), the K¨ unneth isomorphism: For Y in V, the external product  : ZX (q) ⊗ ZY (q ) → ZX×Y (q + q ) is an isomorphism in Dbmot (V), the moving lemma: The map ZX (q)f ∪g → ZX (q)f is an isomorphism in Dbmot (V), etc. Using the moving lemma, one gets contravariant functoriality: If f : Y → X is a map of functors X, Y : I → V + , deﬁne f ∗ : ZX (q) → ZY (q) as the composition ∗



f ZX (q) = ZX (q)fX ∼ = ZX (q)fX ∪f −→ ZY (q)fY = ZY (q).



2.7.4. Products. The formula for products for the homotopy limit given in (Part II, Chapter III, §3.4.4) give external products (X,f ),(Y,g) : ZX (q)f ⊗ ZY (q )g → ZX×S Y (q + q )f ×g in Cbmot (V) for functors (X, f ), (Y, g) : I → L(V + ). These products are associative in Cbmot (V) and commutative in Kbmot (V). Taking (X, f ) = (Y, g) = (X, fX ), and pulling back by the diagonal gives the associative, commutative cup product ∪X : ZX (q) ⊗ ZX (q ) → ZX (q + q ) in Dbmot (V). 2.7.5. Motivic cohomology. For a functor X : I → V + , deﬁne the motivic cohomology of X to be the motivic cohomology of ZX : H p (X, Z(q)) := HomDbmot (V) (1, ZX (q)[p]). By the moving lemma, one gets the same deﬁnition if one chooses another lifting of X to a functor to L(V + ). The products deﬁned in (2.7.4) give H ∗ (X, Z(∗)) the structure of a (possibly non-unital) bi-graded ring, graded-commutative with respect to the cohomology degree. If X has values in V, then the structure morphism pX : X → SI , where SI is the constant functor with value the base-scheme S, gives the unit p∗X : ZS = 1 → ZX . 2.7.6. Remark. The constructions of motives of truncated simplicial schemes, truncated cosimplicial schemes and n-cubes of schemes can all be rephrased in terms of the homotopy limit construction of this section, but only up to isomorphism in Dbmot (V). The actual representatives in Cbmot (V) will in general be diﬀerent; as this can cause some diﬃculty in making explicit comparisons and computations, we ﬁnd it useful to pick and choose among the various methods for constructing isomorphic motives. 3. Structure of the motivic categories In this section, we prove some basic structural results for the motivic categories Amot (V), Kbmot (V), Dbmot (V)R and DM(V)R . 3.1. Structure of the motivic DG category 3.1.1. We begin with a description of A1 (V), and its image in Amot (V). 3.1.2. Lemma. In A1 (V), (ZX ZX (n)f and ZY (n)g .



` Y (n)A ` B , iX∗, iY ∗, i∗X , i∗Y )



is the bi-product of
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Proof. We have the diagram ∅



/ ∅Y



 X



 / X Y .
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Y



Applying the relations from Deﬁnition 1.3.2 and Deﬁnition 1.4.1, we ﬁnd i∗Y ◦ iX∗ = 0. Similarly, i∗X ◦ iY ∗ = 0. Applying the relations of Deﬁnition 1.3.2 to the diagram X



/X



 X



 / X Y



shows that i∗X ◦ iX∗ = idZX (n)f . Similarly i∗Y ◦ iY ∗ = idZY (n)g . The relation of Deﬁnition 1.4.1 completes the proof. 3.1.3. Lemma. Let (X, f ) and (Y, g) be in L(V), with X and Y connected. Then HomA1 (V) (ZX (n)f , ZY (n)g ) is the free Z-module on HomL(V)op ((X, f ), (Y, g)) Proof. We have the natural map Ξ : HomL(V)op ((X, f ), (Y, g)) → HomA1 (V) (ZX (n)f , ZY (n)g ). It is clear that, for X and Y connected, the image of Ξ generates the Z-module HomA1 (V) (ZX (n)f , ZY (n)g ). Form the additive category C with objects ﬁnite direct sums of objects ZX (n)f for ZX (n)f in A1 (V) with X non-empty and connected. Morphisms in C are given by taking HomC (ZX (n)f , Z( n)g ) to be the free Z-module on HomL(V)op ((X, f ), (Y, g)), for X and Y non-empty and connected, and in general by taking direct sums. The composition law is induced by that of L(V)op . Sending maps of the form i∗ to the corresponding inclusion on the direct sum in C deﬁnes a functor F : A1 (V) → C; one sees directly that F ((X, f ), (Y, g)) ◦ Ξ is the natural inclusion HomL(V)op ((X, f ), (Y, g)) → Z[HomL(V)op ((X, f ), (Y, g))]. This shows that HomL(V)op ((X, f ), (Y, g)) is an independent set (over Z) in the Z-module HomA1 (V) (ZX (n)f , ZY (n)g ), completing the proof. We have the canonical “inclusion” functor ι0 : A1 (V) → Amot (V); for k = 1, 2 . . . , let ιk : A1 (V) → Amot (V) be the functor X → e⊗k ⊗ X;



f → ide⊗k ⊗ f.



3.1.4. Lemma. The functors ιk , k = 0, 1, . . . , are faithful embeddings. Proof. This follows directly from (Part II, Chapter I, Proposition 2.5.2). 3.1.5. The results of (Part II, Chapter I, §2.4), give a description of the morphisms in the category A2 (V). We let i : A1 (V) → A2 (V) = A1 (V)⊗,c denote the canonical functor. From (Part II, Chapter I, Proposition 2.4.5), the functor i is fully faithful. In addition, we have a functor of tensor categories without unit, ρ : A2 (V) → A1 (V), with ρ ◦ i = id, and a natural transformation  : idA2 (V) → i ◦ ρ. For n = 3, 4, 5, let in : An (V)∗ → An (V)
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be the full DG subcategory generated by the objects e⊗k ⊗ X and e⊗k , for X in A1 (V) and k ≥ 0. We let imot : Amot (V)∗ → Amot (V) be the full DG subcategory generated by the objects e⊗k ⊗ X, for X in A1 (V), and k ≥ 0. It follows from (Part II, Chapter I, Proposition 2.5.3), that, for n = 3, 4, 5, the tensor structure on A1 (V) extends to a graded tensor structure without unit on An (V)∗ , the functor ρ extends to a graded tensor functor rn : An (V) → An (V)∗ with rn ◦ in = id, and the natural transformation  extends to a natural transformation n : idAn (V) → in ◦ rn . One checks that r5 and 5 restrict to give the functor and natural transformation (3.1.5.1)



rmot : Amot (V) → Amot (V)∗ mot : idAmot (V) → imot ◦ rmot .



3.1.6. Lemma. For n = 3, 4, 5, the DG categories An (V)∗ , with the given tensor structure, are DG tensor categories without unit, and the DG category Amot (V)∗ is a DG tensor category with unit 1. The functors rn , (resp., natural transformations n ), for n = 3, 4, 5 and for n = mot are DG tensor functors (resp. natural transformations of DG tensor functors). Proof. For Γ and ∆ in A1 (V), the symmetries tΓ,∆ : Γ × ∆ → ∆ × Γ and τΓ,∆ : Γ⊗∆ → ∆⊗Γ, and the external product Γ,∆ : Γ⊗∆ → Γ×∆ are morphisms in the tensor category A2 (V), hence, as morphisms in the DG tensor categories An (V), n = 3, 4, 5, these maps are morphisms of degree 0, with zero diﬀerential. From the explicit expression for graded tensor product structure on An (V)∗ , n = 3, 4, 5, given in the proof of (Part II, Chapter I, Proposition 2.5.3), one sees that this tensor structure respects the diﬀerential structure (i.e., that the Leibnitz rule is satisﬁed), and similarly, that the functors rn respect the diﬀerential structure. The analogous result for n = mot follows from the case n = 5. Similarly, it follows from (Part II, Chapter I, Proposition 2.5.3), that Amot (V)∗ is an tensor category with unit 1; arguing as above, we see that the unit respects the diﬀerential structure, completing the proof.



3.2. The motivic cycles functor We now show how the operation of taking the group of cycles of various codimension becomes a functor on Amot (V). 3.2.1. We start with the cycles functor (1.4.7.3). We deﬁne the functor of additive categories (3.2.1.1)



Z2 : A2 (V) → Ab



by Z2 = Z1 ◦ ρ. 3.2.2. Lemma. The functor (3.2.1.1) extends to a functor of graded additive categories Z3 : A3 (V) → GrAb which satisﬁes
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(i) Z3 factors as a composition Z∗



3 3 ∗ −→ GrAb. A3 (V)−→A 3 (V) −



r



(3.2.2.1) (ii) We have



Z3∗ (e⊗k ⊗ ZX (n)) = Z1 (ZX (n)f )[−2n] = Z n (X)f [−2n];



Z3∗ (e⊗k ) = Z,



with Z1 (ZX (n)) and Z being concentrated in degree 0. (iii) For X in A1 (V), and for h : e⊗k ⊗X → e⊗k ⊗X a morphism of the form τ ⊗idX , where τ : e⊗k → e⊗k is a symmetry isomorphism in the category E, we have Z3∗ (h) = idZ2 (X) . If h = τ ⊗ idX , where τ has degree p < 0, then Z3∗ (h) = 0. (iv) Let Y, X1 , . . . , Xn be in A1 (V), Zi ∈ Z1 (Xi ) for i = 1, . . . , n. Let X = X1 × S . . . × S Xn ,



Z = Z1 ×/S . . . ×/S Zn .



If f : e⊗n ⊗ Y → X × Y is the morphism deﬁned by the composition [Z1 ]⊗...⊗[Zn ]⊗idY



e⊗n ⊗ Y −−−−−−−−−−−−→ X1 ⊗ . . . ⊗ Xn ⊗ Y X



,... ,Xn ,Y



−−−1−−−−−→ X × Y, then, for m ≥ 0, Z3∗ (ide⊗m ⊗ f ) : Z1 (Y ) → Z1 (X × Y ) is the map determined by the identity Z3∗ (ide⊗m ⊗f )(W ) = Z ×/S W for all W ∈ Z1 (Y ). (by Appendix A, Remark 2.3.3, Z ×/S W is in Z1 (X ×S Y )). Moreover, the functor Z3∗ is uniquely determined by (i)-(iv). Proof. By (Part II, Chapter I, Proposition 2.5.2), the objects e⊗k ⊗ X, e⊗k and the morphisms of the form h = τ ⊗ idX and ide⊗m ⊗ f , together with the morphisms of A2 (V), generate A3 (V)∗ as a graded additive category, whence the uniqueness of Z3 . For existence, we ﬁrst note that, if Zi is in Z1 (Xi ) for i = 1, 2, then it follows immediately from the deﬁnitions that the cycle Z1 ×/S Z2 is in Z1 (X1 × X2 ). Thus, the expression for Z3 (ide⊗m ⊗f ) is well-deﬁned. It follows from (Part II, Chapter I, Proposition 2.5.2) that the formulas (i)(iv) give, for each pair of objects X, Y of A3 (V)∗ , a well-deﬁned homomorphism Z3 (X, Y ) : HomA3 (V)∗ (X, Y ) → HomGrAb (Z3 (X), Z3 (Y )). The functoriality of the collection of maps Z3 (X, Y ) is checked via the explicit form of the composition law in A3 (V)∗ , giving a graded additive functor Z3∗ : A3 (V)∗ → GrAb. We then deﬁne Z3 as Z3 = Z3∗ ◦ r3 , completing the proof. 3.2.3. Definition. Recall (Deﬁnition 1.4.12) the graded tensor categories A0n (V) for n = 4, 5, and n = mot, having the same objects as An (V). For n = 4, 5 and n = mot, we let A0n (V)∗ denote the full subcategory of A0n (V) generated by the objects of An (V)∗ .
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3.2.4. The DG tensor functor (1.4.12.1) induces the DG tensor functor Hn∗ : An (V)∗ → A0n (V)∗ . The functors rn , in of §3.1.5 induce functors rn0 : A0n (V) → A0n (V)∗ , i0n : A0n (V)∗ → A0n (V), giving the commutative diagrams An (V) O (3.2.4.1)



rn







Hn



i0n



in



An (V)∗



/ A0 (V) nO



∗ Hn



0 rn



 / A0 (V)∗ n



for n = 4, 5, mot. 3.2.5. Lemma. There is an extension of Z3 : A3 (V) → GrAb to a functor of graded additive categories (3.2.5.1)



Zmot : Amot (V) → GrAb



∗ such that Zmot factors through Hmot ◦ rmot as H∗



◦rmot



Z 0∗



mot −−−−→ A0mot (V)∗ −−mot −→ GrAb. Amot (V) −−−



Proof. One easily checks that the functor Z3∗ : A3 (V)∗ → GrAb (3.2.2.1) respects the relations of (1.4.7)(i)-(iv), giving the extension to Z40∗ : A04 (V)∗ → GrAb. Noting that A04 (V)∗ = A05 (V)∗ , we deﬁne Zmot as the restriction to Amot (V) of the composition Z40∗ ◦ H5∗ ◦ r5 . 3.3. The motivic homotopy category We now derive some basic properties of the triangulated tensor category Kb (V). We let Cbmot (V)∗ denote the full subcategory Cb (Amot (V)∗ ) of Cbmot (V), Similarly, we let Kbmot (V)∗ denote the full subcategory Kb (Amot (V)∗ ) of Kbmot (V). 3.3.1. Lemma. (i) The functor of DG tensor categories rmot : Amot (V) → Amot (V)∗ and natural transformation mot : id → imot ◦ rmot (cf. (3.1.5.1)) extend to the functor of DG tensor categories, and natural transformation of functors, compatible with the cone functors, Cb (rmot ) : Cbmot (V) → Cbmot (V)∗ , Cb (mot ) : id → Cb (imot ) ◦ Cb (rmot ). These in turn extend to the functor of triangulated tensor categories (without unit), and natural transformation (3.3.1.1)



Kb (rmot ) : Kbmot (V) → Kbmot (V)∗ , Kb (mot ) : id → Kb (imot ) ◦ Kb (rmot ).



(ii) The functor (3.2.5.1) extends to the functor of DG categories (3.3.1.2)



Zmot := Cb (Zmot ) : Cbmot (V) → Cb (Ab),
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compatible with cones. This functor in turn extends to the functor of triangulated categories (3.3.1.3)



Zmot := Kb (Zmot ) : Kbmot (V) → Kb (Ab).



Proof. Apply the functors Cb (−) and Kb (−) to rmot , mot and Zmot , and use the equivalences (Part II, Chapter II, §1.2.9) Tot : Cb (Cb (Ab)) → Cb (Ab), Tot : Kb (Kb (Ab)) → Kb (Ab). 3.3.2. Let (X, f ) be in L(V), and let Γ = ZX (q)f . For an integer b ≥ 0, we let (3.3.2.1)



iΓ,b : HomA5 (V) (e⊗a , Γ)∗ → HomA5 (V) (e⊗a+b , e⊗b ⊗ Γ)∗



be the map iΓ,b (f ) = ide⊗b ⊗ f. 3.3.3. Lemma. The map (3.3.2.1) is a quasi-isomorphism. ∗ Proof. Denote the complex HomA5 (V) (e⊗a+b , e⊗b ⊗ Γ)∗ by Ca,b and the com⊗a ∗ ∗ plex HomA5 (V) (e , Γ) by Ca . Let H denote the set of morphisms h : e⊗n → ZY (n)g adjoined to form the category A5 (V) from the category A2 (V)[E] in Deﬁnition 1.4.6, Deﬁnition 1.4.8 and Deﬁnition 1.4.9. We may order the set H so that, if h and h are in H, and we adjoin h before adjoining h , then h < h . We may then ﬁlter the two complexes via this ordering. Using a spectral sequence argument, it suﬃces to show that the map on the associated graded is a quasi-isomorphism. Let grh denote the term in the associated graded corresponding to the adjoined morphism h. ∗ given by (Part We refer to the description of the morphisms in Ca∗ and Ca,b ∗ II, Chapter I, Proposition 2.5.2); each map in Ca,b is a sum of compositions of the form



e⊗a+b − →e⊗a+b = e⊗b ⊗ e⊗a = e⊗b ⊗ e⊗a1 ⊗ . . . ⊗ e⊗a1 τ



id



⊗b ⊗h1 ⊗...⊗hs



id



⊗b ⊗∆ ,... ,∆s



id



⊗b ⊗p



−−e−−−−−−−−−→ e⊗b ⊗ ∆1 ⊗ . . . ⊗ ∆s (3.3.3.1)



1 −−e−−−−−− −−−→ e⊗b ⊗ ∆1 × . . . × ∆s



−−e−−−→ e⊗b ⊗ Γ. Here h1 ≤ . . . ≤ hs is an increasing sequence of elements of I, with hi : e⊗ai → ∆i , τ is a morphism in E,  is the external product, p is a morphism in A1 (V) and a = a1 + . . . + as . There is a similar description of the morphisms in Ca∗ . For an increasing sequence h∗ := h1 ≤ . . . ≤ hs , we let S(h∗ ) denote the subgroup of the symmetric group Ss which preserves the order in the sequence h∗ . We have the homomorphism ρh∗ : S(h∗ ) → Sa gotten by letting a permutation in Ss act on {1, . . . , a} by permuting the blocks of size a1 , . . . , as . We deﬁne a left Z[S(h∗ )]-module structure on HomE (e⊗a , e⊗a ) by having σ ∈ S(h∗ ) act by left composition with ρh∗ (σ). We give the group HomE (e⊗a+b , e⊗a+b ) the left Z[S(h∗ )]module structure deﬁned by writing e⊗a+b = e⊗b ⊗ e⊗a and acting via (ide⊗b ⊗ ρh∗ (σ))◦. We let ∆(h∗ ) denote the object ∆1 × . . . × ∆s appearing in the composition (3.3.3.1). The group HomA1 (V) (∆(h∗ ), Γ) is a right Z[S(h∗ )]-module, where σ acts
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by right composition with the symmetry isomorphism ±t∗σ , where the sign is given by the weighted sign representation determined by the degrees of the morphisms hi . ∗ The map (3.3.3.1) is in F ≤h Ca,b if and only if hi ≤ h for each i. We may h ∗ h ∗ then ﬁlter gr Ca,b and gr Cb by the number of times h appears in the sequence h1 ≤ h2 ≤ . . . ≤ hs . Let F ≤m grh denote the subgroup for which h appears at most m times; since the diﬀerential of h is by construction in the category generated by the adjunction of the h with h < h, the Leibnitz rule for diﬀerentiation implies ∗ ∗ is a subcomplex of grh Ca,b , and similarly for F ≤m grh Cb∗ . Again, that F ≤m grh Ca,b we need only show that the map on the associated graded ∗ grm grh iΓ,b : grm grh Cb∗ → grm grh Ca,b



(3.3.3.2)



is a quasi-isomorphism. Using the Leibnitz rule again, we see that all the diﬀerentials in the complexes ∗ are induced by the diﬀerentials in the category E; using grm grh Cb∗ and grm grh Ca,b ∗ (Part II, Chapter I, Proposition 2.5.2), the complex grm grh Ca,b is isomorphic to a direct sum of complexes of the following form grm grh C ∗ ∼ = ⊕h HomA (V) (∆(h∗ ), Γ) ⊗Z[S(h )] HomE (e⊗a+b , e⊗a+b )∗ . a,b



∗



∗



1



m



h



Ca∗



We have a similar description of gr gr as isomorphic to a direct sum of complexes of the form ∼ ⊕h HomA (V) (∆(h∗ ), Γ) ⊗Z[S(h )] HomE (e⊗a , e⊗a )∗ , grm grh C ∗ = a,b



∗



∗



1



where the two sums are over the same set of sequences h∗ . The map (3.3.3.2) is the direct sum of the maps (3.3.3.3)



id ⊗ ia,b : HomA1 (V) (∆(h∗ ), Γ) ⊗Z[S(h∗)] HomE (e⊗a , e⊗a )∗ → HomA1 (V) (∆(h∗ ), Γ) ⊗Z[S(h∗ )] HomE (e⊗a+b , e⊗a+b )∗ ,



where ia,b : HomE (e⊗a , e⊗a ) → HomE (e⊗a+b , e⊗a+b ) is the map gotten by writing e⊗a+b = e⊗b ⊗ e⊗a and deﬁning ia,b (τ ) = ide⊗b ⊗ f. Now let M be a right Z[S(h∗ )]-module, and let ⊗a ⊗a ∗ iM , e ) → M ⊗Z[S(h∗ )] HomE (e⊗a+b , e⊗a+b )∗ a,b : M ⊗Z[S(h∗ )] HomE (e



be the map idM ⊗ia,b . The complex HomE (e⊗k , e⊗k )∗ is a free (left) Z[Sk ]-resolution of the trivial module Z (Part II, Chapter II, §3.1.12). Thus, if G is a sub-group of Sk , HomE (e⊗k , e⊗k )∗ is a free (left) Z[G]-resolution of the trivial G-module Z. From this we see that the map ia,b induces a map of Z[S(h∗ )]-free resolutions of the trivial Z[S(h∗ )]-module Z, hence the map iM a,b induces an isomorphism in cohomology. Taking M = HomA1 (V) (∆(h∗ ), Γ) shows that (3.3.3.3) is a quasiisomorphism, which proves the lemma. 3.3.4. We have the cohomological functor on Kb (Ab) X → H 0 (X) := HomKb (Ab) (Z, X). Let B ≥ 0 be an integer, and let Kbmot (V)∗B be the full triangulated subcategory of Kbmot (V)∗ generated by the objects e⊗b ⊗ ZX (n)f , with (X, f ) in L(V), n an integer, and b an integer with 0 ≤ b ≤ B. It is immediate that Kbmot (V)∗ is the inductive limit Kbmot (V)∗ = lim Kbmot (V)∗B . → B
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For Γ ∈ Kbmot (V)∗ , we let BΓ be deﬁned by BΓ = min{B | Γ is in Kbmot (V)∗B }. 3.3.5. Proposition. Let Γ = ZX (n)f , and let a, b ≥ 0 be integers. Then (i) If n < 0, or if a < b, then HomAmot (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)∗ = 0. For all n, a, b, and all q > 0, we have HomAmot (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)q = 0. (ii) If n ≥ 0, and a > b, then HomKbmot (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)2n+p = 0 for all p = 0. (iii) Suppose that a > b. Then the map evΓ : HomKbmot (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)2n → Z n (X)f deﬁned by evΓ (f ) = Kb (Zmot )(f )(1) (see (3.3.1.3)) is an isomorphism. (iv) Let ∆ be an object of Kbmot (V)∗ . Then the map Zmot (e⊗a ⊗ 1, ∆) : HomKbmot (V) (e⊗a ⊗ 1, ∆) → H 0 (Zmot (∆)) is an isomorphism for all a > B∆ . Proof. From the construction of the category A5 (V), together with the explicit description of the morphisms in A5 (V) given by (Part II, Chapter I, Proposition 2.5.2), the complex HomA5 (V) (e⊗a , e⊗b ⊗ Γ[2n])∗ is zero in degrees d > 0 and if n < 0, this complex is the zero complex. Similarly, if b > a, then the complex is zero. On the other hand, from Remark 1.4.11, the map HomA5 (V) (e⊗a , e⊗b ⊗ Γ)∗ → HomA5 (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)∗ which sends f to f S is an isomorphism. This proves (i). For (ii), we have the isomorphism Hom b (e⊗a ⊗ 1, e⊗b ⊗ Γ)q ∼ = H q (HomA (V) (e⊗a ⊗ 1, e⊗b ⊗ Γ)∗ ), Kmot (V)



mot



and we have Zmot (f ) = Z5 (f ). Thus we need only show that the cohomology of the complex S



HomA5 (V) (e⊗a , e⊗b ⊗ Γ)∗



(3.3.5.1)



is zero in degrees q = 2n, and that Z5 induces an isomorphism H 2n Z5 : H 2n (HomA5 (V) (e⊗a , e⊗b ⊗ Γ)∗ ) → Z n (X)f . If a > b, the cohomology of (3.3.5.1) is, by Lemma 3.3.3, the same as the cohomology in the complex HomA5 (V) (e⊗a−b , Γ)∗ , i.e., we may assume that b = 0. By the inductive construction of A5 (V), together with (Part II, Chapter I, Proposition 2.5.2), we have H q (HomA5 (V) (e⊗a , Γ)∗ ) = 0 if a > 0 and q = 2n. This proves (ii). We now compute the cohomology H 2n . By (Part II, Chapter I, Proposition 2.5.2), HomAmot (V) (e⊗a , Γ)2n is generated as an abelian group by maps of the form f = p∗ ◦  ◦ ([Z1 ] ⊗ . . . ⊗ [Za ]) ◦ τ, where [Zi ] : e → ZYi (ei )gi are the maps of Deﬁnition 1.4.6 coming from elements Zi ∈ Z ei (Yi )gi , i = 1, . . . , a,  : ZY1 (e1 )g1 ⊗. . .⊗ZYa (ea )ga → ZY (e)g is the external product, with Y = Y1 ×S . . . ×S Ya ; ⊗a



⊗a



g = g1 × . . . × ga ;



e = Σi e i ,



τ : e → e is a symmetry isomorphism in the category E, and p : (X, f ) → (Y, g) is a map in L(V). By (Part II, Chapter II, Proposition 3.1.12), the map τ is homotopic
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in E to the identity, so we may assume that τ = id. Using the homotopies adjoined in Deﬁnition 1.4.8, there is a map h in A5 (V) with dh = f − Y,1,... ,1 ◦ ([W ] ⊗ [|S|] ⊗ . . . ⊗ [|S|]), where W is the cycle p∗ (Z1 ×/S . . . ×/S Za ). We may therefore replace f with the map F := Y,1,... ,1 ◦ ([W ] ⊗ [|S|] ⊗ . . . ⊗ [|S|]). As W = Z5 (F )(1), we ﬁnd that the map H 2n Z5 is injective. The identity W = Z5 ([W ])(1) for W ∈ Z n (X)f also shows that H 2n Z5 is surjective, which completes the proof of (iii). For (iv), suppose a > B := B∆ . The functor Zmot : Kbmot (V) → Kb (Ab) is exact, hence the functor H 0 ◦Zmot : Kbmot (V) → Kb (Ab) is a cohomological functor. By (ii), the cohomological functors H 0 ◦ Zmot and Hom(e⊗a ⊗ 1, −) agree on the objects e⊗b ⊗ ZX (n)[p] for all p as long as a > b; as the objects e⊗b ⊗ ZX (n) with b ≤ B generate Kbmot (V)∗B as a triangulated category, we have H 0 ◦ Zmot = Hom(e⊗a ⊗ 1, −) on Kbmot (V)∗B . As ∆ is in Kbmot (V)∗B , this proves (iv). 3.3.6. Let (3.3.6.1)



νΓ,a : HomKbmot (V) (e⊗a ⊗ 1, Γ) → HomKbmot (V) (e⊗a+1 ⊗ 1, Γ)



be the map sending f : e⊗a ⊗ 1 → Γ to the composition f



a e⊗a+1 ⊗ 1 = e⊗a ⊗ e ⊗ 1 −−−−→ e⊗a ⊗ 1. − → Γ.



id⊗ν



3.3.7. Lemma. Let ∆ be in Kbmot (V)∗ . Then ν∆,a : HomKbmot (V) (e⊗a ⊗ 1, ∆) → HomKbmot (V) (e⊗a+1 ⊗ 1, ∆) is an isomorphism for all a > B∆ . Proof. This follows directly from Proposition 3.3.5(iv), and the fact that Zmot (e⊗a ⊗ 1, ∆)(f ) = Zmot (e⊗a+1 ⊗ 1, ∆)(ν∆,a f ). 3.4. The triangulated motivic category We now derive some information on the localization Dbmot (V) of Kbmot (V), and the full motivic category DM(V). 3.4.1. Form the triangulated tensor category without unit Dbmot (V)∗ from the triangulated tensor category without unit Kbmot (V)∗ by inverting the morphisms of Deﬁnition 2.1.4 (except for the K¨ unneth isomorphism (c)). The DG tensor functors and natural transformation (3.3.1.1) induce the functors Db (imot ) : Dbmot (V)∗ → Dbmot (V), Db (rmot ) : Dbmot (V) → Dbmot (V)∗ , and the natural transformation Db (mot ) : idDbmot (V) → Db (imot ) ◦ Db (rmot ). We have Db (rmot ) ◦ Db (imot ) = idDbmot (V)∗ .
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3.4.2. Theorem. For each object X of Dbmot (V), the map Db (mot )(X) : X → Db (imot ) ◦ Db (rmot )(X) is an isomorphism, and the functors (3.4.2.1)



Db (imot ) : Dbmot (V)∗ → Dbmot (V), Db (rmot ) : Dbmot (V) → Dbmot (V)∗



are equivalences of triangulated tensor categories without unit. Proof. Suppose X is a tensor product of objects of A1 (V): X = X1 ⊗. . .⊗Xn . Then Db (mot )(e⊗k ⊗ X) is the map id ⊗ X1 ,...Xn : e⊗k ⊗ X1 ⊗ . . . ⊗ Xn → e⊗k ⊗ X1 × . . . × Xn , which is an isomorphism by the K¨ unneth isomorphism (Deﬁnition 2.1.4(c)). As Dbmot (V) is generated as a triangulated category by objects of this form, this suﬃces to prove the theorem. 3.4.3. Corollary. Let R be a commutative ring, ﬂat over Z. The categories Dbmot (V)R and DM(V)R are triangulated R-tensor categories, with unit 1 = RS (0). Proof. By Lemma 3.1.6, the DG category Amot (V)∗ has the structure of a DG tensor category with unit 1 = ZS (0). Applying the functor Kb (−), we see that Kbmot (V)∗ has the structure of a triangulated tensor category with unit 1. This structure is preserved under localization (as a triangulated tensor category without unit), hence Dbmot (V)∗ is a triangulated tensor category with unit 1. Applying the equivalence of triangulated tensor categories without unit Db (rmot ) : Dbmot (V) → Dbmot (V)∗ makes Dbmot (V) into a triangulated tensor category with unit 1. On easily checks that this structure is preserved by taking the pseudo-abelian hull, giving DM(V) the structure of a triangulated tensor category with unit 1. The proof for general R is the same. 3.4.4. Remark. For Γ = ZX (n)f , the multiplication maps in DM(V) µrΓ : Γ ⊗ 1 → Γ;



µlΓ : 1 ⊗ Γ → Γ



are given by the external products: µrΓ = Γ,1 , µlΓ = 1,Γ . More generally, for each object Γ of Dbmot (V), we have the identity: Dbmot (r)(Γ ⊗ 1) = Dbmot (r)(1 ⊗ Γ) = Dbmot (r)(Γ); the multiplication µlΓ : 1 ⊗ Γ → Γ is given by the composition Db



(mot )(1⊗Γ)



Db



(mot )(Γ)−1



−−−−−−−−−→ Dbmot (rmot )(1 ⊗ Γ) = Dbmot (rmot )(Γ) 1 ⊗ Γ −−mot −−mot −−−−−−−−−→ Γ. 3.4.5. Form the triangulated category Dbmot (V)∗add as follows: Let S be the set of morphisms of the form ide⊗a ⊗ f , where f is in the set of morphisms described in Deﬁnition 2.1.4(a), (b), (d), (e) and (f). Form the category Dmot (V)∗add from the triangulated category Kbmot (V)∗ by inverting the morphisms in S (as a triangulated category, not as a triangulated tensor category). 3.4.6. Proposition. The canonical exact functor Dbmot (V)∗add → Dbmot (V)∗ is an equivalence of triangulated categories.
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Proof. If (X, f ) and (Y, g) are in L(V), and if f : Z → X is a morphism in V, then ρf,f  × idZY (m)g : ZX (n)f × ZY (n)g → ZX (n)f ∪f  × ZY (n)g is the morphism ρf ×g,f  ×g : ZX×S Y (n + m)f ×g → ZX×S Y (n + m)f ∪f  ×g . Thus the set of morphisms of Deﬁnition 2.1.4(e) are closed under the operation (−) × idZY (m)g . Similarly, the set of morphisms of Deﬁnition 2.1.4(a), (b), (d) or (f) is closed under the operation (−) × idZY (m)g . Since the objects e⊗a ⊗ ZY (m)C generate Kbmot (V)∗ as a triangulated category, the set of morphisms inverted in Kbmot (V)∗ to form Dbmot (V)∗add is closed under the operation (−) × idZ for Z an arbitrary object in Kbmot (V)∗ . As × is the tensor operation on Kbmot (V)∗ , it follows that the canonical exact functor Dbmot (V)∗add → Dbmot (V)∗ is an isomorphism. 3.4.7. Remarks. From Deﬁnition 1.4.12 and Deﬁnition 3.2.3, we have the graded tensor category A0mot (V), the full subcategory A0mot (V)∗ of A0mot (V), and the commutative diagram (3.2.4.1) Amot (V) O rmot



Hmot



i0mot



imot







Amot (V)∗



/ A0 (V) mot O



∗ Hmot



0 rmot



 / A0 (V)∗ . mot



The natural transformation mot induces the natural transformation 0 0mot : idA0mot (V) → i0mot ◦ rmot ;



the functor Zmot : Amot (V) → GrAb factors as H∗



◦rmot



Z 0∗



mot Amot (V) −−− −−−−→ A0mot (V)∗ −−mot −→ GrAb.



Deﬁne the categories: b 0 Cb0 mot (V) := C (Amot (V)),



∗ b 0 ∗ Cb0 mot (V) := C (Amot (V) ),



b 0 Kb0 mot (V) := K (Amot (V)),



∗ b 0 ∗ Kb0 mot (V) := K (Amot (V) ).



b0 We let Db0 mot (V) be the triangulated tensor category gotten from Kmot (V) by inb0 ∗ verting the maps of Deﬁnition 2.1.4, and deﬁne Dmot (V) similarly as a localization ∗ b0 ∗ b0 of Db0 mot (V) . We have the triangulated category Dmot (V)add formed from Kmot (V) by inverting the maps of Deﬁnition 2.1.4 as triangulated category. (i) The cycles functors



Cb (Zmot ) : Cbmot (V) → Cb (Ab), Kb (Zmot ) : Kbmot (V) → Kb (Ab) factor as Cb (H ∗



◦rmot )



Cb (Z 0∗ )



Kb (H ∗



◦rmot )



Kb (Z 0∗ )



mot ∗ b −−−−−→ Cb0 Cbmot (V) −−−−−mot mot (V) −−−−−−→ C (Ab), mot ∗ b −−−−−→ Kb0 Kbmot (V) −−−−−mot mot (V) −−−−−−→ K (Ab).



b b0 ∗ ∗ (ii) Replace ?bmot (V) with ?b0 mot (V), ?mot (V) with ?mot (V) , for ? = C, K and D, b ∗ b0 ∗ and replace Dmot (V)add with Dmot (V)add . Then the analogs of all the results of this section remain valid, with similar proofs.



3. STRUCTURE OF THE MOTIVIC CATEGORIES



47



(iii) It follows from Proposition 3.3.5, together with the analog of Proposition 3.3.5 for the category Kb0 mot (V), that the map ∗ Kb (Hmot )(e⊗a ⊗ 1, ∆) : HomKbmot (V) (e⊗a ⊗ 1, ∆) → HomKb0 (e⊗a ⊗ 1, ∆) mot (V)



is an isomorphism for all ∆ in Kbmot (V)∗B (see §3.3.4), and all a > B. b0 (iv) We let DM0 (V) be the pseudo-abelian hull Db0 mot (V)# of Dmot (V). The functor b K (Hmot ) gives rise to the commutative diagram of exact tensor functors Dbmot (V)  DM(V)



Db (Hmot )



/ Db0 (V) mot



 / DM0 (V).



DM(Hmot )



0 We may view the categories A0mot (V), Db0 mot (V), and DM (V) as the “naive” verb sions of Amot (V), Dmot (V),and DM(V), as we have replaced the DG tensor structure in Amot (V) (which gives the structural identities only up to homotopy) with the graded tensor structure in A0mot (V) (which gives the structural identities on the nose).



3.5. Cycles and cycle classes In this section, we construct the cycle map and the cycle class map, and consider their basic properties. 3.5.1. The cycle map and the cycle class map. We have the cohomological functor H 0 : Kb (Ab) → Ab H 0 (X) := HomKb (Ab) (Z, X). Let Γ be an object of Kbmot (V)∗B (see §3.3.4). We have the functor (3.3.1.3), the corresponding object Zmot (Γ) of Kb (Ab), and the abelian group H 0 (Zmot (Γ)). By Proposition 3.3.5, we have the isomorphism (3.5.1.1)



H 0 ◦ Zmot (−) : HomKbmot (V) (e⊗a ⊗ 1, Γ) → H 0 (Zmot (Γ))



for all a > B. We deﬁne the map (3.5.1.2)



HomKbmot (V) (e⊗a ⊗ 1, Γ) cycΓ : H 0 (Zmot (Γ)) → lim → a



to be the inverse of the isomorphism (3.5.1.1); here the limit is with respect to the maps (3.3.6.1). For Γ in Kbmot (V)∗B , the limit is constant for a > B, by Lemma 3.3.7. We have the unit isomorphism (2.2.4.1) νa : e⊗a ⊗ 1 → 1. Let Γ be an object of b Kmot (V)∗B , and let Z be an element of H 0 (Zmot (Γ)). We let clΓ (Z) : 1 → Γ be the morphism in Dbmot (V) deﬁned by the composition ν −1



cyc (Z)



a → e⊗a ⊗ 1 −−−Γ−−→ Γ 1 −−



for any a > B. This is easily seen to be independent of the choice of a. 0 Let Hmot : Kbmot (V) → Ab be the cohomological functor HomDbmot (V) (1, −). The assignment Z → clΓ (Z) deﬁnes the homomorphism (3.5.1.3)



0 (Γ). clΓ : H 0 (Zmot (Γ)) → Hmot
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3.5.2. The cycle map and cycle class map for varieties. Let X be in V, (X, f ) in L(V), and Z ∈ Z d (X)f . The map (1.4.6.1) in A3 (V) determines the map in Amot (V), [Z]S : e ⊗ 1 → ZX (d)f [2d] (see Remark 1.4.11). Since Zmot (ZX (d)f [2d]) = Z d (X)f , (3.5.2.1)



Zmot (e ⊗ 1) = Z, Zmot ([Z]S )(1) = Z,



it follows from Proposition 3.3.5 that sending Z to [Z]S gives the isomorphism [−]S



Z d (X)f −−−→ HomKbmot (V) (e ⊗ 1, ZX (d)f [2d]). Using the identities (3.5.2.1) we deﬁne (3.5.2.2)



cycdX,f : Z d (X)f → HomKbmot (V) (e ⊗ 1, ZX (d)f [2d])



as the composition of cycZX (d)f [2d] with the canonical isomorphism (3.5.2.3)



Z d (X)f ∼ = H 0 (Z d (X)f ) = H 0 (Zmot (ZX (d)f [2d])).



It follows directly from the deﬁnitions that cycdX,f (Z) = [Z]S . ˆ is a closed subset of X with complement j : U → X, we have the Similarly, if X d d subgroup ZX (X) f of Z (X)f deﬁned by the exactness of ˆ j∗



d d d 0 → ZX ˆ (X)f → Z (X)f −→ Z (U )j ∗ f .



Since the map (3.5.2.2) is a functorial isomorphism, we have the canonically deﬁned map (3.5.2.4)



d cycdX,X,f ˆ (d)f [2d]), ˆ : ZX ˆ (X)f → HomKbmot (V) (e ⊗ 1, ZX,X



compatible with cycdX,f via the canonical map HomKbmot (V) (e ⊗ 1, ZX,Xˆ (d)f [2d]) → HomKbmot (V) (e ⊗ 1, ZX (d)f [2d]). It follows similarly from the deﬁnitions and Proposition 3.3.5 that cycdX,X,f ˆ (Z) = [Z]SXˆ in Kbmot (V), where [Z]Xˆ is the map (2.1.3.3). 0 (ZX (d)f [2d]) by deﬁnition. For (X, f ) ∈ L(V), we have H 2d (X, Z(d)) = Hmot We deﬁne the homomorphism (3.5.2.5)



cldX,f : Z d (X)f → H 2d (X, Z(d))



as the map clZX (d)f [2d] , composed with the isomorphism (3.5.2.3). By the functoriality of the maps “change of f ”, the maps cldX,f ﬁt together to give a homomorphism cldX : Z d (X/S) → H 2d (X, Z(d)), which we call the cycle class map. The cycle maps with support give similarly the map (3.5.2.6)



d 2d cldX,X,f ˆ : ZX ˆ (X)f → HX ˆ (X, Z(d))



and the map (3.5.2.7)



d 2d cldX,Xˆ : ZX ˆ (X/S) → HX ˆ (X, Z(d)).
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3.5.3. Proposition. Sending Γ ∈ Kbmot (V)∗ to cycΓ deﬁnes an exact natural transformation of cohomological functors → lim HomKbmot (V)∗ (e⊗a ⊗ 1, −) H 0 (Zmot (−)) − → a



Kbmot (V)∗



from to Ab. Sending Γ ∈ Kbmot (V)∗ to clΓ deﬁnes an exact natural 0 transformation of cohomological functors H 0 (Zmot (−)) − → Hmot (−) from Kbmot (V)∗ to Ab. In particular, the following properties of the cycle class map hold: ˆ a closed subset of X and Yˆ a closed subset (i) Let p : Y → X be a map in V, X −1 ˆ of Y containing p (X). Then p∗ (cldX,Xˆ (Z)) = cldY,Yˆ (p∗ (Z)), d for Z in ZX ˆ (X)p∪idX .  ˆ be a closed (ii) Let i : X → X Y be the inclusion, with X and Y in V, let X subset of X and Yˆ a closed subset of Y . Then



i∗ (cldX,Xˆ (Z)) = cldXY,X ˆ Yˆ (i∗ (Z)), d for Z in ZX ˆ (X/S).



Proof. This follows from the fact that Zmot (−) is an exact functor. 3.5.4. Lemma. We have cl0S (|S|) = id1 . Proof. By deﬁnition (see Remark 1.4.11), the map [|S|]S : e ⊗ 1 → 1 is the composition 1,1 ◦([|S|]⊗id1 ). This latter morphism is the isomorphism ν1 : e⊗1 → 1. As cl0S (|S|) = [|S|]S ◦ ν1−1 by deﬁnition, the lemma follows. Recall from §2.2.11 the deﬁnition of external products, and cup products, for motivic cohomology with support. ˆ be a closed subset of X and Yˆ a closed 3.5.5. Lemma. Let X and Y be in V, let X d subset of Y . Take A in ZXˆ (X/S), and B in ZYeˆ (Y /S). Then the product cycle e+d (X ×S Y /S), and A ×/S B is in ZX× ˆ Yˆ S



d+e clX× ˆ (A ˆ S Y,X×S Y



ˆ ˆ



X,Y ×/S B) = cldX,Xˆ (A) ∪X,Y cleY,Yˆ (B).



Proof. It follows from (Appendix A, Remark 2.3.3(i)), that A ×/S B is in ˆ × Yˆ . By Deﬁnition 1.4.8(ii), (X ×S Y /S); clearly A ×/S B is supported in X Z we have the identity in the homotopy category of A5 (V), e+d



X×S Y,S ◦ ([A ×/S B] ⊗ [|S|]) = X,Y ◦ ([A] ⊗ [B]), as maps from e ⊗ e to ZX×S Y (d + e)[2d + 2e]. Using the notation of §2.2.11 we have the map ˆ ˆ



X,Y : ZX×S Y,X× θX,Y ˆ Yˆ (d + e)∆ → ZX,X ˆ (d) × ZY,Y ˆ (e).



By Proposition 3.3.5, the map HomKbmot (V) (e ⊗ e, ZX×S Y,X× ˆ Yˆ (d + e)∆ [2d + 2e]) → HomKbmot (V) (e ⊗ e, ZX×S Y (d + e)[2d + 2e])
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is injective, so we have the identity of maps in Kbmot (V), ˆ ˆ



X,Y θX,Y ◦ X×S Y,S ◦ ([A ×/S B]X× ˆ S Yˆ ⊗ [|S|]) = X,Y ◦ ([A]X ˆ ⊗ [B]Yˆ ).



This in turn implies the identity of maps in DM: d+e clX×



ˆ



ˆ (A ×/S



S Y,X×S Y



ˆ ˆ



X,Y B) = X,Y ◦ ([A]Xˆ ⊗ [B]Yˆ ) ◦ ν2−1 : 1 → ZX×S Y (d + e)[2d + 2e].



From the deﬁnition of the tensor product in DM, and the deﬁnition (2.2.11.3) of ˆ Yˆ X, the product ∪X,Y , we have the identity ˆ ˆ



ˆ ˆ



X,Y X,Y X,Y ◦ ([A]Xˆ ⊗ [B]Yˆ ) ◦ ν2−1 = cldX (A) ∪X,Y cleY (B),



completing the proof. 3.5.6. Proposition. Let X be in V. Then (i) ⊕p,q H p (X, Z(q)), with product ∪X , is an associative, bi-graded ring, gradedcommutative with respect to p, with unit 1 ∈ H 0 (X, Z(0)) given by the map cl0X (|X|) : 1 → ZX (0). (ii) Let p : Y → X be a map in V. Then p∗ : ⊕p,q H p (X, Z(q)) → ⊕p,q H p (Y, Z(q)) is a ring homomorphism. Proof. (i) Associativity and graded-commutativity of the product ∪X follow from the associativity and graded-commutativity of the tensor product in the tensor category DM. We now show that cl0X (|X|) acts as a unit. Let pX : X → S be the structure morphism. We have the commutative diagram S,X



ZS (0) ⊗ ZX (q)[p] p∗ X ⊗id



/ ZX (q)[p] 







ZX (0) ⊗ ZX (q)[p]



X,X



p∗ 2



/ ZX×S X (q)[p]



∆∗



/ ZX (q)[p].



Let f : 1 → ZX (q)[p] be a map in DM. By Corollary 3.4.3, DM is a tensor category with unit 1, hence we have the commutative diagram 1⊗1 id⊗f



/1



µ



f







1 ⊗ ZX (q)[p]



µlX



 / ZX (q)[p].



From the deﬁnition of the unit structure in DM (see Remark 3.4.4), we have µlX = S,X : ZS (0) ⊗ ZX (q)[p] → ZX (q)[p]. Thus, we may put the two commutative diagrams together, giving the identity (3.5.6.1)



f = p∗X ∪X f.



By Proposition 3.5.3(i) and Lemma 3.5.4, we have (3.5.6.2)



p∗X = p∗X ◦ cl0S (|S|) = cl0X (|X|);



combining (3.5.6.1) and (3.5.6.2) shows that cl0 (|X|) is a unit. The proof of (ii) is similar and is left to the reader.
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ˆ 1 and X ˆ 2 be closed subsets of X, and let 3.5.7. Proposition. Let X be in V, let X d e A ∈ ZX (X/S), B ∈ Z (X/S) be cycles on X. Suppose that each component of ˆ1 ˆ2 X the intersection supp(A) ∩ supp(B) intersects each ﬁber Xs of X over S in a subset of codimension at least d + e. Then the intersection product of A and B in X over d+e S, A ·X/S B, exists, A ·X/S B is in ZX ˆ ∩X ˆ (X/S), and 1



d+e clX, ˆ 1 ∩X ˆ 2 (A ·X/S X



B) =



2



cldX,Xˆ1 (A)



ˆ



ˆ



X1 ,X2 e ∪X clX,Xˆ 2 (B).



Proof. The intersection product of A and B in X over S is given by A ·X/S B = ∆∗X (A ×/S B), whenever ∆∗X (A ×/S B) is deﬁned. By our assumptions on A, B and supp(A) ∩ d+e supp(B), the cycle A ×/S B is in ZX ˆ ∩X ˆ (X ×S X)id∪∆X . By Lemma 1.2.2, the 1



2



cycle ∆∗X (A ×/S B) is deﬁned and is in Z d+e (X/S). By Proposition 3.5.3, we have d+e ∆∗X ◦ clX×



ˆ



ˆ



S X,X1 ×X2



d+e (A ×/S B) = clX, ˆ X



ˆ



(∆∗X (A ×/S B))



d+e = clX, ˆ X



ˆ



(A ·X/S B);



1 ∩X2 1 ∩X2



by Lemma 3.5.5, we have d+e ∆∗X ◦ clX×



ˆ



ˆ



ˆ



S X,X1 ×X2



ˆ



X1 ,X2 e (A ×/S B) = ∆∗X (cldX,Xˆ 1 (A) ∪X,X clX,Xˆ 2 (B)) ˆ



ˆ



X1 ,X2 e = cldX,Xˆ1 (A) ∪X clX,Xˆ2 (B),



completing the proof.
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CHAPTER II



Motivic Cohomology and Higher Chow Groups In [19], Bloch deﬁnes his higher Chow groups as a candidate for a reasonable theory of motivic cohomology. In this chapter, we extend and modify Bloch’s deﬁnition of higher Chow groups to give a theory of higher Chow groups for motives over a given base scheme S; in case S = Spec k, for k a ﬁeld, the higher Chow groups of the motive of a smooth k-variety agree with Bloch’s original construction. We show that, if the motivic Chow groups satisfy certain natural conditions (see §3.2.1 and §3.3.1), then the motivic cohomology groups deﬁned in Chapter I, §2.2.7 agree with the motivic Chow groups (Theorem 3.3.10). We are able to verify the axioms in case S = Spec k, k a ﬁeld, or if S is smooth and of dimension one over a ﬁeld (Theorem 3.6.6), putting Bloch’s higher Chow groups in a categorical framework. The agreement of motivic cohomology with the motivic Chow groups gives an interpretation of motivic cohomology as Zariski hypercohomology, which enables us to prove some additional properties of motivic cohomology, such as a Gersten-type resolution, a local to global spectral sequence, and the like. These properties are treated in §3.4.



1. Hypercohomology in the motivic category We begin by describing how to deﬁne Zariski hypercohomology for objects of Cbmot (V). ˇ 1.1. Cech resolutions for Amot 1.1.1. Let (X, f ) be in L(V), and let U := {U0 , . . . , Um } be a Zariski open cover of X. For an ordered index I = (i0 < . . . < ik ), with 0 ≤ ij ≤ m, we let UI denote the intersection UI = Ui0 ∩ . . . ∩ Uim . We have the augmented simplicial scheme jU : U∗ →  X where U∗ is the simplicial scheme with non-degenerate k-simplices U∗n.d. = I=(i0 0.



H p (Cb (S)(ΓU )) = 0
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˜ be a hyper-resolution of ΓU . By (1.5.3.1)-(1.5.3.3), induction Now let ΓU → Γ and an elementary spectral sequence argument, we have ˜ = S(U ) (1.5.3.4) H 0 (Cb (S)(Γ)) if S is a sheaf, and if S is an injective sheaf, we have ˜ =0 H p (Cb (S)(Γ)) (1.5.3.5) for p > 0. ˜ be a hyperLet P be a presheaf on X whose associated sheaf is zero, let Γ ˜ From Lemma 1.4.2(i), resolution of ΓX , and let α be a degree d element of P(Γ). ˜ → ∆ ˜ over the identity such that there is a map of hyper-resolutions of X f : Γ Cb (P)(f )(α) = 0. From this and Proposition 1.4.3, it follows that setting H∗ (S) :=



lim



→ ˜ Γ∈HR ΓX



˜ H ∗ (Cb (S)(Γ))



deﬁnes a cohomological functor on the category of sheaves on X. It follows then from (1.5.3.4) that there is a canonical map of cohomological functors (on the category of sheaves on X) (1.5.3.6)



∗ H∗ (−) → HZar (X, −);



it follows from (1.5.3.4) and (1.5.3.5) that the map (1.5.3.6) is an isomorphism. 0 ˜ for a presheaf S with associated sheaf In addition, we have H0 (S) ∼ (X, S) = HZar ˜ S; from this and the isomorphism (1.5.3.6) we have the canonical isomorphism ∗ ˜ H∗ (S) → HZar (X, S). 1.5.4. Lemma. (i) Let (X, f ) be in L(V), and let h : Cbmot (Zar(X, f )) → C(Ab) be ˜ X be the complex of Zariski sheaves on a DG functor, compatible with cones. Let h X X associated to the presheaf h given by hX (j : U → X) = h(e⊗a ⊗ ZU (q)j ∗ f [p]) Let H0Zar (X, ˜ hX ) denotes the Zariski hypercohomology. Then there is a natural isomorphism H0h (e⊗a ⊗ ZX (q)f [p]) ∼ = H0Zar (X, ˜hX ). (ii) Let hn : Cbmot (V)∗ → C(Ab), n = 0, 1, . . . , ∞ be DG functors, compatible with cones, together with a sequence of natural transformations π



π



→ h1 −−21 → ... h0 −−10 and natural transformations πn : hn → h∞ , compatible with cones, such that πn+1 ◦ πn+1,n = πn . Suppose that, for each pair of integers p and q, there is an integer Np,q such that H 0 (πn ) : H 0 (hn (ZX (q)f [m])) → H 0 (h∞ (ZX (q)f [m])) is an isomorphism for all (X, f ) ∈ L(V), all m ≥ p, and all n ≥ Np,q . Then, for each Γ in Cbmot (V)∗ , there is an integer NΓ such that the map H0 (πN ) : H0hN (Γ) → H0h∞ (Γ) is an isomorphism for all N ≥ NΓ . Proof. For (i), let j : U → X be a Zariski open subset of X. Suppose at ﬁrst that h is a functor with values in Ab. Then hX is an abelian presheaf on X, and ˜ = h(Γ) ˜ for each hyper-resolution ΓU → Γ ˜ of ΓU . we have Cb (hX )(Γ) This together with Lemma 1.5.3 proves (i) in case the functor h takes values in Ab; the general case follows from this and a spectral sequence argument, noting that X has ﬁnite cohomological dimension by [46, Theorem 3.6.5].
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We now prove (ii). The DG category Cbmot (V)∗ is generated by Amot (V)∗ by taking translations and cones. Since the functors H0hn are cohomological functors, it suﬃces to prove the result for Γ a translate of an object in Amot (V)∗ . As Amot (V)∗ is generated by the objects e⊗a ⊗ ZX (q)f , it suﬃces to proof the result for Γ of the form Γ = e⊗a ⊗ ZX (q)f [p]. ˜ X be the complex of Zariski sheaves on X associated to the presheaf Let h n (j : U → X) → hn (e⊗a ⊗ ZU (q)j ∗ f [p]). Suppose X has Krull dimension M . Then, by [46, loc. cit.], for all Zariski sheaves F on X, we have H n (X, F ) = 0;



n > M.



By our assumption on the sequence of functors hn , if n ≥ Np−M−1,q , the map of ˜X → ˜ sheaves h hX n ∞ induces an isomorphism on the cohomology sheaves ˜ X ) → Hm (h ˜X ) Hm (h n ∞ for all m ≥ −M − 1. Applying this to the local to global spectral sequence for 0 ˜X hypercohomology, we ﬁnd that the natural map H0Zar (X, ˜hX n ) → HZar (X, h∞ ) is an isomorphism for n ≥ Np−M−1,q . This, together with (i), completes the proof. 2. Higher Chow groups We recall Bloch’s construction of the higher Chow groups, and give an extension to motives over an arbitrary base. We also deﬁne the motivic cycle map from the motivic Chow group to motivic cohomology. 2.1. Bloch’s higher Chow groups We review the constructions of [19]. Fix a ﬁeld k. 2.1.1. The simplicial scheme ∆∗X . Let ∆nZ be the aﬃne space AnZ , given as the scheme ∆nZ := Spec Z[t0 , . . . , tn ]/



n 



ti − 1.



i=0



∆nZ has the vertices vin deﬁned by ti = 1, tj = 0 for j = i. Each map g : [n] → [m] in n m ∆ gives the map g := ∆∗k (g) : ∆nZ → ∆m Z , which sends vi to vg(i) , and is aﬃne-linear. This deﬁnes the cosimplicial scheme ∆∗Z . If X is a scheme, taking the product with X over Z deﬁnes the cosimplicial scheme ∆∗X . 2.1.2. Bloch’s cycle complex. A face of ∆nX is a subscheme of the form ∆∗X (g)(∆m X) for some g : [m] → [n]. Let z q (X, n) be the subgroup of Z q (∆nX ) generated by the codimension q subvarieties W of ∆nX such that, for each face F of ∆nX , each component of W ∩ F has codimension at least q on F . As each face F is a complete intersection in ∆nX , this implies that, for each Z ∈ z q (X, n), and each map g : [m] → [n] in ∆, the cycle pull-back g ∗ (Z) is deﬁned, and is in z q (X, ∗). This gives us the simplicial abelian group n → z q (X, n), and the associated (homological) complex of abelian groups z q (X, ∗), called Bloch’s cycle complex for X.
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2.1.3. Functoriality. Let f : X → Y be a morphism of k-varieties. If f is ﬂat, then pull-back of cycles via the induced map ∆nX → ∆nY gives rise to the map of complexes f ∗ : z q (Y, ∗) → z q (X, ∗). If f is proper of relative dimension d, then push-forward of cycles gives the maps of complexes f∗ : z q+d (X, ∗) → z q (Y, ∗). 2.1.4. Definition. Let X be a reduced k-scheme, essentially of ﬁnite type over k. The higher Chow groups of X, CHq (X, p), p, q ≥ 0, are deﬁned as CHq (X, p) := Hp (z q (X, ∗)). 2.1.5. Let f : X → Y be a map of varieties. The pull-back and push-forward operations of §2.1.3 give rise to the pull-back map f ∗ : CHq (Y, p) → CHq (X, p) if f is ﬂat, and the push-forward map f∗ : CHq+d (X, p) → CHq (Y, p) if f is a proper of relative dimension d. These are functorial, when the composition is deﬁned. 2.1.6. Properties of the higher Chow groups. We give a list of the properties of CHq (X, p); we take X to be quasi-projective over k. (1) Homotopy. Let pX : X × A1 → X be the projection. Then p∗X : CHq (X, p) → CHq (X × A1 , p) is an isomorphism. (2) Localization and Mayer-Vietoris. Let i : Z → X be a closed codimension d subscheme of a quasi-projective variety X, and j : U → X the complement. Then the sequence j∗



i



∗ z q (X, ∗) −→ z q (U, ∗) z q−d (Z, ∗) −→



deﬁnes a quasi-isomorphism z q−d (Z, ∗) → cone(j ∗ )[−1], giving rise to the long exact localization sequence j∗



i



δ



∗ CHq (X, p) −→ CHq (U, p) − → CHq−d (Z, p − 1) → . . . . . . . → CHq−d (Z, p) −→



Similarly, if X = U ∪ V , with jU : U → X and jV : V → X open subschemes, then the sequence ∗ ∗ jU ∩V,U −jU ∩V,V



(j ∗ ,j ∗ )



U V −−→ z q (U, ∗) ⊕ z q (V, ∗) −−−−−−−−−−→ z q (U ∩ V, ∗) z q (X, ∗) −−−



∗ ∗ deﬁnes a quasi-isomorphism z q (X, ∗) → cone(jU∩V,U − jU∩V,V )[−1], giving rise to the long exact Mayer-Vietoris sequence ∗ ∗ jU ∩V,U −jU ∩V,V



(j ∗ ,j ∗ )



U V . . . → CHq (X, p) −−− −−→ CHq (U, p) ⊕ CHq (V, p) −−−−−−−−−−→



δ



CHq (U ∩ V, p) − → CHq (X, p − 1) → . . . . (3) Contravariant functoriality. The functor X → z q (X, ∗) on the category of localizations of smooth quasi-projective k-varieties, with ﬂat maps, extends to a functor z q (−, ∗) : Smess k



op



→ D− (Ab).



(4) Products. There are functorial maps of complexes in D− (Ab) 







X,Y : z q (X, ∗) ⊗Z z q (Y, ∗) → z q+q (X ×k Y, ∗)
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which are associative and (graded) commutative. Following X,X by the pull-back via the diagonal makes the bi-graded group ⊕p,q CHq (X, p) into a bi-graded ring, graded-commutative in p. If f : X → Y is a projective map, then f∗ (α ∪X f ∗ β) = f∗ (α) ∪Y β 



for α ∈ CHq (X, p) and β ∈ CHq (Y, p ). (5) Comparison with K-theory. Let X be a smooth quasi-projective variety. There are natural isomorphisms CHq (X, p) ⊗ Q ∼ = Kp (X)(q) , where Kp (X)(q) is the weight q subspace (for the Adams operations) in the rational higher algebraic K-theory of X, Kp (X) ⊗ Q. 2.1.7. Remarks. (i) These properties were ﬁrst listed in [19]; (1) was proved there and the construction of the products in (4) was given as well. There was an error in the proof of (2) in [19]; a correct proof of (2) was given in [18]. There was also an error in the proof of (3) in [19], which was ﬁxed by Bloch [16]. We also give a proof of the contravariant functoriality in §3.5 of this chapter, for aﬃne X; together with (2), this gives a proof of contravariant functoriality for arbitrary X. A proof of (5) (relying on (2) and (3)) was given in [19]; we have also given a proof of (5) in [84] which makes no use of (2) or (3). We give a proof of (5), following the argument of [19], in Chapter III, §3.6. (ii) One consequence of (2) which we will use later is a comparison of CHq (−, p) with Zariski hypercohomology. Let X be a quasi-projective k-variety. The functoriality of the complexes z q (−, ∗) allows us to sheaﬁfy these complexes on X, forming the complex of Zariski sheaves z˜q (∗)X associated to the complex of presheaves U → z q (U, ∗). An immediate consequence of (2) is that the natural map CHq (X, p) → H−p ˜q (∗)X ) is an isomorphism. Zar (X, z 2.2. Suspension and the motivic cycle complex We use the technique of “relative cycles” to give a ﬁrst approximation to the Chow groups of motives. We ﬁx a base scheme S. We recall from Chapter I, §2.4, how to assign a motive to a “very smooth” cosimplicial scheme (see Chapter I, §2.4.1) 2.2.1. Example. Recall the cosimplicial scheme ∆∗ := ∆∗S of §2.1.1. One easily sees that ∆∗ is a very smooth cosimplicial scheme in V. We denote the maps (see n ≤n → ∆n by δ n , giving the objects (see (I.2.4.1.1) and Chapter I, §2.4.1) f∆ ∗:∆ (I.2.4.2.2)) (∆∗ , δ ∗ ) : ∆ → L(V),



(2.2.1.1)



b ∗ Z≤N ∆∗ (0) ∈ Cmot (V) ,



and the sequence of maps in Cbmot (V)∗ (see (I.2.4.2.3)) (2.2.1.2) We let



χN,N −1



χN +1,N



χN +2,N +1



+1 . . . −−−−−→ Z≤N −−−−→ Z≤N (0) −−−−−−→ . . . . ∆∗ (0) − ∆∗



Z∆∗ (0)δ∗ : ∆op → Amot (V)∗ denote the simplicial object Z(0)((∆∗ , δ ∗ )), where Z(0) : L(V)op → Amot (V)∗ is the functor (X, f ) → ZX (0)f .
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2.2.2. Definition. Let Γ be an object of Cbmot (V)∗ . We let ΣN Γ denote the object b ∗ N Γ × Z≤N ∆∗ (0)[−N ], where × is the tensor operation in Cmot (V) . Sending Γ to Σ Γ gives the cone-preserving functor ΣN : Cbmot (V)∗ → Cbmot (V)∗ ; we have as well the extension of ΣN to exact functors ΣN : Kbmot (V)∗ → Kbmot (V)∗ , and



ΣN : Dbmot (V)∗ → Dbmot (V)∗ .



2.2.3. Recall the cycles functor (I.3.3.1.2). For a simplicial object [n] → Γn of Z 0 Cbmot (V)∗ , let Zmot (Γ∗ ) be the object of C− (Ab) deﬁned as the total complex of the double complex d−n



d−1



. . . → Zmot (Γn ) −−→ Zmot (Γn−1 ) → . . . −−→ Zmot (Γ0 ), where d−n is the usual alternating sum n  d−n = (−1)i Zmot (Γ(δin−1 )), i=0



and Zmot (Γqp ) is in total degree q − p. 2.2.4. Definition. Let Γ be an object of Cbmot (V)∗ . Deﬁne the motivic cycle complex Zmot (Γ, ∗) by Zmot (Γ, ∗) := Zmot (Γ × Z∆∗ (0)δ∗ ) (see Example 2.2.1). 2.2.5. Proposition. Suppose S = Spec k, and X is a smooth quasi-projective variety over k. Then Zmot (ZX (q)[2q], ∗) is naturally isomorphic to Bloch’s cycle complex z q (X, −∗) (see §2.1.2). Proof. We have the identity ZX (q)f [2q] × Z∆p (0)δp = ZX×k ∆p (q)idX ×δp [2q], giving the identiﬁcation of Zmot (ZX (q)[2q], −p) with the subgroup Z q (X ×k ∆p )δp of Z q (X ×k ∆p /k) generated by eﬀective cycles W such that (idX × f )∗ (W ) is deﬁned for all face maps f : ∆m → ∆p . This is the same as the group z q (X, p) described in §2.1.2. With the shift [2q], the graded group Zmot (ZX (q)[2q], −p) is concentrated in degree −p. The coboundary map d−p : Zmot (ZX (q)[2q], −p) → Zmot (ZX (q)[2q], −p + 1) is given as the alternating sum of the restrictions to the codimension one faces of X ×k ∆p , which is the same as the boundary map dp : z q (X, p) → z q (X, p − 1). 2.2.6. Comparison maps. The sequence of maps (2.2.1.2) gives the sequences of natural transformations (2.2.6.1)



χN,N −1



χN +1,N



We let (2.2.6.2)



χN +2,N +1



. . . −−−−−→ ΣN [N ] −−−−−→ ΣN +1 [N + 1] −−−−−−→ . . . . iN : id → ΣN [N ]



be the composition χN,N −1 ◦ . . . ◦ χ1,0 .
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2.2.7. Sending Γ to Zmot (Γ, ∗) deﬁnes the DG functor (2.2.7.1)



Zmot (∗) : Cbmot (V)∗ → C− (Ab),



and extends to the exact functor Zmot (∗) : Kbmot (V)∗ → K− (Ab). The natural maps (Part II, (III.1.1.4.2)) give the natural maps ∗ idΓ × πN : Γ × Z≤N ∆∗ (0) → Γ × ZN (jN Z∆∗ (0)δ ∗ ),



which in turn give the natural transformation (2.2.7.2)



ΠN : Zmot ◦ ΣN (−)[N ] → Zmot (−, ∗)



by applying the functor Zmot to the natural maps idΓ × πN , and composing with the natural inclusion ∗ Zmot (Γ × ZN (jN Z∆∗ (0)δ∗ )) ⊂ Zmot (Γ, ∗), ∗ which is deﬁned by identifying Zmot (Γ × ZN (jN Z∆∗ (0)δ∗ )) with the total complex of the truncation d−N



d−1



Zmot (Γ × Z∆N (0)δN ) −−−→ . . . −−→ Zmot (Γ × Z∆0 (0)δ0 ) of the double complex deﬁning Zmot (Γ, ∗). Applying Zmot to the sequence (2.2.6.1) gives us the sequence of natural transformations (2.2.7.3)



Zmot (χN,N −1 )



Zmot (χN +1,N )



. . . −−−−−−−−−→ ΣN Zmot [N ] −−−−−−−−−→ Zmot (χN +2,N +1 )



ΣN +1 Zmot [N + 1] −−−−−−−−−−−→ . . . . The commutativity of the diagram (Part II, (III.1.1.4.3)) gives the relation (2.2.7.4)



ΠN +1 ◦ Zmot (χN +1,N ) = ΠN .



2.2.8. Lemma. (i) For each Γ in Cbmot (V)∗ , there is an integer NΓ such that the maps H 0 (ΠN (Γ)) : H 0 (Zmot (ΣN (Γ)[N ])) → H 0 (Zmot (Γ, ∗)), H 0 (Zmot (χN +1,N )) : H 0 (Zmot (ΣN (Γ)[N ])) → H 0 (Zmot (ΣN +1 (Γ)[N + 1])) are isomorphisms for all N ≥ NΓ . In addition, if we take NΓ minimal, we have NΓ[−1] = NΓ + 1. (ii) For each pair of integers (p, q), there is an integer Np,q such that the maps H 0 (ΠN (Γ)) : H 0 (Zmot (ΣN (Γ)[N ])) → H 0 (Zmot (Γ, ∗)), H 0 (Zmot (χN +1,N )) : H 0 (Zmot (ΣN (Γ)[N ])) → H 0 (Zmot (ΣN +1 (Γ)[N + 1])) are isomorphisms for all N ≥ Np,q , and for all Γ of the form Γ = ZX (q)f [m] with m ≥ p. Proof. The assertion (i) for Γ = e⊗a ⊗ ZX (q)f [p] follows from (Part II, Chap∗ ter III, Lemma 1.1.5), with C = Amot (V)∗ , F∗ (Γ) = jN Zmot (Γ × Z∆∗ (0)δ∗ ); we may take NΓ = max(0, 2q − p + 1). Thus, taking Np,q = 2q − p + 1 proves (ii). As the extension of both functors from Amot (V)∗ to Cbmot (V)∗ preserves the operation of taking cones, and as Cbmot (V)∗ is generated by translates of Amot (V)∗ via the operation of taking cones, the assertion (i) is also true for arbitrary Γ in Cbmot (V)∗ .
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2.3. The naive Chow groups of a motive 2.3.1. Definition. Let Γ be an object of Cbmot (V)∗ . The naive higher Chow groups of Γ, CHnaif (Γ, p), are deﬁned by CHnaif (Γ, p) := H −p (Zmot (Γ, ∗)). We often write CHnaif (Γ) for CHnaif (Γ, 0). 2.3.2. From Lemma 2.2.8, we have a natural isomorphism CHnaif (Γ, p) ∼ = H −p (Zmot (ΣN (Γ)[N ])) for all N ≥ NΓ + p. 2.3.3. Cohomological functors. Sending Γ to CHnaif (Γ) deﬁnes a cohomological functor CHnaif (−) : Kbmot (V)∗ → Ab. The sequence of natural transformations (2.2.6.1) deﬁnes the cohomological functor (for each a ≥ 0) Hom(e⊗a ⊗ 1, ΣN [N ](−)) : Kbmot (V)∗ → Ab, lim → N



Γ → lim HomKbmot (V) (e⊗a ⊗ 1, ΣN (Γ)[N ]). → N



Applying the natural maps νΣN (Γ)[N ],a (I.3.3.6.1) allows us to form the limit HomKbmot (V) (e⊗a ⊗ 1, ΣN (Γ)[N ]). lim → N,a



2.3.4. Proposition. There is a natural exact isomorphism of cohomological functors from Kbmot (V)∗ to Ab: HomKbmot (V) (e⊗a ⊗ 1, ΣN [N ](−)). Σ∗ [∗]cyc: CHnaif (−) → lim → N,a



The limit on the right is constant after a ﬁnite stage for each Γ in Kbmot (V)∗ . Proof. It follows from Chapter I, Proposition 3.3.5 that the functor Zmot gives an isomorphism Zmot (e⊗a ⊗1,ΣN (Γ)[N ])



HomKbmot (V) (e⊗a ⊗ 1, ΣN (Γ)[N ]) −−−−−−−−−−−−−−−→ H 0 (Zmot (ΣN (Γ)[N ])) for all a suﬃciently large. By Lemma 2.2.8 and Chapter I, Lemma 3.3.7, this, combined with the natural transformation of Lemma 2.2.8, gives the natural isomorphism Hom(e⊗a ⊗ 1, ΣN (Γ)[N ]) → CHnaif (Γ); lim → N,a



∗



we take Σ [∗]cyc(Γ) to be the inverse of this isomorphism. 2.3.5. Lemma. The sequence of natural transformations (2.2.6.1) composed with the functor Kbmot (V)∗ → Dbmot (V)∗ is a sequence of natural isomorphisms. In particular, for each Γ in Kbmot (V)∗ , the map (2.3.5.1)



iN (Γ) : Γ → ΣN Γ[N ]



induced by the natural transformation (2.2.6.2) is an isomorphism in Dbmot (V)∗ .
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Proof. Let X be an object in an additive category A. We have the constant functor X ≤N : ∆≤N op → A. We have the natural map (see Part II, (III.1.1.4.1)) +1,N ≤N ≤N +1 χN : Z⊕ ) → Z⊕ ); N (X N +1 (X X +1,N 0 let B N +1 (X) := cone(χN ) and X. In Kb (A), we have the natural X  setN B (X) = N N +1 isomorphism B (X) ∼ = cone id : B (X) → B (X) [−1], showing that B N (X) +1,N is an is isomorphic to zero for all N ≥ 1. This implies that the map χN X b isomorphism in K (A) for all N ≥ 0. The homotopy axiom (see Chapter I, Deﬁnition 2.1.4(a)), combined with the moving lemma axiom (Chapter I, Deﬁnition 2.1.4(e)), shows that the map



p∗∆n : ZS (0) → Z∆n (0)δn is an isomorphism for each n in Dbmot (V)∗ . Thus we have the isomorphism ≤N p∗∆∗ : Z⊕ ) → Z≤N N (ZS (0) ∆∗ (0)



in Dbmot (V)∗ . The remarks of the previous paragraph then show that the map ≤N +1 (0) is an isomorphism in Dbmot (V)∗ , as claimed. χN +1,N : Z≤N ∆∗ (0) → Z∆∗ 2.3.6. The naive cycle class. For Γ in Cbmot (V)∗ , we have the map (2.3.5.1), which by Lemma 2.3.5 is an isomorphism in Dbmot (V). We deﬁne the naive cycle class map clnaif (Γ) : CHnaif (Γ) → HomDbmot (V) (1, Γ)



(2.3.6.1) as the composition



Σ∗ [∗]cyc(Γ)



Hom(e⊗a ⊗ 1, ΣN (Γ)[N ]) CHnaif (Γ) −−−−−−−→ lim → N,a



⊗a



= HomKbmot (V) (e



⊗ 1, ΣN (Γ)[N ]) → HomDbmot (V) (e⊗a ⊗ 1, ΣN (Γ)[N ]) ν −1 ◦(−)◦iN (Γ)−1



a −− −−−−−−−−−→ HomDbmot (V) (1, Γ),



where N is any integer ≥ NΓ , a is suﬃciently large (depending only on Γ) and νa is the isomorphism (I.2.2.4.1). 2.4. The naive higher Chow groups of a variety 2.4.1. It follows from Proposition 2.2.5 that there is a natural isomorphism (2.4.1.1)



CHnaif (ZX (q)[2q], p) ∼ = CHq (X, p)



for X a smooth quasi-projective k-variety, in case S = Spec k, k a ﬁeld. 2.4.2. Remarks. (i) Let X be in V. The map δ 1 : ∆≤1 → ∆1 is the union id∆1 ∪ i1 ∪ i0 , where i0 : S → ∆1 , i1 : S → ∆1 are the sections with value v0 and v1 . We
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have the commutative diagram with exact columns Zmot (ZX (q)[2q] × Z∆1 (0)δ1 )



Z q (X × ∆1 )idX ×δ1 ∗ i∗ 1 −i0



d−1



 Zmot (ZX (q)[2q])



 Z q (X/S)



(2.4.2.1)  CHnaif (ZX (q)[2q])  0. If S = Spec k, we have, via Proposition 2.2.5, the identiﬁcation of the naive Chow group CHnaif (ZX (q)[2q]) with the classical Chow group CHq (X); the lefthand column in (2.4.2.1) is the standard sequence deﬁning CHq (X). We may use this as a deﬁnition for arbitrary base schemes: CHq (X/S) := CHnaif (ZX (q)[2q]). (ii) The cycle map cycΓ (I.3.5.1.2) and the cycle map Σ∗ [∗]cyc(Γ) of Proposition 2.3.4 are compatible in the following way: We have the commutative diagram cycΓ



H 0 (Zmot (Γ))



/ HomKb (V) (e⊗a ⊗ 1, Γ) mot



χN,0



 H 0 (Zmot (ΣN Γ[N ]))







cycΣN Γ[N ]



χN,0



/ HomKb (V) (e⊗a ⊗ 1, ΣN Γ[N ]). mot



For N ≥ NΓ , we have the isomorphism ΠN : H 0 (Zmot (ΣN Γ[N ])) → CHnaif (Γ) and the identity Σ∗ [∗]cyc(Γ) = cycΣN Γ[N ] ◦ (ΠN )−1 . For Γ = ZX (q)[2q], this gives us the commutative diagram Z q (X/S)



Zmot (ZX (q)[2q])



cycqX



χ1,0







CHqnaif (X/S)



/ HomKb (V) (e⊗a ⊗ 1, ZX (q)[2q]) mot



Σ∗ [∗]cyc(ZX (q)[2q])



 / HomKb (V) (e⊗a ⊗ 1, Σ1 ZX (q)[2q + 1]), mot



where the left-hand vertical arrows is the surjection of (i). (iii) We deﬁne the naive higher Chow groups of X, for X ∈ V, as CHqnaif (X/S, p) = CHnaif (ZX (q)[2q − p]). By the isomorphism (2.4.1.1), this agrees with Bloch’s higher Chow groups in case S = Spec k. 2.4.3. Products. For the remainder of this subsection, we assume that S = Spec k, k a ﬁeld. Via the isomorphism (2.4.1.1), the naive cycle class map gives the map (2.4.3.1)



q p clq,p X,naif : CH (X, 2q − p) → H (X, Z(q)).
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As both ⊕p,q CHq (X, 2q − p) and ⊕p,q H p (X, Z(q)) are bi-graded rings, one may ask if the maps (2.4.3.1) give a ring homomorphism. We proceed to show that this is the case. If S and T are partially ordered sets, we give S × T the product partial order: (s, t) ≤ ( s, t ) if s ≤ s and t ≤ t . Let g = (g1 , g2 ) : [k] → [n] × [m] be an order-preserving map. We let ∆(g) : ∆k → ∆n × ∆m be the aﬃne-linear map with ∆(g)(vik ) = vgn1 (i) × vgm2 (i) . A face of ∆n × ∆m is a subscheme of the form ∆(g)(∆k ). Let Fg denote the face corresponding to g, and let  Fg → ∆n × ∆m δ n,m : g : [k]→[n]×[m]



be the union of the inclusion maps, where g runs over injective, order-preserving maps. ≤N ×M −k be the sum We let Z∆ ∗ ×∆∗ (0)



Z∆n ×∆m (0)δn,m , f1 : [n]→[N ], f2 : [m]→[M] n+m=k



where the sum is over injective maps f1 , f2 in ∆. For 0 ≤ i ≤ n, we map Z∆n ×∆m (0)δn,m in the factor (f1 , f2 ) to Z∆n−1 ×∆m (0)δn,m in the factor (f1 ◦δin−1 , f2 ) by the map (∆(δin−1 ) × id)∗ . The sum of these maps gives the map ≤N ×M ≤N ×M −k −k+1 → Z∆ . (∆(δin−1 ) × id)∗ : Z∆ ∗ ×∆∗ (0) ∗ ×∆∗ (0)



For 0 ≤ j ≤ m, we have the map ≤N ×M ≤N ×M −k −k+1 → Z∆ (id × ∆(δjm−1 ))∗ : Z∆ ∗ ×∆∗ (0) ∗ ×∆∗ (0)



deﬁned similarly. We let ≤N ×M ≤N ×M −k −k+1 → Z∆ d−k ∗ ×∆∗ (0) N,M : Z∆∗ ×∆∗ (0)  n m be the map n+m=k i=0 (−1)i (∆(δin−1 )×id)∗ +(−1)n j=0 (−1)j (id×∆(δjm−1 ))∗ , giving the complex d−k N,M



≤N ×M ≤N ×M −k −k+1 . . . → Z∆ −−−→ Z∆ → ... , ∗ ×∆∗ (0) ∗ ×∆∗ (0) ≤N ×M which we denote by Z∆ ∗ ×∆∗ (0). ≤N ×M 0 as the summand corresponding to the The inclusion of ZS (0) into Z∆ ∗ ×∆∗ (0) N M vertex v0 × v0 deﬁnes the map ≤N ×M iN,M : ZS → Z∆ ∗ ×∆∗ (0).



The collection of identity maps on ∆n × ∆m deﬁnes the map in Cbmot (Smk ) ≤N ×M ≤N ≤M κN,M : Z∆ ∗ ×∆∗ (0) → Z∆∗ (0) × Z∆∗ (0),



where × is the tensor operation in Cbmot (Smk )∗ . By the moving lemma isomorphism (Chapter I, §2.2.2), κN,M is an isomorphism in Dbmot (Smk ). In addition, we have κN,M ◦ iN,M = iN × iM .
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2.4.4. Triangulations. We have the standard triangulation of [N ] × [M ], deﬁned as  the formal sum g sgn(g)g, where the sum is over injective order-preserving maps g : [N + M ] → [N ] × [M ], and sgn(g) is deﬁned as in (Part II, Chapter III, §3.4.5). Let f1 : [n] → [N ], f2 : [m] → [M ], and h : [n + m] → [n] × [m] be injective order-preserving maps. As each maximal totally ordered subset of [N ] × [M ] has N + M + 1 elements, the composition (f1 × f2 ) ◦ h can be extended to an injective order-preserving map g : [N + M ] → [N ] × [M ], i.e., there is an injective orderpreserving map δfh1 ,f2 : [n + m] → [N + M ] such that g ◦ δfh1 ,f2 = (f1 × f2 ) ◦ h. In fact, the map δfh1 ,f2 is independent of the choice of g, and is characterized by the identity δfh1 ,f2 (i + 1) − δfh1 ,f2 (i) = d((f1 × f2 ) ◦ h(i), (f1 × f2 ) ◦ h(i + 1)). Here d(x, y) is the distance from x to y, for x ≤ y in the partially ordered set [N ] × [M ], i.e., the maximal r such that there is a string of strict inequalities x = x0 < x1 < . . . < xr = y. For each injective, order-preserving map h : [n + m] → [n] × [m], we have the map ∆(h) : ∆n+m → ∆n × ∆m , giving the map ∆(h)∗ : Z∆n ×∆m (0)δn,m → Z∆n+m (0)δn+m in Amot (Smk ). Deﬁne the map ≤N ×M ≤N +M −k ∆(h)∗,−k : Z∆ → Z∆ (0)−k ∗ ×∆∗ (0) ∗



by sending the summand Z∆n ×∆m (0)δn,m indexed by (f1 , f2 ) to the summand Z n+m (0)δn+m indexed by δfh1 ,f2 , via the map ∆(h)∗ . One checks that the maps ∆ ∗,−k , where the sum is over the injective, order-preserving maps h sgn(h)∆(h) h : [n + m] → [n] × [m], n + m = k, deﬁne the map of complexes ≤N ×M ≤N +M TN,M : Z∆ (0). ∗ ×∆∗ (0) → Z∆∗



By a direct computation, we have TN,M ◦ iN,M = iN +M . 2.4.5. Lemma. The maps TN,M and iN,M are isomorphisms in Dbmot (Smk ). Proof. The maps iM , iN and iN +M are isomorphisms in Dbmot (Smk ) by Lemma 2.3.5 of Chapter II; we have already seen that κN,M is an isomorphism in Dbmot (Smk ). Since × =  ◦ ⊗, it follows from the K¨ unneth isomorphism (Chapter I, Deﬁnition 2.1.4(c)) and from (Chapter I, Theorem 3.4.2) that the map iN ×iM is an isomorphism in Dbmot (Smk ), hence iN,M is an isomorphism in Dbmot (Smk ). Since TN,M ◦ iN,M = iN +M , TN,M is an isomorphism as well. 2.4.6. Proposition. The map q p ⊕q,p clq,p X,naif : ⊕q,p CH (X, 2q − p) → ⊕q,p H (X, Z(q))



is a ring homomorphism.
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Proof. Since both products are gotten by taking external products and pulling back by the diagonal, it suﬃces to show that the maps clq,p naif are compatible with  q the external products. Take Z1 ∈ ZN (z (X, ∗)), Z2 ∈ ZM (z q (Y, ∗)), giving the cycle Z1 × Z2 on X × Y × ∆N × ∆M . By [19, Theorem 5.1], changing Z1 and Z2 in  HN (z q (X, ∗)) and HM (z q (Y, ∗)), we may assume that Z1 × Z2 intersects X × Y × F  properly, for all faces F of ∆N × ∆M . Replacing z q (X, ∗) and z q (Y, ∗) with the normalized subcomplexes, we may assume that Z1 · (X × F ) = 0 for each dimension N − 1 face of ∆N , and similarly for Z2 .  The appropriate cycle maps cycq (Z1 ), cycq (Z2 ) thus deﬁne the cycle class maps b in Dmot (Smk ) 



≤M 



q 



clq (Z1 ) : 1 → ZX × Z≤N ∆∗ (q)[2q − N ], cl (Z2 ) : 1 → ZY × Z∆∗ (q )[2q − M ]. 



The appropriate cycle map cycq+q (Z1 × Z2 ) similarly deﬁnes the cycle class map in Dbmot (Smk ) 



≤N ×M 







clq+q (Z1 × Z2 ) : 1 → ZX×Y × Z∆ ∗ ×∆∗ (q + q )[2(q + q ) − (N + M )],



and we have 







(id × κN,M ) ◦ clq+q (Z1 × Z2 ) =  ◦ (clq (Z1 ) ⊗ clq (Z2 )), by (Chapter I, Lemma 3.5.5), after identifying 1 ⊗ 1 with 1 via µ : 1 ⊗ 1 → 1.  Applying the map g sgn(g)[idX×Y × ∆(g)]∗ to the cycle Z1 × Z2 gives the cycle  Z1 ∪X,Y Z2 := sgn(g)[idX×Y × ∆(g)]∗ (Z1 × Z2 ) g



on X × Y × ∆ . By deﬁnition of the external product on the higher Chow groups given in [19, §5], the class of Z1 ∪X,Y Z2 in N +M











HN +M (z q+q (X × Y, ∗)) = CH q+q (X × Y, N + M ) is the product of the classes deﬁned by Z1 and Z2 . On the other hand, letting p = 2q − N , p = 2q − M , we have (using Proposition 3.5.3 and Lemma 3.5.5 of Chapter I, and the deﬁnition of clnaif ) 











q ,p −1 clq,p (clq (Z1 )) ∪X,Y (id × iM )−1 (clq (Z2 )) X,naif (Z1 ) ∪X,Y clY,naif (Z2 ) = (id × iN ) 



= (id × iN × iM )−1 (clq (Z1 ) × clq (Z2 )) 



= (id × iN,M )−1 (clq+q (Z1 × Z2 )) 



= (id × iN +M )−1 (TN,M ◦ clq+q (Z1 × Z2 )) 



= (id × iN +M )−1 (clq+q (Z1 ∪X,Y Z2 )) 







,p+p = clq+q X×Y,naif (Z1 ∪X,Y Z2 ).



2.5. Motivic Chow groups As described in Remark 2.1.7, for a base scheme S of the form Spec k, the localization theorem for the higher Chow groups shows that the naive Chow groups CHqnaif (X, p) may be also deﬁned as the hypercohomology on X of the complex of sheaves associated to the presheaf U → z q (U, ∗). For a general base scheme S, the
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analogous statement is possibly not true for arbitrary X; we must therefore pass from the complex Zmot (ZX (q)f [2q], ∗) to the associated complex of sheaves on X and take hypercohomology to get the proper deﬁnition of the higher Chow groups of X over S. In order to have a reasonable understanding of this operation and how it aﬀects the maps in the category Dbmot (V), we use the notion of hypercohomology for the functor Zmot (−), developed in §1.5. 2.5.1. Suspension. We have the DG functor (2.2.7.1), compatible with cones, Zmot (∗) : Cbmot (V)∗ → C− (Ab) Γ → Zmot (Γ, ∗). For each N , we have the DG functor, compatible with cones (2.5.1.1)



ΣN Zmot [N ] : Cbmot (V)∗ → C− (Ab)



deﬁned as the composition ΣN Zmot [N ] := Zmot ◦ ΣN (−)[N ] We have the natural transformation (2.2.7.2) (2.5.1.2)



ΠN : ΣN Zmot [N ] → Zmot (∗),



inducing the natural transformation (2.5.1.3)



H0 (ΠN ) : H0ΣN Zmot [N ] → H0Zmot (∗) .



2.5.2. Definition. Let Γ be in Cbmot (V)∗ . Deﬁne the higher Chow groups of Γ by CH(Γ, p) = H0Zmot (∗) (Γ[−p]). (cf. (1.5.1.1)). We write CH(Γ) for CH(Γ, 0). The natural transformation H0 : Zmot (∗) → H0Zmot (∗) gives the natural map CHnaif (Γ, p) → CH(Γ, p). 2.5.3. Proposition. Let Γ be in Cbmot (V)∗ . Then there is an integer NΓ



such that, for all N ≥ NΓ



, the natural transformation (2.5.1.3) deﬁnes an isomorphism H0 (ΠN )(Γ) : H0ΣN Zmot [N ] (Γ) → CH(Γ). Proof. This follows from Lemma 1.5.4 and Lemma 2.2.8. 2.5.4. The motivic cycle class map. We extend the naive cycle class map (2.3.6.1) to the cycle class map cl(Γ) : CH(Γ) → HomDbmot (V) (1, Γ). For this, let j : Γ → ΓU be a hyper-resolution of Γ. We have the naive cycle class map (2.3.6.1) clnaif (ΓU ) : CHnaif (Tot(ΓU )) → HomDbmot (V) (1, Tot(ΓU )). By Lemma 1.4.2(iii), Totj is an isomorphism in Dbmot (V); composing clnaif (ΓU ) with (Totj)−1 gives the map (Totj)−1 ◦ clnaif (TotΓU ) : CHnaif (ΓU ) → HomDbmot (V) (1, Γ). ˇ If we have another tower of Cech resolution of Γ, giving the hyper-resolution j : Γ → ΓU  and a map η : ΓU → ΓU  over the identity, we have j = η ◦ j. As clnaif (−) is natural, the maps j −1 ◦ clnaif (ΓU ) give a well-deﬁned map on the limit (2.5.4.1)



cl(Γ) : CH(Γ) → HomDbmot (V) (1, Γ).
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By Lemma 1.4.2, we see that sending Γ to cl(Γ) deﬁnes a natural transformation of cohomological functors from Kbmot (V) to Ab. 2.5.5. Definition. Let (X, f ) be in L(V). We let Z q (X/S, ∗)f denote the complex Zmot (ZX (q)f [2q], ∗). We denote CH(ZX (q)f [2q−p]) by CHq (X/S, p)f , and the map cl(ZX (q)[p]) : CH(ZX (q)[p])f → HomDbmot (V) (1, ZX (q)f [2q − p]) = H p (X, Z(q)) by q p clq,p X : CH (X/S, 2q − p)f → H (X, Z(q)).



We write CHq (X/S, p) for CHq (X/S, p)idX .



3. The motivic cycle map In this last section, we give criteria for the injectivity and surjectivity of the motivic cycle map, derive some consequences for motivic cohomology when these criteria are satisﬁed, and verify the criteria if the base scheme has dimension at most one over a ﬁeld. 3.1. Sheaﬁﬁcation We relate the motivic Chow groups to Zariski hypercohomology. 3.1.1. Sending (X, f ) ∈ L(V) to Z q (X/S, ∗)f deﬁnes the functor Z q (−/S, ∗)− : L(V)op → C− Ab; in particular, sending an open subscheme j : U → X to Z q (U/S, ∗)j ∗ f deﬁnes a complex of presheaves on X. We let (3.1.1.1)



ZqX/S (∗)f



denote the associated complex of Zariski sheaves. 3.1.2. Let ShAb (ZarS ) be the category of Zariski sheaves of abelian groups on Sschemes: An object is a sheaf F on an S-scheme X, and a morphism (X, F ) → (Y, G) is a pair (p, p˜) consisting of a map p : Y → X and a map p˜: F → p∗ (G). Composition is given by (q, q˜) ◦ (p, p˜) = (q ◦ p, q˜ ◦ q∗ (˜ p)). Sending (X, f ) to ZqX/S (∗)f then gives the functor (3.1.2.1)



Zq/S (∗) : L(V)op → C− (ShAb (ZarS )),



where we send a morphism p : (X, f ) → (Y, g) to the pair (p, p∗ ), where p∗ is the map p∗ : ZqY /S (∗)g → p∗ (ZqX/S (∗)f ). We write ZqX/S (∗) for ZqX/S (∗)idX . 3.1.3. Proposition. For each X in V, there is a canonical identiﬁcation −p q CHq (X/S, p)f ∼ = HZar (X, ZX/S (∗)f ).



Proof. This follows from Lemma 1.5.4(i).



78



II. MOTIVIC COHOMOLOGY AND HIGHER CHOW GROUPS



3.1.4. Sending (X, f ) to CHq (X/S, p)f deﬁnes the functor CHq (−, p)f : L(V)op → Ab; the cycle class maps clq,p X deﬁne the natural transformation (3.1.4.1)



clq,p : CHq (−, 2q − p)f → H p (−, Z(q)).



Let i : Z → X be a closed embedding of smooth S-schemes in V of relative codimension d. If Y is in V and W ∈ Z q−d (Z ×S Y /S) is a cycle, we may consider W as a cycle on X ×S Y ; this deﬁnes the natural transformation i∗ : Z q−d (Z ×S (−)/S) → Z q (X ×S (−)/S). This extends in the obvious way to a natural map of complexes i∗ : Z q−d (Z/S, ∗) → Z q (X/S, ∗), and to the natural map of complexes of sheaves on X, q i∗ : i∗ Zq−d Z/S (∗) → ZX/S (∗).



If j ∗ : U → X is the complement X\Z, we have j ∗ ◦ i∗ = 0; giving the natural map of complexes of sheaves on X,  ∗ q q i∗ : i∗ Zq−d (3.1.4.2) Z/S (∗) → cone j : ZX/S (∗) → ZU/S (∗) [−1]. 3.2. Surjectivity of the cycle map We give a general criterion for the surjectivity of the cycle map. To simplify the notation, we take the coeﬃcient ring to be Z; making the obvious changes, the discussion goes through for a commutative ring, ﬂat over Z, as coeﬃcient ring. For a Zariski sheaf of abelian groups F on a scheme X, we have the classical ∗ Godement resolution [49] G0 F be the sheaf  of F , F → G F , deﬁned by letting 0 0 on X with G F (U ) := x∈U Fx , with inclusion F → G F , and deﬁning Gn (F ) inductively as Gn (F ) := G0 (Gn−1 (F )/Im(Gn−2 (F )), with G−1 (F ) = F . For a complex of Zariski sheaves F of Z-modules on a scheme X, we let GF denote the total complex of the Godement resolution, and RX F the global sections ˆ is a closed subset of X, with complement j : U → X, we let RXˆ F Γ(X, GF ). If X X denote the cone  ∗ ˆ ∗ RX X F := cone Rj : RX F → RU (j F ) [−1]. The complex RX F gives a functorial representative in C+ (Ab) for the object ˆ RΓ(X, F ) of D+ (Ab). Similarly, he complex RX X F gives a functorial representative in C+ (Ab) for the object RΓW (X, F ) of D+ (Ab), where ΓW (X, −) is the functor “global sections with support in W ”. 3.2.1. The surjectivity conditions. Consider the following conditions: (i) Homotopy. Let X be in V. Then the map Rp∗ : RX ZqX/S (∗) → RX×A1 ZqX×A1 /S (∗) induced by the projection p : X × A1 → X is a quasi-isomorphism for all q. (ii) Moving lemma. Let (X, f ) be in L(V). Then the natural map ZqX/S (∗)f → ZqX/S (∗) is an quasi-isomorphism for all q.
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(iii) Gysin isomorphism. Let i : Z → X be a closed codimension d embedding Z q in V. Then the map Ri∗ : RZ Zq−d Z/S (∗) → RX ZX/S (∗) induced by the map (3.1.4.2) is a quasi-isomorphism for all q. In this section we will show that, assuming these conditions, the cycle map (2.5.4.1) is surjective. 3.2.2. The Chow realization. We begin the construction of a functor from Dbmot (V) to D− (Ab) which extends the assignment X → RX ZqX/S (∗) for X in V. We denote the category Dbmot (V) by D. We assume throughout this section that the conditions of §3.2.1 are satisﬁed. We have the functor (2.2.7.1) and the functor (3.1.2.1). Composing the functor Z/S (∗) with R(−) gives the functor RZq/S (∗) : L(V)op → C− (Ab).



(3.2.2.1)



We now extend (3.2.2.1) to Amot (V)∗ . For an object of Amot (V)∗ of the form e⊗a ⊗ ZX (n)f , we deﬁne RZmot (e⊗a ⊗ ZX (n)f , ∗) := RZnX/S (∗)f [−2n]; we extend the deﬁnition of RZmot (Γ, ∗) to arbitrary objects of Abmot (V)∗ by taking direct sums.  To deﬁne RZmot (q, ∗) for a morphism q : e⊗a ⊗ ZY (b )g → e⊗a ⊗ ZX (b)f we use the representation of q as a sum of compositions of the form (1.2.2.1). If q is one such composition, say q = q(τ, h∗ , p), we have the associated map of S-schemes q¯ := q¯(τ, h∗ , p) : X → Y (1.2.2.2). For each open subscheme j : U → Y , we have the inclusion k : V → X, where V = q¯−1 (U ), and the map (1.3.1.2) 



qU : e⊗a ⊗ ZU (b )j ∗ g → e⊗a ⊗ ZV (b)k∗ f . 



Let Z mot (e⊗a ⊗ ZY (b )g , ∗) denote the complex of presheaves on Y deﬁned by 







Z mot (e⊗a ⊗ ZX (b )g , ∗)(j : U → Y ) = Zmot (e⊗a ⊗ ZU (b )j ∗ g , ∗), and deﬁne the complex of presheaves on X, Z mot (e⊗a ⊗ ZX (b)f , ∗), similarly. The commutativity of the diagram (1.3.1.3) implies that the maps 



Zmot (qU , ∗) : Zmot (e⊗a ⊗ ZU (b )j ∗ g , ∗) → Zmot (e⊗a ⊗ ZV (b)k∗ f , ∗) deﬁne a map of complexes of presheaves 



Z mot (q, ∗) : Z mot (e⊗a ⊗ ZX (b )g , ∗) → Z mot (e⊗a ⊗ ZX (b)f , ∗) over the map q¯. Taking the map of associated sheaves, and noting that Zmot (e⊗α ⊗ ZW (q)h , ∗) = Zmot (ZW (q)h , ∗) = Z q (W, ∗)h [−2q] (see Chapter I, Lemma 3.2.2(ii)), we have the map of sheaves over q¯, 



Z(q, ∗) : ZbY /S (∗)g [−2b ] → ZbX/S (∗)f [−2b]. We let (3.2.2.2)







RZmot (q, ∗) : RZmot (e⊗a ⊗ ZY (b )g , ∗) → RZmot (e⊗a ⊗ ZX (b)f , ∗)



be the map induced by Z(q, ∗) on the global sections of the Godement resolution. We extend the deﬁnition of RZmot (q, ∗) to ﬁnite sums of compositions (1.2.2.1) by
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linearity, and extend to arbitrary maps between arbitrary objects of Amot (V)∗ by taking direct sums. The relations (1.3.1.5)-(1.3.1.7) imply that the maps (3.2.2.2) deﬁne a DG functor (3.2.2.3)



RZmot (∗) : Amot (V)∗ → C− (Ab).



We may then extend (3.2.2.3) to the DG functor, compatible with cones, RZmot (∗) : Cbmot (V)∗ → C− (Ab), and the exact functor, RZmot (∗) : Kbmot (V)∗ → K− (Ab), by applying the functor Tot ◦ Cb (Part II, Chapter II, §1.2 and §1.2.9), and passing to the homotopy category. We have the identity (3.2.2.4)



RZmot (e⊗a ⊗ ZX (q)f [2q], ∗) = RZqX/S (∗)f ,



and the canonical isomorphism (see Proposition 3.1.3) H 0 (RZmot (e⊗a ⊗ ZX (q)f [2q − p], ∗)) ∼ = CHq (X, p). As the functors H 0 (RZmot (−, ∗)) : Kbmot (V)∗ → Ab, CH(−) : Kbmot (V)∗ → Ab are cohomological functors, and the identity map on Zmot (∗) gives the natural transformation CH(−) → H 0 (RZmot (−, ∗)), we have, for Γ in Cbmot (V)∗ , the canonical isomorphism (3.2.2.5) H 0 (RZmot (Γ, ∗)) ∼ = CH(Γ). 3.2.3. Proposition. Under the conditions of §3.2.1, the functor RZmot (∗) : Kbmot (V)∗ → K− (Ab) extends to a functor of triangulated categories CH : D → D− (Ab). Proof. The condition (i), together with the identity (3.2.2.4), implies that the morphisms of Chapter I, Deﬁnition 2.1.4(a) get sent to quasi-isomorphisms; similarly, the condition (ii) of §3.2.1 implies the functor RZmot (∗) sends the morphisms of Deﬁnition 2.1.4(e) to quasi-isomorphisms. Suppose we have a codimension d inclusion i : Z → P , split by a smooth projection p : P → Z. Then the map i∗ : Z n−d (Z, ∗) → Z n (P, ∗) is the same as the composition ∪[i(Z)]◦ p∗ . Applying the remarks of Chapter I, §2.2.5, we see that the condition (iii) of §3.2.1 implies that the morphisms of Chapter I, Deﬁnition 2.1.4(d) get sent to quasi-isomorphisms. The excision property (Chapter I, Deﬁnition 2.1.4(b)) is a general property of the functor R. For each connected X, the complex Zmot (ZX (0), ∗) is the complex ... → Z → Z → ... → Z with the maps alternatively the identity map and the zero map; thus the canonical map Z → Zmot (ZX (0), ∗) is a homotopy equivalence. From this, it is easy to verify that the morphism of Chapter I, Deﬁnition 2.1.4(f) is sent to a quasi-isomorphism. By Chapter I, Proposition 3.4.6, this implies that we have the extension of RZmot (∗) to the exact functor RZmot (∗) : Dbmot (V)∗ → D− (Ab). Composing with
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the retraction (Chapter I, Theorem 3.4.2) Db (rmot ) : Dbmot (V) → Dbmot (V)∗ gives the desired extension. 3.2.4. We denote the category Dbmot (V)∗ by D∗ , the category Kbmot (V)∗ by K∗ and the category Cbmot (V)∗ by C ∗ . The identity X = X × ZS (0) = X × Z∆0 (0)δ0 for X ∈ C ∗ gives the identity Zmot (−) = Zmot (−, 0) and thus gives us the natural transformation σ0 : Zmot (−) → Zmot (−, ∗). Following σ0 with the natural transformation (presheaf to associated sheaf to Godement resolution to complex of global sections): (3.2.4.1)



Zmot (−, ∗) → RZmot (−, ∗)



gives the natural transformation (3.2.4.2)



RZσ0 : Zmot (−) → RZmot (−, ∗).



∗ We denote the category Kbmot (V)∗B (see Chapter I, §3.3.4) by KB . For ∆ in K∗ , ⊗a we denote the map Zmot (e ⊗ 1, ∆) of Chapter I, Proposition 3.3.5(iv) by



(3.2.4.3)



⊗a ev∆ ⊗ 1, ∆) → H 0 (Zmot (∆)). a : HomK∗ (e



∗ , then the map (3.2.4.3) is an isomorphism for all a > B, again by If ∆ is in KB Chapter I, Proposition 3.3.5(iv). ∗ , f : Γ → Ξ a map in K∗ which becomes 3.2.5. Lemma. Let Γ and Ξ be objects of KB an isomorphism in D∗ , and let g : e⊗a ⊗ 1 → Ξ be a map in K∗ , with a > B. Then there are hyper-resolutions (see Deﬁnition 1.4.1)



jU : Γ → ΓU jW : Ξ → ΞW , a map of hyper-resolutions over f , f˜: ΓU → ΞW , and an integer N such that, for each n ≥ N , there is a map hn : e⊗a ⊗ 1 → Σn ΓU [n] in K∗ satisfying Σn (Totf˜)[n] ◦ hn = in (TotΞW ) ◦ TotjW ◦ g in K∗ (see Deﬁnition 2.2.2 and (2.2.6.2) for the notation). Proof. To simplify the notation, we omit the mention of the functor Tot. Let ι : K∗ → D∗ and ι : K− (Ab) → D− (Ab) be the natural maps. Since the map f becomes an isomorphism in D∗ , the map in D− (Ab), CH (f ) : CH (Γ) → CH (Ξ), is an isomorphism. As CH (−) ◦ ι = ι ◦ RZmot (−, ∗), there is an element η of H 0 (RZmot (Γ, ∗)) such that (3.2.5.1)



RZmot (f, ∗)(η) = RZσ0 (evΞ a (g))



in H 0 (RZmot (Ξ, ∗)) (see (3.2.4.2)). As H 0 (RZmot (Γ, ∗)) = CH(Γ) = H0Zmot (∗) (Γ), (see (1.5.1.1), Deﬁnition 2.5.2 and (3.2.2.5)) there is a hyper-resolution jU : Γ → ΓU , and an element η of H 0 (Zmot (ΓU , ∗)) mapping to η under the natural map H 0 (Zmot (ΓU , ∗)) → H0Zmot (∗) (Γ).
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By applying Lemma 1.4.2 repeatedly, we may assume that we have a hyperresolution jW : Ξ → ΞW of Ξ, and a map of hyper-resolutions over f , f˜: ΓU → W ΞW . By (3.2.5.1), the diﬀerence Zmot (f˜, ∗)(η ) − σ0 (evΞ a (jW ◦ g)) goes to zero in H0Zmot (∗) (Ξ); using Lemma 1.4.2 again, we may assume we have the identity W Zmot (f˜, ∗)(η ) = σ0 (evΞ a (jW ◦ g))



(3.2.5.2)



in H 0 (Zmot (ΞW , ∗)). By Lemma 2.2.8, there is an integer N such that the natural maps (2.2.7.2) Πn (ΓU ) : Zmot (Σn ΓU [n]) → Zmot (ΓU , ∗) Πn (ΞW ) : Zmot (Σn ΞW [n]) → Zmot (ΞW , ∗) induce an isomorphism on H 0 for all n ≥ N . Take ηn ∈ H 0 (Zmot (Σn ΓU [n])) with Πn (ηn ) = η in H 0 (Zmot (ΓU , ∗)). The relation (3.2.5.2) then gives the identity (3.2.5.3)



n



Zmot (Σn (f˜)[n])(ηn ) = evΣ a



ΞW [n]



(in (ΞW ) ◦ jW ◦ g)



in H 0 (Zmot (Σn ΞW [n])). By Chapter I, Proposition 3.3.5(iv), there is a unique map hn : e⊗a ⊗ 1 → n Σ ΓU [n] in K∗ such that n ΓU [n] evΣ (hn ) = ηn a in H 0 (Zmot (Σn ΓU [n])). The identity (3.2.5.3) implies the identity n



evΣ a



ΞW [n]



(Σn (f˜)[n](hn )) = Zmot (Σn (f˜)[n])(ηn ) n



= evΣ a



ΞW [n]



(in (ΞW ) ◦ jW ◦ g)



in H 0 (Zmot (Σn ΞU [n])); applying Chapter I, Proposition 3.3.5 again, we have the identity of maps in K∗ , Σn (f˜)[n](hn ) = in (ΞW ) ◦ jW ◦ g, completing the proof. 3.2.6. We have the equivalence of triangulated categories (I.3.4.2.1) Dbmot (r) : Dbmot (V) → Dbmot (V)∗ . For Γ ∈ Dbmot (V), we deﬁne CH(Γ) := CH(Dbmot (r)(Γ)), and deﬁne the map cl(Γ) : CH(Γ) → HomDbmot (V) (1, Γ)



(3.2.6.1)



as the composition (see (2.5.4.1)) cl(Γ∗ )



Db



(r)(1,Γ)−1



mot CH(Γ) = CH(Γ∗ ) −−−−→ HomDbmot (V)∗ (1, Γ∗ ) −−− −−−−−−−→ HomDbmot (V) (1, Γ),



where Γ∗ = Dbmot (r)(Γ). 3.2.7. Theorem. Suppose the conditions of §3.2.1 hold, and let Γ be in Cbmot (V). Then the map (3.2.6.1) cl(Γ) : CH(Γ) → HomDbmot (V) (1, Γ) is surjective. In particular, the map (3.1.4.1) q 2q−p clq,p (X, Z(q)) X : CH (X, p) → H



is surjective for all X in V.
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Proof. To simplify the notation, we omit the mention of the functor Tot. Using the equivalence Dbmot (r) (Chapter I, Theorem 3.4.2), we may replace b Dmot (V) with D∗ , and assume that Γ is in D∗ . We have the isomorphism (I.2.2.4.1) in D∗ , νa : e⊗a ⊗ 1 → 1. Since D∗ is a localization of K∗ , each map φ : 1 → Γ in D∗ may be factored as a composition (νa )−1



f −1



g



→ Ξ −−→ Γ, 1 −−−−→ e⊗a ⊗ 1 − where g : e⊗a ⊗ 1 → Ξ and f : Γ → Ξ are maps in K∗ , and f is invertible in D∗ (see Part II, Chapter II, §2.3.3). Since the diagram e⊗a ⊗ e⊗b ide⊗a ⊗νb



e⊗a+b νa+b







e⊗a ⊗ 1



 /1



νa



∗ commutes in K∗ , we may assume that Γ and Ξ are in KB (see §3.2.4) with a > B. Applying Lemma 3.2.5, there are hyper-resolutions



jU : Γ → ΓU , jW : Ξ → ΞW , an integer n, and maps hn : e⊗a ⊗ 1 → Σn ΓU [n], f˜: ΓW → ΞU in K∗ such that Σn (f˜)[n] ◦ hn = in (ΞW ) ◦ jW ◦ g.



(3.2.7.1) In addition, the diagram



f



Γ



/Ξ



jU



 ΓU



(3.2.7.2)



f˜



in (ΓU )



 Σn ΓU [n]



Σ (f˜)[n] n







jW



/ ΞW 



in (ΞW )



/ Σn ΞW [n]



commutes in K∗ . Since in (ΓU ), jU , in (ΞW ) and jW are isomorphisms in D∗ (Lemma 2.3.5 and Lemma 1.4.2(iii)), the relation (3.2.7.1) and the commutativity of (3.2.7.2) gives us the identity (3.2.7.3)



f −1 ◦ g ◦ (νa )−1 = f −1 ◦ (jW )−1 ◦ (in (ΞW ))−1 ◦ Σn (f˜)[n] ◦ hn ◦ (νa )−1 = (jU )−1 ◦ (in (ΓU ))−1 ◦ hn ◦ (νa )−1 . Σn ΓU [n]



Let η˜ be the image of eva the map (2.2.7.2),



(hn ) (see (3.2.4.3)) in H 0 (Zmot (ΓU , ∗)), under



Πn (Σn ΓU [n]) : Zmot (Σn ΓU [n]) → Zmot (ΓU , ∗).
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By Deﬁnition 2.5.2, we have CH(Γ) = H0Zmot (∗) (Γ) =



lim



→ ΓU ∈HRΓ



Zmot (ΓU , ∗),



hence η˜ has a well-deﬁned image η ∈ CH(Γ). By deﬁnition of the map (2.5.4.1), we have cl(Γ)(η) = (jU )−1 ◦ (in (ΓU ))−1 ◦ hn ◦ (νa )−1 ; as this is the map φ by (3.2.7.3), surjectivity is proved. 3.3. Injectivity of the cycle map We give a criterion for the injectivity of the cycle map. 3.3.1. Cohomology vanishing. In order to prove injectivity, we need, in addition to the conditions of §3.2.1, the following hypothesis: Let X be in V, let p : X ×An → X be the projection, and let (An , g) and (X, f ) be liftings of An and X to objects of L(SmSpec Z ) and L(V), respectively. Then the map p∗ : ZqX/S (∗)f → p∗ (ZqX×An /S (∗)f ×g ) is a quasi-isomorphism of complexes of sheaves on X. 3.3.2. A double cycle complex. Recall from Example 2.2.1 the cosimplicial scheme ∆∗ : ∆ → V, the cosimplicial object of L(V), (∆∗ , δ ∗ ) : ∆ → L(V), and the associated simplicial object Z∆∗ (0)δ∗ (Deﬁnition 2.2.2(iii)) of Amot (V)∗ . For Γ ∈ Amot (V)∗ , the complex Zmot (Γ, ∗) is the complex associated to the simplicial object Zmot (Γ × Z∆∗ (0)δ∗ ) : ∆op → Cb (Ab) (see Deﬁnition 2.2.4). We now form the bi-simplicial object Zmot (Γ × Z∆∗ (0)δ∗ × Z∆∗ (0)δ∗ ) : ∆op × ∆op → Cb (Ab). and let Zmot (Γ, ∗, ∗) be the associated double complex. Since (Z∆∗ (0)δ∗ )0 = ZS (0), and ZS (0) is the unit for the tensor operation ×, the sub-complexes Zmot (Γ, ∗, 0) and Zmot (Γ, 0, ∗) are canonically isomorphic to the complex Zmot (Γ, ∗). This deﬁnes the two inclusions (3.3.2.1)



i1 , i2 : Zmot (Γ, ∗) → Tot(Zmot (Γ, ∗, ∗)).



We let Z q (X, ∗)f denote the complex Zmot (ZX (q)f [2q], ∗), and we deﬁne the double complex Z q (X, ∗, ∗)f by (3.3.2.2)



Z q (X, ∗, ∗)f = Zmot (ZX (q)[2q], ∗, ∗).



The inclusions (3.3.2.1) give the natural maps (3.3.2.3)



i1 , i2 : Z q (X, ∗)f → Tot(Z q (X, ∗, ∗)f ).



3.3.3. We may sheaﬁfy the construction of §3.3.2 over X. Let ZqX/S (∗, ∗)f be the double complex of sheaves on X associated to the presheaf (j : U → X) → Z q (U, ∗, ∗)j ∗ f ; the maps (3.3.2.3) deﬁne the maps (3.3.3.1)



i1 , i2 : ZqX/S (∗)f → Tot(ZqX/S (∗, ∗)f ).



3.3.4. Lemma. Assuming the condition of §3.3.1, the maps (3.3.3.1) are quasiisomorphisms.
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Proof. We consider one of the two convergent spectral sequences associated to the double complex of sheaves ZqX/S (∗, ∗)f . The E1 -terms are given by E1a,b = Ha (ZqX/S (∗, b)f ), where ZqX/S (∗, −b)f is the complex of sheaves on X associated to the presheaf U → Z q (X × ∆b , ∗)f ×δb , and Ha is the sheaf of cohomology groups on X. Let pn : X ×S ∆n → X be the projection. We have the identity ZqX/S (∗, −b)f = pb∗ (ZqX×S ∆b /S (∗)f ×δb ). By our assumption of §3.3.1, the map pb∗ : ZqX/S (∗)f → ZqX/S (∗, −b)f is a quasiisomorphism. This implies that the complex of E1 -terms is . . . → Ha (ZqX/S (∗)f ) → Ha (ZqX/S (∗)f ) → . . . → Ha (ZqX/S (∗)f ), where the maps alternate between the zero map and the identity map, with the last map being the zero map. Thus, the spectral sequence degenerates at E2 , and the inclusion i1 : ZqX/S (∗)f = ZqX/S (∗, 0)f → Tot(ZqX/S (∗, ∗)f ) is a quasi-isomorphism. The other inclusion i2 is handled by using the other spectral sequence. 3.3.5. We now return to the cosimplicial object (X, f ) × (∆∗ , δ ∗ ) : ∆ → L(V). We may view the double complex Z q (X, ∗, ∗)f as the double complex associated to the simplicial object (3.3.5.1)



Z q (X ×S ∆∗ , ∗)f ×δ∗ : ∆op → C− Ab q n → Zmot (X ×S ∆n , ∗)f ×δn .



We may apply the natural transformation (3.2.4.1), ιY,g : Z q (Y, ∗)g → RZqY /S (∗)g , to (3.3.5.1), giving the simplicial object RZqX×S ∆∗ /S (∗)f ×δ∗ : ∆op → C− Ab n → RZqX×S ∆n /S (∗)f ×δn , and the natural map of simplicial objects ιX×S ∆∗ ,δ∗ : Z q (X ×S ∆∗ /S, ∗)f ×δ∗ → RZqX×S ∆∗ /S (∗)f ×δ∗ . We let (3.3.5.2)



ιX (∗)(∗)f : Z q (X, ∗, ∗)f → RZqX/S (∗)(∗)f



denote the induced map on the associated double complexes; here the indices in the double complex RZqX/S (∗)(∗)f are arranged so that RZqX/S (m)(−n)f = RZqX×S ∆n /S (m)f ×δn . One easily sees that the map (3.3.5.2) factors canonically through the natural map Z q (X, ∗, ∗)f → R(ZqX/S (∗, ∗)f ), giving the map (3.3.5.3)



RZιX : R(ZqX/S (∗, ∗)f ) → RZqX/S (∗)(∗)f .



3.3.6. Lemma. Assume the conditions of §3.2.1 and §3.3.1 hold. Then the map (3.3.5.3) induces a quasi-isomorphism on the associated total complexes.
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Proof. By §3.3.1 and §3.2.1(i) and (ii), the map pn∗ : RZqX/S (∗)f → RZqX×S ∆n /S (∗)f ×δn is a quasi-isomorphism for each n. The same spectral sequence argument as in the proof of Lemma 3.3.4 then shows that the inclusion ι1 : RZqX/S (∗)f = RZqX/S (∗)(0)f → Tot(RZqX/S (∗)(∗)f ) is a quasi-isomorphism. By Lemma 3.3.4, the inclusion R(i1 ) : RZqX/S (∗)f = R(ZqX/S (∗, 0)f ) → Tot(R(ZqX/S (∗, ∗)f )) is a quasi-isomorphism. As (TotRZιX ) ◦ R(i1 ) = ι1 , the lemma is proved. Γ 3.3.7. Let Γ be in Cbmot (V)∗ . We may form the functor Zmot : Cbmot (V)∗ → Cb (Ab) deﬁned by Γ Zmot (−) = Zmot ((−) × Γ).



For (X, f ) ∈ L(V), we may form the presheaf on X, Γ (ZU (q)j ∗ f [2q]); (j : U → X) → Zmot



we let Zq,Γ X/S,f denote the associated sheaf. The natural transformation (3.2.4.2) deﬁnes the natural map φΓ : Zq,Γ X/S,f → RZmot (Γ × ZX (q)f [2q], ∗).



(3.3.7.1)



b ∗ 3.3.8. We have the object Z≤N ∆∗ (0) of Cmot (V) (see (2.2.1.1)), the functor b ∗ b ∗ ΣN (−)[N ] := (−) × Z≤N ∆∗ (0) : Cmot (V) → Cmot (V)



(Deﬁnition 2.2.2), and the functor (2.5.1.1) ΣN Zmot [N ] = Zmot ◦ ΣN (−)[N ] : Cbmot (V)∗ → Cb (Ab). Z≤N (0)



∆∗ (−). Using the notation of §3.3.7, we may write ΣN Zmot [N ] as Zmot N N q Denote Σ Zmot [N ](ZX (q)f [2q]) by Σ Zmot (X)f [N ]. As in §3.3.7, we may q (U )j ∗ f [N ] over X, giving the sheaﬁfy the Zariski presheaf (j : U → X) → ΣN Zmot N q complex of sheaves Σ ZX/S,f [N ] on X, and the functor



ΣN Zq−/S,− [N ] : L(V)op → C− (ShAb (ZarS )). We have the identity q,Z≤N (0)



∆∗ ΣN ZqX/S,f [N ] = ZX/S,f



;



applying (3.3.7.1) gives the natural map (3.3.8.1)



φX,N : RX ΣN ZqX/S,f [N ] → RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗).



3.3.9. Lemma. Let p be an integer. For ﬁxed X, f and q, there is an integer Np such that the map (3.3.8.1) induces an isomorphism in cohomology H m (−) for all m ≥ −p if N ≥ Np . Proof. The natural transformation (2.5.1.2) gives the natural transformation (on the category of open subschemes j : U → X of X) ZΠN (j : U → X) : ΣN ZqU/S,j ∗ f [N ] → ZqU/S (∗)j ∗ f ,
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which in turn gives the natural map RZΠN : RX ΣN ZqX/S,f [N ] → RZqX/S (∗)f .



(3.3.9.1)



We recall from Example 2.2.1 and Chapter I, §2.4.2, that Z≤N ∆∗ (0) is the complex −N 0 Z≤N → . . . → Z≤N ∆∗ (0) ∆∗ (0) , −p −p where Z≤N is the direct sum Z≤N = ⊕g : [p]→[N ] Z∆p (0)δp , with the sum ∆∗ (0) ∆∗ (0) being over injective ordered maps g. The map ΠN in each degree p is the map induced on Zmot (−) by the sum map ΣN,p : ⊕g : [p]→[N ] Z∆p (0)δp → Z∆p (0)δp . Applying the functor RZ/S (−, ∗) to id × ΣN,p gives the natural map



(3.3.9.2)



q RZΠN (∗) : RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗) → TotRZX/S (∗)(∗)f ,



q where RZΠN (m) maps RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗) to RZX/S (m)(∗)f . By Lemma 2.2.8, we may apply Lemma 1.5.4, with hN = Zmot (ΣN [N ]), h∞ = Zmot , πn+1,n the natural transformation Zmot (χn+1,n ) (2.2.7.3) and πn the natural transformation (2.2.7.2). Thus, there is an Np such that, for all N ≥ Np , the map (3.3.9.1) gives an isomorphism on H m for all m ≥ −p. We have the natural transformation (2.2.6.2), inducing the natural map



(3.3.9.3) RZmot (ZX (q)f [2q], ∗) RZmot (iN (ZX (q)f [2q]))



−−−−−−−−−−−−−−−→ RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗). By Lemma 2.3.5, the map iN (ZX (q)f [2q]) : ZX (q)f [2q] → ZX (q)f × Z≤N ∆∗ (0)[2q] is an isomorphism in Dbmot (V). By Proposition 3.2.3, the map (3.3.9.3) is thus a quasi-isomorphism. We have the identity RZmot (ZX (q)f [2q], ∗) = RZqX/S (∗)f . Let ιX,j : RZmot (ZX (q)f [2q], ∗) → TotRZqX/S (∗)(∗)f ;



j = 1, 2,



be the composition R(ij )



RZι



X TotRZqX/S (∗)(∗)f RZmot (ZX (q)f [2q], ∗) −−−→ Tot(R(ZqX/S (∗, ∗)f )) −−−−→



(cf. (3.3.3.1) and (3.3.5.3)). We have the commutative diagram RZmot (ZX (q)f [2q], ∗) RZmot (iN (ZX (q)f [2q]))







TotRZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗) RZΠ



RZmot (ZX (q)f [2q], ∗) 



ιX,1



/ TotRZqX/S (∗)(∗)f .



N (∗)



By Lemma 3.3.4 and Lemma 3.3.6, the map ιX,1 : RZmot (ZX (q)f [2q], ∗) → TotRZqX/S (∗)(∗)f is a quasi-isomorphism. As the map (3.3.9.3) is a quasi-isomorphism, the map (3.3.9.2) is a quasi-isomorphism. By Lemma 3.3.4 and Lemma 3.3.6, the map ιX,2 : RZmot (ZX (q)f [2q], ∗) → TotRZqX/S (∗)(∗)f



88



II. MOTIVIC COHOMOLOGY AND HIGHER CHOW GROUPS



is also a quasi-isomorphism. One easily sees that the diagram RX ΣN ZqX/S,f [N ] RΠN



φX,N



/ RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗)







RZqX/S (∗)f







ιX,2



RZΠN (∗)



/ TotRZqX/S (∗)(∗)f



commutes. Take N ≥ Np . As the map RΠN gives an isomorphism on H m for all m ≥ −p, and the maps ιX,2 , RZΠN (∗), and RΠN are quasi-isomorphisms, the map φX,N gives an isomorphism on H m for all m ≥ −p. 3.3.10. Theorem. Suppose the conditions of §3.2.1 and §3.3.1 are satisﬁed. Then the map cl(Γ) : CH(Γ) → HomDM(V) (1, Γ) is an isomorphism for all Γ in DM(V). Proof. It suﬃces to prove the result for Γ in Dbmot (V); using the equivalence (I.3.4.2.1) Dbmot (r) : Dbmot (V) → Dbmot (V)∗ , we may assume Γ is in Dbmot (V)∗ . As Dbmot (V)∗ is generated as a triangulated category by the objects e⊗a ⊗ ZX (q)f , and since cl(−) is an exact natural transformation of cohomological functors we may take Γ to be a translate of e⊗a ⊗ ZX (q)f ; as e⊗a ⊗ ZX (q)f is isomorphic to ZX (q)f in Dbmot (V)∗ , we may take Γ to be a translate of ZX (q)f . By Theorem 3.2.7, we need only prove injectivity. By Proposition 2.5.3, there is an N1 such that the map H0 (ΠN ) gives an isomorphism (3.3.10.1) (ZX (q)f [2q − p]) CH(ZX (q)f [2q − p]) ∼ = H0 N Σ Zmot [N ]



for all N ≥ N1 . By Lemma 1.5.4(i), we may identify the hypercohomology with respect to the functor ΣN Zmot [N ] as Zariski hypercohomology: (3.3.10.2)



H0ΣN Zmot [N ] (ZX (q)f [2q − p]) = H −p (RΣN ZqX/S,f [N ]).



It follows directly from the construction of CH in Proposition 3.2.3 that the composition (3.3.10.3) CH ◦ cl(ZX (q)f [2q − p]) : CH(ZX (q)f [2q − p]) → H 0 (CH (ZX (q)f [2q − p])) is the map induced on H −p by the map (3.3.8.1) φX,N : RΣN ZqX/S,f [N ] → RZmot (ZX (q)f × Z≤N ∆∗ (0)[2q], ∗) once we identify CH(ZX (q)f [2q − p]) with H −p (RΣN ZqX/S,f [N ]) via (3.3.10.1) and (3.3.10.2). By Lemma 3.3.9, the map (3.3.10.3) is an isomorphism, once we take N large enough. Thus cl(ZX (q)f [2q − p]) is injective, completing the proof. We recall the triangulated tensor category DM0 (V), and the exact tensor functor DM(Hmot ) : DM(V) → DM0 (V) (see Chapter I, Remark 3.4.7). 3.3.11. Theorem. Suppose the conditions of §3.2.1 and §3.3.1 are satisﬁed. Then the functor DM(Hmot ) induces an isomorphism DM(Hmot ) : HomDM(V) (1, Γ) → HomDM0 (V) (1, DM(Hmot )(Γ))
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for all Γ in DM(V). Proof. We use throughout the notation of Chapter I, Remark 3.4.7. The arguments of §2.2-§3.3 can be applied, replacing the categories Amot (V)∗ , Cbmot (V)∗ , ∗ b0 ∗ b0 ∗ Kbmot (V)∗ , and Dbmot (V)∗ with A0mot (V)∗ , Cb0 mot (V) , Kmot (V) , and Dmot (V) , 0 respectively, to prove the analog of Theorem 3.3.10 for the category DM (V), i.e., that there is a natural cycle class map cl(Γ) : CH(Γ) → HomDM0 (V) (1, Γ), which is an isomorphism for all Γ in DM(V). Noting that the construction of cl(−) is compatible with the functor Hmot proves the results. 3.4. Some consequences In the previous section, we have given criteria (§3.2.1 and §3.3.1) for the cycle class map cl(Γ) : CH(Γ) → HomDM(V) (1, Γ) to be an isomorphism for all Γ in DM(V). In this section, we suppose these criteria to be satisﬁed for Smess S , and deduce some consequences. The ﬁrst is the interpretation of motivic cohomology in terms of Zariski hypercohomology. For X in V, we have the complex of Zariski sheaves (3.1.1.1), ZqX/S (∗). 3.4.1. Theorem. Suppose the conditions of §3.2.1 and §3.3.1 are satisﬁed for V = ess Smess S . Let V be a full subcategory of SmS such that the conditions of Chapter I, ˆ we have the Deﬁnition 2.1.4 are satisﬁed. Then for X in V, with closed subset X, natural isomorphism ∼ HomDM(V) (1, Z ˆ (q)[p]), Hp−2q (X, Zq (∗)) = ˆ X



where



H∗Xˆ



X,X



X/S



is the Zariski hypercohomology with support.



Proof. Let Γ be in Cbmot (V). From (3.2.2.5), we have the natural isomorphism H (RZmot (Γ, ∗)) ∼ = CH(Γ). Taking Γ = ZX,Xˆ (q)[p] and noting that the Godement resolution RZmot (ZX,Xˆ (q)[p], ∗) represents the object RΓXˆ (X, ZqX/S (∗)[p − 2q]) in D− (Ab) gives the isomorphism p−2q (X, Zq (∗)). CH(Z ˆ (q)[p]) ∼ =H 0



X,X



ˆ X



X/S



By Theorem 3.3.10, we have the natural isomorphism cl(ZX,Xˆ (q)[p]) : CH(ZX,Xˆ (q)[p]) → HomDM(V) (1, ZX,Xˆ (q)[p]). The next result is the independence of motivic cohomology on the choice of ess category V in Smess S . If we have a full subcategory V of SmS for which the conditions of Chapter I, Deﬁnition 2.1.4 are satisﬁed, then the inclusion i : V → ess Smess S induces the exact tensor functor i∗ : DM(V) → DM(SmS ). 3.4.2. Corollary. Suppose the conditions of §3.2.1 and §3.3.1 are satisﬁed for ess ess V = Smess S . Let i : V → SmS be a full subcategory of SmS such that the conditions of Chapter I, Deﬁnition 2.1.4 are satisﬁed. Then the functor i∗ : DM(V) → DM(Smess S ) induces an isomorphism HomDM(V) (1, Γ) → HomDM(Smess (1, i∗ (Γ)) S ) for all Γ in DM(V).
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Proof. It follows easily from the deﬁnition of the functor Zmot in Chapter I, §3.2 that Zmot (ZX (q)f [p]) = Zmot (i∗ (ZX (q)f [p])) for all (X, f ) in L(V). From this, it follows that we have the identity Zmot (ZX (q)f [p], ∗) = Zmot (i∗ (ZX (q)f [p]), ∗) (see Deﬁnition 2.2.4), from which it follows that the complex ZqX/S (∗) is independent of the choice of the category V containing X. Applying Theorem 3.4.1, it follows that i∗ induces the isomorphism HomDM(V) (1, ZX (q)[p]) ∼ = HomDM(Smess ) (1, i∗ (ZX (q)[p])) S



for all X in V. As DM(V) is generated as a triangulated category by the objects ZX (q)[p], and taking direct summands, the map (1, i∗ (Γ)) HomDM(V) (1, Γ) → HomDM(Smess S ) is an isomorphism for all Γ in DM(V). We have as well a compatibility of motivic cohomology with ﬁltered projective limits. 3.4.3. Corollary. Let {Sα | α ∈ A} be a ﬁltered inverse of reduced schemes, with projective limit S. Suppose the conditions of §3.2.1 and §3.3.1 are satisﬁed ess for Smess Sα , for each α. Let X in SmS be a ﬁltered projective limit in Sch: X = ess lim← Xα , with Xα in SmSα for each α ∈ A, such that the canonical maps πα : X → ˆ be a closed subset of X, and suppose we have closed S ×Sα Xα are ﬂat. Let X ˆ subsets Xα of Xα , compatible with the transition maps in the inverse system, and ˆ = lim← Xα . Then the natural map with X p p lim HX ˆ (Xα , Z(q)) → HX ˆ (X, Z(q)) →



α



is an isomorphism. In addition, the conditions of §3.2.1 and §3.3.1 are satisﬁed for Smess S Proof. Let Y be in Smess S , then for large enough α, Y is a localization of a scheme of the form S ×Sα Yα for Yα in Smess Sα . In particular, Y is a projective limit of an inverse system α → Yα ∈ Smess , with the canonical map πα : Y → S×Sα Yα being Sα ﬂat. It follows from the deﬁnition of the complexes ZqY /S (∗) (which are functorial in Y for ﬂat maps, and functorial in S for arbitrary maps) that the natural map ZqY /S (∗) → lim(p1 ◦ πα )∗ ZqYα /Sα (∗) →



is an isomorphism. This shows that the conditions of §3.2.1 and §3.3.1 are satisﬁed for Smess S . In addition, taking Y = X, we have the isomorphism ∼ lim Hp−2q (Xα , Zq (∗)); Hp−2q (X, Zq (∗)) = ˆ X



X/S



→



ˆα X



Xα /S



applying Theorem 3.4.1 completes the proof. 3.4.4. Local to global spectral sequence. For X in Smess S , we have the presheaf of motivic cohomology groups on XZar , Hp (Z(q)), gotten by sheaﬁfying the presheaf U → H p (U, Z(q)). From Corollary 3.4.3, we have the natural isomorphism (3.4.4.1) Hp (Z(n))x ∼ = H p (Spec OX,x , Z(n)). Combining (3.4.4.1) with Theorem 3.4.1 and the local to global hypercohomology spectral sequence q n (X, Hp (ZnX/S (∗))) =⇒ Hp+q E2p,q := HZar Zar (X, ZX/S (∗))
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gives the local to global spectral sequence for motivic cohomology (3.4.4.2)



q (X, Hp (Z(n)) =⇒ H p+q (X, Z(n)), E2p,q : HZar



assuming that the conditions of §3.2.1 and §3.3.1 are satisﬁed for V = Smess S . 3.4.5. Quillen spectral sequence. The results of this paragraph rely in part on some material in Chapter III and Chapter IV; we will not be using any of the results proved here in Chapter III or in Chapter IV. We now suppose that the base scheme S is of the form S = Spec k, where k is a perfect ﬁeld. We suppose in addition that the conditions of §3.2.1 and §3.3.1 are satisﬁed for V = Smess k . Let X be in Smess k , and suppose we have a ﬁltration of X by closed subsets (3.4.5.1)



X = X 0 ⊃ X 1 ⊃ . . . ⊃ X n ⊃ X n+1 = ∅,



such that 1. For j = 0, . . . , n, X j has pure codimension j on X 2. For j = 0, . . . , n, X j \ X j+1 is smooth over k. Taking the motive of X with support in X j , we have the distinguished triangles (I.2.2.10.1) ZX,X j+1 → ZX,X j → ZX\X j+1 ,X j \X j+1 → ZX,X j+1 [1]. We have as well the Gysin isomorphism (III.2.1.2.2) ij∗ : ZX j \X j+1 → ZX\X j+1 ,X j \X j+1 (j)[2j], giving the linked distinguished triangles ZX,X j+1 → ZX,X j → ZX j \X j+1 (−j)[−2j] → ZX,X j+1 [1]. This gives the strongly convergent spectral sequence E1p,q (X ∗ ) := H q−p (X p \ X p+1 , Z(n − p)) =⇒ H p+q (X, Z(n)) If we then pass to the limit over ﬁltrations (3.4.5.1), and use Corollary 3.4.3, we have the strongly convergent spectral sequence (3.4.5.2)



E1p,q (X ∗ ) := ⊕x∈X (p) H q−p (Spec k(x), Z(n − p)) =⇒ H p+q (X, Z(n))



where X (p) is the set of codimension p points of X. 3.4.6. Gersten complex. We let (3.4.6.1) H q (X, Z(n)) → ⊕x∈X (1) H q−1 (k(x), Z(n − 1)) → . . . → ⊕x∈X (dim X) H q−dimk X (k(x), Z(n − dim X)) be the complex of E1 -terms in the spectral sequence (3.4.5.2), where dim X is the Krull dimension of X. As the spectral sequence is natural in X (for open immersions), we may sheaﬁfy over X, giving the Gersten complex  (3.4.6.2) Hq (Z(n)) → ix∗ H q−1 (k(x), Z(n − 1)) → . . . x∈X (1)



→







ix∗ H q−dimk X (k(x), Z(n − dim X)).



x∈X (dim X)



Quillen’s proof of Gersten’s conjecture gives the analogous result for motivic cohomology.
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3.4.7. Lemma [Gersten’s conjecture for motivic cohomology]. Let k be a perfect ﬁeld, and suppose that the conditions of §3.2.1 and §3.3.1 are satisﬁed for V = ess Smess k . Take X in Smk , and let x be a ﬁnite set of points of X. Let Xx := j Spec OX,x , let Xx be a closed, codimension j > 0 subset of Xx , and take η ∈ q j−1 HX of Xx with j (Xx , Z(n)). Then there is a codimension j − 1 closed subset Xx x



q Xxj ⊂ Xxj−1 and with η going to zero in HX j−1 (Xx , Z(n)). x



Proof. By Corollary 3.4.3, we may assume that η is the restriction to Xx of an q j element η˜ ∈ HX j (X, Z(n)) for some codimension j closed subset X of X (shrinking X if necessary). We may similarly assume that X is aﬃne, and of ﬁnite type over k; let d = dimk X. Take a codimension one closed subset D of X containing X j . As in [102, §7, Lemma 5.12], there is a morphism π : X → Akd−1 , with π(x) = 0, such that 1. the restriction of π to D is ﬁnite 2. π is smooth with ﬁber dimension one over an open neighborhood U of D ∩ π −1 (0). Shrinking U , we may assume that the image π(U ∩D) is an open neighborhood V of 0, and U ∩ D is ﬁnite over V . Let {x1 , . . . , xr } = π −1 (0) ∩ D, and let XUj = X j ∩ U. Form the pull-back diagram p2



U ×V U



/U



p1



 U



π π



 /V



and let s : U → U ×V U be the diagonal section. Since π : U → V , is smooth, the diagonal s(U ) in U ×V U is a Cartier divisor [5, II 4.15], hence s(U ) is deﬁned by a single equation t = 0 in a neighborhood of {. . . , xi × xj , . . . } ⊂ U ×V U. Shrinking U and V , we may assume that s(U ) is a principle divisor in U ×V U . Thus cl1U×V U (|s(U )|) = 0 in H 2 (U ×V U, Z(1)). ˜ j−1 := p−1 (X j ). Since π : D ∩ U → V is ﬁnite, X ˜ j−1 is ﬁnite over U , Let X 1 U ˜ j−1 is ﬁnite over X j−1 . hence X j−1 is closed in U and X We have the Gysin map s∗ : ZU,X j → ZU×V U,X˜ j−1 ) (1)[2] (III.2.1.2.3). U ˜ j−1 and i : X j → X j−1 be the inclusions. Restricting p2 Let ˜i : s(XUj ) → X U ˜ j−1 → X j−1 . By the functoriality of gives the maps pj2 : s(XUj ) → X j and pj−1 :X 2 the Borel-Moore motive (Chapter IV, §2.4.6), we have the commutative diagram of pushforward morphisms ZU×V U,s(X j ) (1)[2]



pj2∗



˜ i∗







ZU×V U,X˜ j−1 (1)[2] and in addition pj−1 2∗ ◦ s∗ = i∗ .



/ ZU,X j



U



U







pj−1 2∗



i∗



/ ZU,X j−1 ,
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On the other hand, by (Chapter III, Lemma 2.2.7, with the closed subset F taken to be U ×V U ), we have s∗ = ∪cl1U×V U (|s(U )|) ◦ p∗1 = 0, hence i∗ : ZU,X j → ZU,X j−1 is the zero map, as desired. U



Gersten’s conjecture yields the following result: 3.4.8. Theorem [Gersten resolution]. Let k be a perfect ﬁeld, and suppose that the conditions of §3.2.1 and §3.3.1 are satisﬁed for V = Smess k . (i) Let y be a ﬁnite set of points on a scheme Y in Smess k . Then the complex (3.4.6.1) for X = Spec OY,y is exact. (ii) Let X be in Smess k . Then the Gersten complex (3.4.6.2) forms an acyclic resolution of the sheaf Hq (Z(n)) on X. Proof. The argument is the same as in [102]. Let (Y, y) be as in (i). The vanishing proved in §3.4.7 implies that the spectral sequence (3.4.5.2) for X = Spec OY,y has  H q (Spec OY,y , Z(n)); for p = 0 E2p,q = 0; otherwise, which proves (i). The assertion (ii) follows from (i). For arbitrary X in Smess k , Theorem 3.4.8 identiﬁes the E2 -term of the spectral sequence (3.4.5.2) as the cohomology p (X, Hq (Z(n))). E2p,q = HZar



From this, it follows by a standard argument that the Quillen spectral sequence agrees with the local to global spectral sequence (3.4.4.2) from E2 on. q 3.4.9. Bloch’s formula. If we suppose that the cycle class map clq,p X : CH (X, p) → ess 2q−p H (X, Z(q)) is an isomorphism for all X in Smk (e.g, if the conditions of §3.2.1 p and §3.3.1 are satisﬁed for V = Smess k ), then in particular, we have H (X, Z(q)) = 0 0 1 × for q < 0, H (F, Z(0)) = Z, and H (F, Z(1)) = F for all ﬁelds F of ﬁnite type over k. Thus, the Gersten resolution (3.4.6.2) for Hq (Z(q)) ends with   ix∗ k(x)× → ix∗ Z. x∈X (q−1)



x∈X (q)



As in [102], this gives the isomorphism q HZar (X, Hq (Z(q))) ∼ = CHq (X).



(3.4.9.1)



Indeed, it suﬃces to show that the connecting homomorphism in the Gersten resolution is given by the divisor map. We will show this in Chapter VI, Proposition 1.1.11, when we discuss Milnor K-theory and motivic cohomology. We will also show in Chapter VI, Theorem 1.1.16 that there is a natural isomorphism of sheaves Hq (Z(q)) ∼ = KqM , where KqM is the qth Milnor K-sheaf, deﬁned as the kernel of the tame symbol map for Milnor K-theory   M ix∗ KqM (k(x)) → ix∗ Kq−1 (k(x)) x∈X (0)



x∈X (1)



(see [7], [108]). Bloch’s formula (3.4.9.1) thus gives us the isomorphism H q (X, KM ) ∼ = CHq (X) Zar



q
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(this result is not new, see [108] and [76]). 3.5. Some moving lemmas In this section, we verify a version of the classical moving lemma for the complexes Z q (X, ∗)f in case the base S is Spec k for a ﬁeld k, and X is aﬃne. This helps in the next section, where we verify the criteria of §3.2.1 and §3.3.1 in case S is smooth, essentially of ﬁnite type, and of dimension ≤ 1 over a ﬁeld k. The main results of this section have been also proved by Bloch [16] by essentially the same method; as this work has not appeared in published form, we give the details here. 3.5.1. As in §2.1.2, we call a subvariety of ∆p of the form ∆∗ (h)(∆m ) for some h : [m] → [p] in ∆ a face of ∆p ; all faces F of ∆p are given by equations of the form ti1 = . . . = tis = 0, where ∆p = Spec k[t0 , . . . , tp ]/



p 



ti − 1.



i=0



Let X be a smooth k-variety, and C = {C1 , . . . , Cs } a ﬁnite collection of irreducible locally closed subsets of X; let ij : Cj → X be the inclusion. Let m = (m1 , . . . , ms ) be a sequence of integers such that mj ≤ q, j = 1, . . . , s, q and let ZC,m (X, p) be the subgroup of Z q (X, p) generated by the codimension q subvarieties W of X × ∆p such that 1. W is in Z q (X, p) 2. for each face F of ∆p and each i, we have codimCi ×F (W ∩ (Ci × F )) ≥ mi or the intersection is empty. q One easily sees that ZC,m (X, ∗) forms a subcomplex of Z q (X, ∗).



3.5.2. Lemma. Let (X, f ) be in L(Smk ). Then the complex Z q (X, ∗)f is equal q to ZC,m (X, ∗) for some ﬁnite set of locally closed irreducible subsets C, and some sequence m. Proof. Write f as f : X → X. Write X as a union of connected components s X = i=1 Xi , and let fi : Xi → X be the restriction of f to Xi . As X is smooth over k, each Xi is irreducible; let ni = dimk (Xi ). Let Ci,j be the subset of X deﬁned as the set of points x such that each irreducible component of fi−1 (x) of maximal dimension has dimension j (over k(x)). The sets Ci,j are constructible subsets of X, and form a ﬁltration of the constructible l subset fi (Xi ) of X. Write each Ci,j as a ﬁnite union of irreducible subsets Ci,j , l l l with each Ci,j locally closed in X, and let di,j = dimk (Ci,j ). Clearly, we have 



(3.5.2.1)



dli,j + j ≤ ni .



Now let W be a reduced irreducible codimension q closed subset of X ×∆p , and let F ∼ = ∆m be a face of ∆p with inclusion g : F → ∆p . Let W be an irreducible l component of (fi × g)−1 (W ); then there is a j and an irreducible component Ci,j
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of Ci,j such that l (fi × g)(W ) ⊂ C¯i,j ×F



(fi × g)(W ) ⊂ Ci,j+1 × F. From this it follows that (3.5.2.2)



l × F )). dimk (W ) ≤ j + dimk ((fi × g)(W )) ≤ j + dimk (W ∩ (Ci,j



Now suppose that codimXi ×F (W ) < q. Then (3.5.2.2) implies ni + m − q < dimk (W ) l × F )) ≤ j + dimk (W ∩ (Ci,j l = j + dli,j + m − codimCi,j l ×F (W ∩ (Ci,j × F )),



or (3.5.2.3)



l l codimCi,j l ×F (W ∩ (Ci,j × F )) < j + di,j − ni + q.



Conversely, suppose that (3.5.2.3) holds for some i, j, l. Take an irreducible coml ponent Z of the intersection W ∩ (Ci,j × F ) of maximal dimension; then dimk ((fi × g)−1 (W )) ≥ dimk ((fi × g)−1 (Z)) ≥ j + dimk (Z) > j + dli,j + m − (j + dli,j − ni + q) = ni + m − q. Thus, if we let mli,j be deﬁned by mli,j = j + dli,j − ni + q, then codimX  ×F ((f × g)−1 (W )) ≥ q



for all faces g : F → ∆p



3 l l l ×F (W ∩ (Ci,j × F )) ≥ mi,j codimCi,j



for all i, j, l and all faces F.



In addition, by (3.5.2.1), we have mli,j ≤ q. q (X, ∗) for This gives the equality Z q (X, ∗)f = ZC,m l C = {. . . , Ci,j , . . . };



m = (. . . , mli,j , . . . ).



3.5.3. Generic projections. We take k to be an inﬁnite ﬁeld. Let X be a smooth aﬃne k-variety of dimension n, embedded as a closed subset of AN , with N > n. ¯ be the closure of X in PN ⊃ AN . Let PN −1 denote the complement We let X ∞ N N −1 ¯ ∞ the intersection X ¯ ∩ PN P − A , and X ∞ . For a linear subvariety L ⊂ PN of dimension N − n − 1, we let πL : PN − L → Pn −1 denote the projection with center L; the projection with center L ⊂ PN gives ∞ 0 N n 0 the aﬃne-linear map πL : A → A . The restriction of πL to X: πL,X : X → An is ¯ = ∅. We let UX denote the subset of the Grassmannian ﬁnite if and only if L ∩ X ¯ = ∅. −1 (N − n − 1) consisting of those L with L ∩ X GrPN ∞ If we have constructible subsets A and C of X, we let e(A, C) denote the maximum among the irreducible components Ci of C and irreducible components Z of A ∩ Ci of the expression max(codimX (A) − codimCi (Z), 0).
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For an irreducible locally closed subset A of X, and an L ∈ UX , let L+ (A) be −1 −1 (πL,X (A)) of πL,X (πL,X (A)) \ A; for general A, we deﬁne L+ (A) the closure in πL,X to be the union of the L+ (Ai ), over the irreducible components Ai of A. We let RL ⊂ X denote the ramiﬁcation locus of the map πL,X . The following result is a version of the classical moving lemma for algebraic cycles. 3.5.4. Lemma [see [106], [29]]. Let X ⊂ AN k be a smooth k-variety of dimension n, embedded as a closed subset of AN . Let A be an irreducible, locally closed subset k of X, and C a locally closed subset of X. Then there is a non-empty open subset U of UX such that RL contains no irreducible component of A, A ∩ C, or C, and e(L+ (A), C) ≤ max(e(A, C) − 1, 0) for all L ∈ U . Proof. We may assume that C is irreducible. Let E(A, C) be the set of lines l in PN k such that there are points p ∈ A, q ∈ C with p = q and with p, q ∈ l. Let S(A, C) be the secant space of A and C, i.e., the subset of PN k  S(A, C) := l. l∈ 0, where OXk is an OXm -module via the morphism X(g). Thus, from (1.1.7.1) and (1.1.7.2), we have the identity of cycles |Zk | = X(g)∗ (|Zm |). Taking m = 0, the assumptions (a) and (b) together with Lemma 1.2.2 of Chapter I imply that the cycle |Zk | is in Z N (Xk )fXk for each k. From the deﬁnitions in §1.1.5, this completes the proof. We conclude this section with an elementary but useful extension of the homotopy property. 1.1.8. Lemma. Let X be an N -truncated simplicial object of V, and let p : E → X be a vector bundle on X. Then p∗ : ZX → ZE is an isomorphism in Dbmot (V). Proof. The map p∗ deﬁnes the map of distinguished triangles in Dbmot (V) (p∗ [N ],p∗ ,p∗ ≤N −1 )



(ZXN [N ] → ZX → ZX ≤N −1 ) −−−−−−−−−−−→ (ZEN [N ] → ZE → ZE ≤N −1 ). Induction on N reduces us to the case N = 0, i.e., X in V. The Mayer-Vietoris property (Chapter I, §2.2.6) reduces to the case of a trivial bundle; the result then follows from the homotopy property (Chapter I, §2.2.1).
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1.2. Chern classes of line bundles We deﬁne the motivic ﬁrst Chern class of a line bundle on a truncated simplicial scheme in V. 1.2.1. Line bundles. Let X : ∆≤nop → V be a truncated simplicial object in V, and p : L → X a line bundle on X. By Lemma 1.1.8 the map p∗ : ZX (q) → ZL (q) is an isomorphism in Dbmot (V). Applying Lemma 1.1.7 to the tautological section of p∗ L over L, the zero subscheme of L determines the element 0L ∈ Z 1 (L/S). We may then take the cycle class map (1.1.1.5) in Dbmot (V), cl1L (0L ) : 1 → ZL (1)[2]. 1.2.2. Definition. Let X : ∆≤nop → V be a truncated simplicial object in V, and p : L → X a line bundle on X. The ﬁrst Chern class of L, c1 (L) ∈ H 2 (X, Z(1)), is the element corresponding to the morphism (p∗ )−1 ◦ cl1L (0L ) : 1 → ZX (1)[2] in Dbmot (V). 1.2.3. Proposition. The ﬁrst Chern class satisﬁes (i) Functoriality: For f : Y → X a morphism in s.≤n V, and L a line bundle on X, we have c1 (f ∗ (L)) = f ∗ (c1 (L)). In addition, the simplicial ﬁrst Chern class is stable in n, i.e., for n ≤ n, we have 



ρn ,n (c1 (L)) = c1 (L≤n ). (ii) Additivity: For L1 and L2 line bundles on X ∈ s.≤n V, we have c1 (L1 ⊗ L2 ) = c1 (L1 ) + c1 (L2 ). (iii) Compatibility with divisors: Let L be a line bundle on X ∈ s.≤n V, and let s : X → L be a section such that the divisor D0 of s0 : X0 → L0 is in Z 1 (X0 )fX0 . Let D be the divisor on (X, fX ) determined by the codimension one subscheme s = 0 of (X, fX ) (see §1.1.5 and Lemma 1.1.7). Then c1 (L) = cl1X (D). Proof. For (i), let fL : f ∗ (L) → L be the canonical map of line bundles over the map f , giving the commutative diagram f ∗ (L) (1.2.3.1)



fL



pY



/L pX



 Y



f



 / X.



We have the identity of cycles fL∗ (0L ) = 0f ∗ (L) , which, from Proposition 1.1.3(i), gives the identity fL∗ (cl1L (0L )) = cl1f ∗ (L) (0f ∗ (L) ). This, together with the commutativity of (1.2.3.1) and the deﬁnition of c1 , proves the ﬁrst part of (i). The second part follows by a similar argument. For (ii), we have the map over X, π : L1 ×X L2 → L1 ⊗ L2 , deﬁned on a ﬁber over a point x of X m by sending (s, t) to the product st. We also have the projections p1 : L1 ×X L2 → L1 , p2 : L1 ×X L2 → L2 , and the maps p : L1 ×X L2 → X, q : L1 ⊗ L2 → X.
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Let 01 , 02 and 012 denote the zero sections on L1 , L2 and L1 ⊗ L2 , respectively. One easily checks that π ∗ (012 ) = 01 ×X L2 + L1 ×X 02 , (1.2.3.2)



p∗1 (02 ) = L1 ×X 02 , p∗2 (01 ) = 01 ×X L2 .



It follows immediately from the deﬁnition of c1 and Proposition 1.1.3(i) that   c1 (L1 ) = (p∗ )−1 p∗2 (cl1L1 (01 )) ; c1 (L2 ) = (p∗ )−1 p∗1 (cl1L2 (01 )) . Since c1 (L1 ⊗ L2 ) = (q ∗ )−1 (cl1L1 ⊗L2 (012 )), and the cycle class map cl1 is additive and functorial, the relations (1.2.3.2) prove (ii). Finally, for (iii), it suﬃces to prove that cl1L (p∗ (D)) = cl1L (0L ) in H 2 (L, Z(1)), where p : L → X is the structure map for the line bundle L. We may form the sheaf OX (D) on X with [OX (D)]m = OXm (Dm ), where Dm is the divisor of the section sm : Xm → Lm . We have the canonical map of sheaves on X iD : OX → OX (D); the resulting section sD of L deﬁnes by Lemma 1.1.7 and the hypothesis of (iii) a codimension one subscheme sD = 0 of (X, fX ) with divisor on (X, fX ) equal to D. Pulling back by p, we have the section s1 of p∗ (L) over L with divisor p∗ (D) on (L, fL ). On the other hand the identity map on L determines the tautological section s2 of p∗ (L) over L with divisor 0L on (L, fL ). Let q : L ×S A1S → L be the projection, and form the section s3 := tq ∗ (s1 ) + (1 − t)q ∗ (s2 ) of q ∗ (p∗ (L)) over L ×S A1S , where t is the coordinate on A1S . Let E be the divisor of the section s3 , and take a geometric point a of S. For a geometric point b = 0 of A1 and for m ≤ n, the restriction of Ea to Lm a × b is locally isomorphic to the graph of a function on Xam ; in particular Eam is reduced, locally irreducible and pure codimension one on (Lm ×S A1S )a . Let i0 : L → L ×S A1S and i1 : L → L ×S A1S be the 0 and 1 sections. From (Appendix A, Remark 2.3.4), and the identities (1.2.3.3)



i∗0 (Em ) = 0Lm ,



i∗1 (Em ) = p∗ (Dm )



of divisors on Lm , it follows that Em is in Z 1 (Lm ×S A1S )id∪i0 ∪i1 for each m. From this it follows that the subscheme of L ×S A1S deﬁned by the section s3 is a codimension one subscheme of (L ×S A1S , fL×S A1S ∪ i0 ∪ i1 ), with corresponding cycle the divisor E. By (1.2.3.3) and Proposition 1.1.3(i), we have the identity of divisors on (L, fL ) (1.2.3.4)



i∗0 (E) − i∗1 (E) = 0L − p∗ (D).



By the homotopy axiom (Chapter I, Deﬁnition 2.1.4(a)), (1.2.3.4) implies that cl1L (p∗ (D)) = cl1L (0L ). This gives the desired identity. 1.3. Projective bundle formula and Chern classes We use the splitting principle to deﬁne the motivic Chern classes of vector bundles, following the classic method of Grothendieck [57].
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1.3.1. Let X : ∆≤nop → V be a truncated simplicial object of V, let p : E → X be a rank N + 1 vector bundle on X, and q : P(E) → X the associated PN -bundle. We have the tautological surjection on P(E), q ∗ (E) → LE , where LE is the line bundle associated to the invertible sheaf O(1) on P(E). ˆ For ˆ be a simplicial closed subset of X, Pˆ the inverse image q −1 (X). Let X each integer i ≥ 0, we have the map αE ˆ (q − i)[−2i] → ZP(E),Pˆ (q) i : ZX,X



(1.3.1.1)



deﬁned as the composition ZX,Xˆ (q − i)[−2i] ∼ = ZX,Xˆ (q − i)[−2i] ⊗ 1 id⊗c1 (LE )i



−−−−−−−→ ZX,Xˆ (q − i)[−2i] ⊗ ZP(E) (i)[2i] ∪P(E),X



−−−−−→ ZX×S P(E),X× ˆ S P(E) (q), ∆∗



E −−→ ZP(E),Pˆ (q),



where ∆E : P(E) → P(E)×S X is the map (id, q), and ∪P(E),X is the map (I.2.5.6.4). 1.3.2. Theorem [projective bundle formula]. The map N 



N αE ˆ (q − i)[−2i] → ZP(E),Pˆ (q) i : ⊕i=0 ZX,X



i=0



ˆ E). is an isomorphism in Dbmot (V), natural in (X, X, Proof. By the naturality of c1 (Proposition 1.2.3(i)), the maps αE i are natural ˆ E); using the deﬁnition of Z ˆ and Z as shifted cones in the triple (X, X, ˆ X,X P(E),P ˆ (I.2.1.3.1), we reduce to the case X = ∅. We now reduce to the case of an object of V rather than a simplicial object, i.e., to the case n = 0. Suppose n > 0. We have the distinguished triangles in Dbmot (V) ZXn (q)[n] → ZX (q) → ZX ≤n−1 (q) → ZXn (q)[n + 1], ZP(E)n (q)[n] → ZP(E) (q) → ZP(E)≤n−1 (q) → ZP(E)n (q)[n + 1]. From the deﬁnition of the product maps (I.2.5.6.3), we see that the map αE i induces the map αE i,n : ZXn (q − i)[n − 2i] → ZP(E)n (q)[n]. By Proposition 1.1.3(ii), the deﬁnition Deﬁnition 1.2.2 of the ﬁrst Chern class, and the naturality of c1 (Proposition 1.2.3(i)), we have (1.3.2.1)



En αE i,n = αi [n].



E,≤n−1 : ZX ≤n−1 (q − i)[−2i] → ZP(E)≤n−1 (q); the Similarly, αE i induces the map αi naturality of c1 (Proposition 1.2.3(i)) implies



(1.3.2.2)



αE,≤n−1 = αE i i



≤n−1



.
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By (1.3.2.1) and (1.3.2.2), we have the map of distinguished triangles



P



ZXn (q)[n] N i=0



n [n] αE i



/ ZX (q)



P



N i=0







αE i







/ ZX ≤n−1 (q)



P



N i=0



/ ZP(E) (q)



ZP(E)n (q)[n]



αE i



≤n−1



 / ZP(E)≤n−1 (q).



By induction, this reduces us to the case n = 0, X ∈ V. Using the Mayer-Vietoris distinguished triangle (I.2.2.6.1), and the naturality of c1 , we reduce to the case of trivial E: ∼ Spec (OX [X0 , . . . , Xn ]), E= OX P(E) ∼ = Proj (OX [X0 , . . . , Xn ]). OX



We let i : 0E → P(E) denote the subscheme of P(E) deﬁned by X1 = . . . = XN = 0, and let j : U → P(E) be the complement of 0E . −1 deﬁned by We have the projection π : U → PN X π(x0 : . . . : xN ) = (x1 : . . . : xN ); −1 this gives U the structure of a line bundle over PN . By Lemma 1.1.8, the map X ∗ π : ZPN −1 (q) → ZU (q) is an isomorphism; by induction, we have the isomorphism X



N −1 



−1 −1 αN : ⊕N i i=0 ZX (q − i)[−2i] → ZPN −1 (q). X



i=0 −1 The naturality of c1 implies the identity j ∗ ◦ αi = π ∗ ◦ αN , giving us the isomori phism N −1  −1 αi : ⊕N j∗ ◦ i=0 ZX (q − i)[−2i] → ZU (q). i=0



The homogeneous functions Xi deﬁne sections of LE which are smooth over S; in fact, each subscheme of P(E) deﬁned by an equation of the form Xi1 = . . . = Xis = 0 for i1 < . . . < is is smooth over S. Thus, by (Appendix A, Remark 2.3.4), and Proposition 1.2.3(iii), we have the identity c1 (LE )N = clN P(E) (0E ).



(1.3.2.3)



We have the object ZP(E),0E (q) (I.2.1.3.1) of Cbmot (V), deﬁned as the shifted cone of the morphism j ∗ : ZP(E) (q) → ZU (q); the cone sequence thus gives the distinguished triangle in Dbmot (V) iP(E),0



j∗



E ZP(E) (q) −→ ZU (q). ZP(E),0E (q) −−−−−→



We have the Gysin isomorphism (I.2.2.5.1) ∪[0E ] ◦ q ∗ : ZX (q − N )[−2N ] → ZP(E),0E (q); the identity iP(E),0E ◦ (∪[0E ] ◦ q ∗ ) = αN follows from (1.3.2.3). This gives us the map of distinguished triangles: ZP(E),0E (q) O ∪[0E ]◦q∗



ZX (q − N )[−2N ]



iP(E),0E



P



/ ZP(E) (q) O



N i=0



αi



/ ⊕N ZX (q − i)[−2i] i=0



j∗



j∗ ◦



P



/ ZU (q) O N −1 i=0



αi



/ ⊕N −1 ZX (q − i)[−2i]. i=0
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As the two maps on the ends are isomorphisms, the map in the middle is an isomorphism as well, completing the proof. 1.3.3. Splitting principle. Let X be an n-truncated simplicial object of V, and p : E → X be a vector bundle on X. We have the ﬂag variety q : F l(E) → X, gotten by forming the projective bundle q1 : P(E) → X, taking the kernel E1 of the canonical surjection q1∗ : E → O(1), forming P(E1 ), and so on, until the resulting kernel has rank 1. The pull-back q ∗ E then has the canonical ﬁltration (1.3.3.1)



E = E 0 ⊃ E 1 ⊃ . . . ⊃ E N ⊃ E N +1 = 0



with E i /E i+1 a line bundle on F (E) for each i. We may then pull back further, to the bundle of splittings of (1.3.3.1), q˜: Sp(E) → X, giving the isomorphism q˜∗ (E) ∼ = ⊕N i=1 Li , with the Li line bundles on Sp(E). The bundle r : Sp(E) → F l(E) is a sequence of Zariski torsors for the vector bundle Hom(E i−1 /E i , E i ); using Mayer-Vietoris and the homotopy property, one proves that the map r∗ : ZF l(E) → ZSp(E) is an isomorphism. From the projective bundle formula, the map q ∗ : ZX → ZF l(E) is injective, hence, so is the map q˜∗ : ZX → ZSp(E) . This enables us to reduce proofs of identities among characteristic classes of vector bundles to the case of sums of line bundles. We may use a similar construction to replace any ﬁnite collection of exact sequences with split exact sequences among direct sums of line bundles. ˆ 1.3.4. Definition. Let X : ∆≤nop → V be a truncated simplicial object of V, let X be a closed simplicial subscheme of X, and let E → X be a vector bundle of rank N on X. Let q : P(E) → X be the associated projective bundle with tautological quotient line bundle LE , and let ζ = c1 (LE ). The Chern classes of E are the elements ci (E) ∈ H 2i (X, Z(i)) satisfying (1.3.4.1)



N 



(−1)i q ∗ (ci (E))ζ N −i = 0, c0 (E) = 1.



i=0



By Theorem 1.3.2, the ci (E) exist and are uniquely determined by the identity (1.3.4.1). We deﬁne the total Chern class c(E) to be the sum c(E) =



N 



ci (E).



i=0



1.3.5. Theorem. The Chern classes satisfy (i) Naturality: Let f : Y → X be a morphism in s.≤n V, E a vector bundle on X. Then f ∗ (c(E)) = c(f ∗ (E)). Similarly, if we have X in s.≤n V, E a vector bundle on X, and 0 ≤ n < n, then 



ρn ,n (c(E)) = c(E ≤n ), where ρn ,n : ZX (q) → ZX ≤n (q) is the map (1.1.1.7). (ii) Normalization: The two deﬁnitions (Deﬁnition 1.2.2 and Deﬁnition 1.3.4) of the ﬁrst Chern class of a line bundle agree. Proof. The ﬁrst part of (i) follows from the naturality of the ﬁrst Chern class Proposition 1.2.3(i), and the naturality of the projective bundle isomorphism of Theorem 1.3.2; the second part follows by using Proposition 1.2.3(i), and noting
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that the projective bundle isomorphism of Theorem 1.3.2 is compatible with truncation. The statement (ii) follows from the deﬁning relation c1 (L) − ζ = 0 for c1 of a line bundle L → X in Deﬁnition 1.3.4, and the identiﬁcation of the tautological line bundle LL on P(L) = X with L. 1.3.6. Remark. Suppose we have a morphism of base schemes p : T → S as in (Chapter I, §2.3), an object X of s.≤n V and a vector bundle E → X. Suppose that W is a subcategory of SmT for which DM(W) is deﬁned and with W ⊃ p∗ V. Essentially the same proof as for Theorem 1.3.5(i), using the properties of pull-back p∗ : DM(V) → DM(W) given in (Chapter I, §2.3), shows that the Chern classes are functorial in this setting: p∗ (cq (E)) = cq (p∗ (E)), where p∗ E is the pull-back bundle E ×S T → X ×S T. 1.3.7. Theorem [Whitney product formula]. Let X be an n-truncated simplicial object in V, and 0 → E1 → E → E2 → 0 an exact sequence of vector bundles on X. Then c(E) = c(E1 )c(E2 ). Proof. Using the splitting principle of §1.3.3, we may assume that E = E1 ⊕ E2 and that E1 and E2 are direct sums of line bundles. This reduces us to showing, for line bundles L1 , . . . , LN on X, that c(⊕N k=1 Lk ) =



N 



(1 + c1 (Lk )).



k=1



Let E = ⊕N k=1 Lk , and let q : P → X be the projective bundle P(E). We have the canonical surjection π : q ∗ E → O(1), giving the maps pk : q ∗ Lk → O(1), i = 1, . . . , N , deﬁned as the composition q ∗ Lk I→ q ∗ E − → O(1). π



∗ −1 Twisting by q ∗ L−1 k gives the sections sk : OP → O(1) ⊗ q Lk , i = 1, . . . , N. Let Dk be the subscheme of P deﬁned by the vanishing of sk . Locally on X, the divisors D1 , . . . DN are independent hyperplanes in P (which is a Zariski locally trivial PN −1 -bundle); in particular, the Dk are smooth Sschemes, hence in V. Thus, the cycles Dk are in Z 1 (P/S); it follows from Proposition 1.2.3(iii) that cl1P (Dk ) = ζ − q ∗ (c1 (Lk )), where ζ = c1 (O(1)). Since the intersection D1 ∩ . . . ∩ DN is empty on P, we have by Proposition 1.1.3(iii)



0 = clN (D1 ∩ . . . ∩ DN ) = cl1 (D1 ) ∪ . . . ∪ cl1 (DN ) =



N 



(ζ − q ∗ (c1 (Lk )))



k=1



= ζN +



N 



(−1)k ζ N −k q ∗ (σk ),



k=1



where σk is the kth symmetric function in the Chern classes c1 (L1 ), . . . , c1 (LN ). By the deﬁning relation Deﬁnition 1.3.4 for the Chern classes of E, this shows
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ck (E) = σk , i.e. c(⊕N k=1 Lk ) =



N 



(1 + c1 (Lk )),



k=1



as desired. We give a few immediate consequences of the product formula. Recall from §1.1.6 the deﬁnition of K0 (X) for X an n-truncated simplicial scheme. 1.3.8. Corollary. Let X be an n-truncated simplicial object of V. Then sending a vector bundle E on X to cq (E) ∈ H 2q (X, Z(q)) descends to a map (of sets) cq : K0 (X) → H 2q (X, Z(q)). Proof. Form the group +



1 + H 2∗ (X, Z(∗)) := 1 ×







H 2q (X, Z(q))



q≥1



with group law (1 +







xq ) + (1 +



q







yq ) = (1 +



q







xq )(1 +



q







yq ),



q



where the multiplication is as formal series. For a vector bundle E, let  + cˆ(E) := 1 + cq (E) ∈ 1 + H 2∗ (X, Z(∗)) . q



The Whitney product formula implies that cˆ(E) = cˆ(E )+ cˆ(E 



) if there is an exact sequence 0 → E → E → E 



→ 0, hence cˆ descends to a group homomorphism +



cˆ: K0 (X) → 1 + H 2∗ (X, Z(∗)) .



We have an extension of Proposition 1.2.3(iii) to vector bundles of arbitrary rank. 1.3.9. Corollary. Let p : E → X be a vector bundle of rank r on a truncated simplicial object X in V, and let 0E ⊂ E denote the 0-section. Let s : X → E be a section satisfying the conditions (a) and (b) of Lemma 1.1.7. Then clrX (s∗ (|0E |)) = cr (E) in H 2r (X, Z(r)). Proof. Since s∗ (|0E |) = |s−1 (0E )|, it follows from Lemma 1.1.7 that s∗ (|0E |) is in Z r (X/S). By the splitting principle, we may pull back to the ﬂag bundle F (E) over X, and, by homotopy, we may pull back further to the aﬃne bundle of splittings of the canonical ﬂag in E over F (E), so we may assume that E is a direct sum of line bundles, E ∼ = ⊕ri=1 Li , pi : Li → X. Let qi : E → Li be the projection.
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Let s˜ be the tautological section of p∗ E over E. As in the proof of Proposition 1.2.3(iii), we have p∗ (clrX (s∗ (|0E |))) = clrE (˜ s∗ (|0p∗ E |))). Letting si be the tautological section of p∗i Li over Li , we have s˜∗ (|0p∗ E |) = ∩ri=1 qi∗ (s∗i (|0p∗i Li |)). By Proposition 1.2.3, Theorem 1.3.5, and Theorem 1.3.7, together with Proposition 3.5.7 of Chapter I, we thus have p∗ (clrX (s∗ (|0E |))) = clrE (˜ s∗ (|0p∗ E |)) = cl1E (q1∗ s∗1 (|0p∗1 L1 |) ∪ . . . ∪ cl1E (qr∗ s∗r (|0p∗r Lr |) = c1 (q1∗ p∗1 L1 ) ∪ . . . ∪ c1 (qr∗ p∗r L1 ) = cr (p∗ E) = p∗ (cr (E)). Since p∗ : ZX → ZE is an isomorphism in DM(V) by homotopy and Mayer-Vietoris, we thus have clrX (s∗ (|0E |)) = cr (E).



1.4. Chern classes for higher K-theory We use the method of Gillet [46] to deﬁne motivic Chern classes for higher Ktheory. 1.4.1. Representable sheaves. We refer to the constructions, notations, and results of Chapter II, §1.5.2 and Lemma 1.5.3; in particular, for X in V, we have the category of Zariski open subsets of X, Zar(X), and the subcategory Cbmot (Zar(X)) := Cbmot (Zar(X, idX )) of Cbmot (V), which contains the category of hyper-resolutions HRZU (q) for all open subschemes U of X. For an abelian presheaf S on X which takes disjoint unions to direct sums, we have the functor Cb (S) : Cbmot (Zar(X)) → Cb (Ab). As a special case of this construction, we may take the presheaf S to be the restriction to Zar(X) of the free abelian group on a representable functor, S(U ) := X . Sending a morphism of Z[HomL(V) ((U, idU ), (Z, g))], which we denote by H(Z,g) ∗ h : (U, idU ) → (Z, g) to the map h : ZZ (q)g → ZU (q) deﬁnes the map (1.4.1.1)



X (U ) → HomAmot (ZZ (q)g , ZU (q)) ξ(Z, g)(U ) : H(Z,g)



which is natural in both (Z, g) and in U ∈ Zar(X). We have as well the representable functor HZX (U ) := Z[HomV (U, Z)]. The subcategory of L(V) of maps (Z, g) → (Z, g ) over the identity on Z is ﬁltering; indeed (Z, g ∪ g ) dominates (Z, g) and (Z, g ). We have as well the identity (1.4.1.2)



X H(Z,g) . HZX = lim → g



Suppose we have non-degenerate simplicial object (Z, g) : ∆op n.d. → L(V) of L(V). ∗ We may then form the complex of presheaves on X, CX ((Z, g); Z), by setting
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k X CX ((Z, g); Z)(U ) := H(Z([−k]),g([−k])) (U ), with diﬀerential the alternating sum induced by the maps in Z. We may make a similar construction for Z an n-truncated non-degenerate simplicial object of L(V). If Z is a non-degenerate simplicial object, or an n-truncated non-degenerate simplicial object of V, we have the complex ∗ k X of presheaves on X, CX (Z; Z), with CX (Z; Z)(U ) := HZ([−k]) (U ). The identity (1.4.1.2) gives



(1.4.1.3)



∗ ∗ CX (Z; Z) = lim CX ((Z, g); Z). → g



Let Z be a non-degenerate simplicial object of V, and let (Z, g) : ∆op n.d. → L(V) be a lifting to a non-degenerate simplicial object of L(V), giving the associated for each n ≥ 0, as in (Chapter I, §2.5.4). motive ZZ (q)∗≤n g If Γ is in Cbmot (Zar(X), q), the natural transformation (1.4.1.1) gives the natural map of complexes ∗≥−n ((Z, g); Z))(Γ) → HomCbmot (V) (ZZ (q)∗≤n , Γ). ξn (Z, g)(Γ) : Cb (CX g



Now suppose that Γ is in the subcategory HRZX (q) of Cbmot (Zar(X), q). Since the augmentation K : ZX (q) → Γ is an isomorphism in Dbmot (V) (see Chapter II, Lemma 1.4.2(iii)), we have the natural map (1.4.1.4) >−1 ◦H n (ξ(Z,g)(Γ))



∗≥−n H n (Cb (CX ((Z, g); Z))(Γ)) −−−−−−−−−−−−→ HomDbmot (V) (ZZ (q)∗≤n , ZX (q)[n]). g



→ ZZ (q)∗≤n induced by a map idZ : (Z, g ) → (Z, g) is As the map id∗Z : ZZ (q)∗≤n g g b an isomorphism in Dmot (V), the map (1.4.1.4) deﬁnes via (1.4.1.3) the natural map ∗≥−n H n (Cb (CX (Z; Z))(Γ)) → HomDbmot (V) (ZZ (q)∗≤n , ZX (q)[n]). g



Taking the limit over HRZX (q) and applying (Chapter II, Lemma 1.5.3) gives the natural map (1.4.1.5)



˜ ∗≥−n (Z; Z)) → HomDb (V) (ZZ (q)∗≤n , ZX (q)[m]). Ξn (Z) : Hm Zar (X, CX mot



Let c : 1 → ZZ (q)∗≤n [a] be a morphism in Dbmot (V). Composing with the map (1.4.1.5) (suitably shifted) gives the natural map ˜ ∗≥−n (Z; Z)) → HomDb (V) (1, ZX (q)[a + m]). Ξn (Z) ◦ c : Hm Zar (X, CX mot This gives us the natural map ˜ ∗≥−n (Z; Z)) ⊗ HomDb (V) (1, ZZ (q)∗≤n [a]) (1.4.1.6) Hm Zar (X, CX mot Ψn (Z)



−−−−→ H a+m (X, Z(q)). Since X has ﬁnite Zariski cohomological dimension, we have the identity ˜ ∗≥−n (Z; Z)) = Hm ˜∗ Hm Zar (X, CX Zar (X, CX (Z; Z)) for all n suﬃciently large (depending on m). As H a (Z, Z(q)) = lim [n → HomDbmot (V) (1, ZZ (q)∗≤n [a])] ← (N,≤)op



by deﬁnition (see Chapter I, §2.5.5), the map (1.4.1.6) gives us the natural map (1.4.1.7)



a a+m ˜∗ Ψ(Z) : Hm (X, Z(q)). Zar (X, CX (Z; Z)) ⊗ H (Z, Z(q)) → H
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1.4.2. Homology and motivic cohomology. We refer the reader to §1.1.1-§1.1.3 of Appendix B for notions related to classifying schemes and the general linear group. For a scheme X, we have the sheaf of groups GLN := GLN /X deﬁned as the sheaﬁﬁcation of the presheaf U → GLN (Γ(U, OX )), and the sheaf of simplicial sets BGLN /X deﬁned similarly. For a ring A, we have the simplicial abelian group ZBGLN (A) with k-simplices being the free abelian on BGLN (A)([k]); applying this construction to the sheaf BGLN /X gives the presheaf of simplicial abelian groups ZBGLN /X, and the associated complex of presheaves C ∗ (BGLN /X; Z), C k (BGLN /X; Z)(U ) = Z[BGLN /X([−k])(U )]. The stalk C ∗ (BGLN /X; Z)x is the complex computing the homology of the discrete group GLN (OX,x ): H −p (C ∗ (BGLN /X; Z)x ) = Hp (GLN (OX,x ); Z). We deﬁne Hp (X, GLN ; Z) by ˜∗ Hp (X, GLN ; Z) := H−p Zar (X, C (BGLN /X; Z)). Suppose that X is an S-scheme. We have the simplicial S-scheme BGLN /S, which satisﬁes the ﬂatness conditions of §1.4.1. We have in addition the identity of ∗ (BGLN /S; Z), so the map complexes of presheaves on X, C ∗ (BGLN /X; Z) = CX (1.4.1.7) gives us the natural map (1.4.2.1)



ΨN : Hp (X, GLN ; Z) ⊗ H a (BGLN /S, Z(q)) − → H a−p (X, Z(q)).



1.4.3. Stabilization. We have the stabilization map iN : GLN /S → GLN +1 /S deﬁned by 



g 0 . iN (g) = 0 1 This induces stabilization maps BiN : BGLN /S → BGLN +1 /S. For X in V, this gives stabilization maps C ∗ (BGLN /X; Z) → C ∗ (BGLN +1 /X; Z), and stabilization maps on hypercohomology, H∗ (X, GLN ; Z) → H∗ (X, GLN +1 ; Z). We set H a (BGL/S, Z(q)) := lim H a (BGLN /S, Z(q)), ←



Hp (X, GL; Z) := lim Hp (X, GLN ; Z). →



The maps (1.4.2.1) for varying N thus give the map (1.4.3.1)



→ H a−p (X, Z(q)). Ψ : Hp (X, GL; Z) ⊗ H a (BGL/S, Z(q)) −



1.4.4. Universal Chern classes. From Appendix B, §1.1.3, we have the universal rank N vector bundle pn : EN → BGLN /S. We have Bi∗N (EN +1 ) ∼ = EN ⊕ 1, where 1 denotes the trivial line bundle. Thus, by the Whitney product formula (Theorem 1.3.7) and the stability of Chern classes (Theorem 1.3.5(i)) we have ≤n ≤n Bi∗N (c(EN +1 )) = c(EN ), 



≤n ≤n )) = c(EN ), ρn ,n (c(EN ≤n for all n ≥ n ≥ 0. Thus, the qth Chern class cq (EN ) for n = 1, 2, . . . determines 2q the element cq (EN ) ∈ H (BGLN /S, Z(q)), and the classes cq (EN ) for N = 1, 2 . . . determines the element cq (E) ∈ H 2q (BGL/S, Z(q)).
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1.4.5. We apply the map (1.4.3.1) to the universal Chern class cq (E); we denote the map Ψ(− ⊗ cq (E)) by (1.4.5.1)



Hcq,2q−p : Hp (X, GL; Z) → H 2q−p (X, Z(q)).



From Appendix B, §2.2.2, we have the Hurewicz map (1.4.5.2)



hX p : Kp (X) → Hp (X, GL; Z).



Composing (1.4.5.1) with (1.4.5.2) gives the Chern class map cq,2q−p : Kp (X) → H 2q−p (X, Z(q)). 1.4.6. Remark. Let E → X be a rank r-vector bundle on a scheme X ∈ V. We may take a trivializing open cover U = {U0 , . . . , UN } for E; a choice of trivializing isomorphisms ψi : E|Ui → Ui ×Ar gives the transition maps gij := ψi ◦ψj−1 : Ui ∩Uj → GLr /S which extend to give the map of simplicial schemes over S: g : N U → BGLr /S gi0 ,... ,in = (gi0 ,i1 , gi1 ,i2 , . . . , gin−1 ,in )|Ui0 ∩...∩Uin . The isomorphisms ψi then give the isomorphism p∗U E ∼ = g ∗ Er , where pU : N U → X is the augmentation. We have the truncated Chern classes ci (Er≤n ) ∈ H 2i (ZBGLr /S (i)∗≤n ). The map ∗≤n . We may then pull back the ci via g ∗ to g deﬁnes the map g ∗ : Z∗≤n BGLr /S → ZU give classes g ∗ (ci (Er≤n )) ∈ H 2i (ZU (i)∗≤n ). On the other hand, the map pU induces the isomorphism in DM(V), p∗U : ZX (i) → ZU (i)∗≤n = ZU (i), for all n ≥ N + 1. Thus, we get the elements (p∗U )−1 ◦ g ∗ (ci (Er≤n )) ∈ H 2i (ZX (i)) = H 2i (X, Z(i)). It follows from the naturality of the Chern classes that (p∗U )−1 ◦ g ∗ (ci (Er≤n )) = ci (E);



i = 0, 1, . . .



for all n ≥ N + 1. From this it follows that cq,2q agrees with the Chern class cq . 1.4.7. Chern classes for diagrams. We proceed to extend the construction of Chern classes given in §1.4.5 to diagrams in V. We use the notions and notations of (Appendix B, §2.1.3 and Remark 2.2.3) and Chapter I, §2.7. Let I be the category associated to a ﬁnite partially ordered set and let X : I → V + be a functor. We have the lifting (X, fX ) : I → L(V + ), and the motive of X, ZX , deﬁned as in (Chapter I, §2.7.2) as the non-degenerate homotopy limit ZX = holim(i → ZX(i) (0)fX (i) ). I,n.d.



Deﬁne Hp (X, GLN ; Z) as the hypercohomology ˜∗ Hp (X, GLN ; Z) := H−p Zar (X, C (BGLN /X; Z)), and set Hp (X, GLN ; Z). Hp (X, GL; Z) := lim → N



We have the Hurewicz map (from Appendix B, Remark 2.2.3) (1.4.7.1)



hX,N : Kp (X) → Hp (X, GLN ; Z)
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for all N suﬃciently large (stable in N ). We note that a bounded above complex of presheaves S ∗ on X (which takes disjoint unions to direct sums) deﬁnes the functor Cb (S ∗ ) : HRZX (q) → C− (Ab), just as in (Chapter II, §1.5.2). Using the distinguished triangles of (Chapter I, §2.7.3) and (Part II, (III.3.3.1.3)), we extend Lemma 1.5.3 of Chapter II to give a canonical isomorphism lim H n (Cb (S ∗ )(Γ)) ∼ = HnZar (X, S˜∗ ). → Γ∈HRZX (q)



For a simplicial scheme Z satisfying the ﬂatness conditions of §1.4.1, we may then use the construction of that section to give a natural map a a+m ˜∗ (1.4.7.2) (X, Z(q)) Ψ(Z) : Hm Zar (X, CX (Z; Z)) ⊗ H (Z, Z(q)) → H extending the natural map (1.4.1.7). Taking Z = BGLN /S, stabilizing and evaluating at the universal Chern classes cq (E) gives us the map (as in (1.4.5.1)) (1.4.7.3)



Hcq,2q−p : Hp (X, GL; Z) → H 2q−p (X, Z(q)).



Composing with the Hurewicz map (1.4.7.1) gives the Chern class (1.4.7.4)



cq,2q−p : Kp (X) → H 2q−p (X, Z(q)).



1.4.8. Examples. (i) Take I to be the category ∗ > 0 < 1, and U be an open ˆ We have the functor (X, X) ˆ : I → V + with subscheme of X, with complement X. ˆ ˆ ˆ ˆ (X, X)(0) = U, (X, X)(1) = X, (X, X)(∗) = ∗, (X, X)(0 < 1) = jU : U → X.  ˆ Then Z(X,X) ˆ (q) is the motive with support ZX,X ˆ (q) and the K-group Kn (X, X) ˆ



is the K-group with support KnX (X), deﬁned as the homotopy group πn+1 of the homotopy ﬁber of the map jU∗ : BQPX → BQPU The Chern classes (1.4.7.4) give the Chern classes with support: ˆ



q,2q−p 2q−p cX : KpX (X) → HX (X, Z(q)), ˆ ˆ



compatible with the Chern classes without support via the “forget the support” ˆ 2q−p maps KpX (X) → Kp (X), HX (X, Z(q)) → H 2q−p (X, Z(q)). ˆ (ii) We have the n-cube, (see Chapter I, §2.6.1), the opposite of the category of subsets of {1, . . . , n}; take I to be the category ∗ := ∪ ∗, (the pointed n-cube) with ∗ > J for each non-empty J ⊂ {1, . . . , n}. Given X in V and a collection of closed subschemes D1 , . . . , Dn of X, such that each intersection DJ := ∩j∈J⊂{1,... ,n} Dj is in V, we then have the functor (X; D1 , . . . , Dn ) : ∗ → V + J → DJ ; ∗ → ∗. The resulting object Z(X;D1 ,... ,Dn ) (q) of DM(V) is isomorphic to the motive of X relative to D1 , . . . , Dn (see Chapter I, §2.6.6 and §1.5.1 below). The motivic cohomology of X relative to D1 , . . . , Dn is deﬁned as H 2q−p (X; D1 , . . . , Dn , Z(q)) := HomDM(V) (1, Z(X;D1 ,... ,Dn ) (q)[2q − p]). We have the K-groups of X relative to D1 , . . . , Dn , Kn (X; D1 , . . . , Dn ), deﬁned as Kn (X; D1 , . . . , Dn ) := πn+1 (holim J → BQP(X;D1 ,... ,Dn )(J) ). ∗
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The Chern classes (1.4.7.4) give the Chern classes for relative K-groups: q,2q−p : Kp (X; D1 , . . . , Dn ) → H 2q−p (X; D1 , . . . , Dn , Z(q)). c(X;D 1 ,... ,Dn )



ˆ of X with (iii) We may combine (i) and (ii): suppose we have a closed subset X complement j : U → X, and closed subschemes D1 , . . . , Dn such that each interˆ section DI is in V. This gives the pointed n + 1-cube (X; D1 , . . . , Dn )X deﬁned via the map of pointed n-cubes j : (U ; D1 ∩ U, . . . , Dn ∩ U ) → (X; D1 , . . . , Dn ). The homotopy limit of BQP(X;D1 ,... ,Dn )Xˆ over ∗ then has homotopy groups ˆ



KnX (X; D1 , . . . , Dn ) := πn+1 ( holim J → BQP(X;D1 ,... ,Dn )Xˆ (J) ), ∗



ˆ The motive of the K-groups of X relative to D1 , . . . , Dn , with support in X. ˆ is the object Z X relative to D1 , . . . , Dn , with support in X ˆ (q) of (X;D1 ,... ,Dn )X DM(V). The Chern classes (1.4.7.4) then give the Chern classes for relative Kgroups with support: q,2q−p c(X;D ,... ,D 1



ˆ



ˆ



n ),X



2q−p : KpX (X; D1 , . . . , Dn ) → HX (X; D1 , . . . , Dn , Z(q)). ˆ



(iv) Mod-n Chern classes (see [26]). Let S m /n be the mod n Moore space: S 2 /n is the CW-complex gotten by attaching the boundary of a 2-disk to S 1 by the n to 1 cover S 1 → S 1 , and S m /n is the m − 2-fold suspension of S 2 /n. For a pointed space (X, ∗) one deﬁnes the mod-n homotopy groups of X by πp (X; Z/n) := [(S p /n, ∗), (X, ∗)];



n ≥ 3,



where [−, −] means pointed homotopy classes of pointed maps. The addition is given by a co-H-space structure on S p /n, similar to that of S p . If X is an H-space, the addition in H gives the same group structure, so one may extend the deﬁnition to π2 (X; Z/n). One has the fundamental short exact sequence (1.4.8.1)



0 → πp (X)/n → πp (X; Z/n) → n πp−1 (X) → 0;



p ≥ 2,



where n πp−1 (X) is the n-torsion subgroup of πp−1 (X). One deﬁnes the mod-n K-groups of a scheme X by Kp (X; Z/n) := πp+1 (BQPX ; Z/n) for p ≥ 1. For p = 0, one deloops BQPX and takes π2 (−, Z/n). For a simplicial abelian group S, the Dold-Kan isomorphism (see e.g. [95, Chapter V]) gives a natural isomorphism πp (S; Z/n) ∼ = H −p (C ∗ (S) ⊗L Z/n), where ∗ ∗ C (S) is the chain complex associated to S, and C (S) ⊗L Z/n is the cone  ×n C ∗ (S) ⊗L Z/n := cone C ∗ (S) −−→ C ∗ (S) . The sequence (1.4.8.1) is then just the sequence one gets from breaking up the cohomology sequence for the distinguished triangle ×n



C ∗ (S) ⊗L Z/n[−1] → C ∗ (S) −−→ C ∗ (S) → C ∗ (S) ⊗L Z/n into short exact sequences. Thus, the construction of the Hurewicz map (1.4.5.2) gives the mod-n Hurewicz map (1.4.8.2)



Kp (X; Z/n) → Hp (X, GLN ; Z/n)



(at least for p ≥ 2); the extension to diagrams of schemes (1.4.7.1) gives rise to the mod-n Hurewicz map for X a functor as in §1.4.7.
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For Γ in Cbmot (V), we have the object Γ ⊗L Z/n deﬁned in Chapter I, §2.2.8 as ×n



Γ ⊗L Z/n := cone(Γ −−→ Γ), and the mod-n motivic cohomology H p (Γ, Z/n(q)) := H p (Γ ⊗L Z/n, Z(q)). Taking Γ = ZX (0) deﬁnes the mod-n motivic cohomology of X H p (X, Z/n(q)) := H p (ZX (0) ⊗L Z/n, Z(q)). The map (1.4.1.7) thus gives the mod-n version Ψ(Z) ⊗L Z/n : Hm (X, C˜ ∗ (Z; Z) ⊗L Z/n) ⊗ H a (Z, Z(q)) → H a+m (X, Z/n(q)). Zar



X



Thus, the construction of the map (1.4.5.1) (or (1.4.7.3) for X a diagram of schemes) gives the map Hcq,2q−p : Hp (X, GL; Z/n) → H 2q−p (X, Z/n(q)). Composing with the Hurewicz map gives the mod-n Chern class cq,2q−p : Kp (X; Z/n) → H 2q−p (X, Z/n(q));



p ≥ 2,



for X in V, as well as for X : I → V a functor as in §1.4.7. The constructions of (i), (ii) and (iii) thus also have their mod-n versions. +



1.4.9. Proposition. Let I be the category associated to a ﬁnite partially ordered set and let X : I → V + be a functor. (i) For p ≥ 1, the Chern class maps (1.4.7.4) are additive. (ii) The Chern class maps cq := cq,2q : K0 (X) → H 2q (X, Z(q)) satisfy the Whitney product formula c(x + y) = c(x) ∪ c(y). (iii) Let J be the category associated to a ﬁnite partially ordered set, let ι : J → I be a functor, and let Y : J → V + be a functor. Let f : Y → X ◦ ι be a map of functors, inducing the pull-back maps f ∗ : Kp (X) → Kp (Y ) and f ∗ : H 2q−p (X, Z(q)) → H 2q−p (Y, Z(q)). Then the diagram Kp (X)



cq,2q−p



f∗



 Kp (Y )



/ H 2q−p (X, Z(q)) f∗



cq,2q−p



 / H 2q−p (Y, Z(q))



commutes. (iv) Let g : T → S be a map of reduced schemes, and let W be a full subcategory of ∗ Smess T containing g V, such that DM(W) is deﬁned, giving the pull-back functor ∗ g : DM(V) → DM(W) (I.2.3.1.1). Let g ∗ X : I → W be the functor g ∗ X(i) := X ×S T, giving the map of functors from I to Sch+ , p1 : g ∗ X → X. Then the diagram Kp (X)



q,2q−p cX



p∗ 1



 Kp (g ∗ X) commutes.



/ H 2q−p (X, Z(q)) 



q,2q−p cg ∗X



g∗



/ H 2q−p (g ∗ X, Z(q))
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Proof. The addition in Kp (X) is induced by the direct sum operation in PX , which gives rise to the H-space structure in ΩBQPX . Thus, the addition in Kp (X) agrees with the group law as a homotopy group Kp (X) = πp (ΩBQPX ) for p > 0. The Hurewicz map (1.4.7.1) is a group homomorphism for p > 0, and the map (1.4.7.3) is a group homomorphism for all p, which proves (i). Formula (ii) follows from the Whitney product formula for the Chern classes of the universal direct sum bundle p∗1 EN ⊕ p∗2 EM on BGLN /S ×S BGLM /S (see Theorem 1.3.7). The functoriality (iii) follows directly from the deﬁnitions and the functoriality of the Hurewicz map. The functoriality (iv) is proved similarly, using the functoriality of the universal Chern class with respect to base-change described in Remark 1.3.6. 1.4.10. Remark. The mod-n Chern classes cq,2q−p : Kp (X; Z/n) → H 2q−p (X, Z/n(q)) satisfy the functorialities of Proposition 1.4.9; they are also additive for p ≥ 3 by the same reasoning as in Proposition 1.4.9. For p = 2, cq,2q−p is additive if n is odd. If n is even, then cq,2q−2 is not in general additive; this is due to the fact that the mod n Hurewicz map is not in general a group homomorphism for even n! This phenomenon and its consequences is discussed in [127], where the consequences for the ´etale Chern classes are given in detail. Exactly the same consequences hold for the motivic Chern classes. For instance, the motivic mod 2 Chern classes cq,2q−2 : K2 (X; Z/2) → H 2q−2 (X, Z/2(q)) satisfy cq,2q−2 (a + b) = cq,2q−2 (a) + cq,2q−2 (b) + cq,2q−2 (∂a ∪ ∂b), where ∂ : K2 (X; Z/2) → K1 (X) is the map in the universal coeﬃcient sequence ∂



→ 2 K1 (X) → 0 0 → K2 (X)/2 → K2 (X; Z/2) − [127, Proposition 2.4]. 1.5. Localization and relativization The relative K-theory with support, and the relative motivic cohomology with support give rise to the fundamental relativization sequences and localization sequences; we now show that they are compatible via the Chern classes described in Example 1.4.8. To describe these sequences, we ﬁrst require a few generalities on iterated homotopy ﬁbers and iterated cones. 1.5.1. Homotopy ﬁber sequences. We refer the reader to (Part II, Chapter III, Section 3) for the notions in this paragraph related to homotopy limits, and to [115] and [95] for the basic notions of algebraic topology and simplicial sets. Recall the category I := ∗ > 0 < 1 of Example 1.4.8(i). Let f : (X, ∗) → (Y, ∗) be a map of pointed simplicial sets. We may then form the functor f˜: I op → Top∗ by f˜(0) = Y, f˜(1) = X, f˜(∗) = ∗; f˜(0 < 1) is the map f and f˜(0 < ∗) is the inclusion of ∗ as the base-point of Y . Let [0, 1] denote the simplicial set Hom(−, [1]) : ∆op → Sets, with inclusions 0 : ∗ → [0, 1];



1 : ∗ → [0, 1]
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given by the inclusions 0 → 0 and 0 → 1 of [0] in [1]. The simplicial path space P (f ) of the map f is deﬁned as the ﬁber product P (f ) := X ×Y Hom([0, 1], Y ), over the diagram Hom([0, 1], Y ) 1∗



X



f



 / Y,



and the simplicial homotopy ﬁber of f , deﬁned as the ﬁber product  Fib(f ) := P (f ) ×Y Hom ([0, 1], 0), (Y, ∗) , over the diagram  Hom ([0, 1], 0), (Y, ∗) 1∗



P (f )



0∗ ◦p2



 / Y.



One constructs directly from the deﬁnition of the homotopy limit a natural isomorphism of holimI op f˜ with Fib(f ). Suppose X and Y are ﬁbrant (see e.g. [25, V,§3]). As the functor holim transforms pointwise weak equivalences of ﬁbrant simplicial sets to weak equivalences [25, XI, 5.6], one can replace X and Y with the singular complex of their geometric realizations, without changing the weak equivalence class of holimI op f˜. Thus, it follows that the geometric realization of holimI op f˜ is weakly equivalent to the usual homotopy ﬁber of the map induced by f on the geometric realizations of X and Y (see [93, Chapter III]). Similarly, suppose we have an n-cube of (ﬁbrant) pointed simplicial sets X : → s.Sets∗ . We may form the iterated homotopy ﬁber of X, Fibn (X), inductively, by writing X as a map of n − 1-cubes f : X + → X − as in Chapter I, §2.6.4, taking the induced map on the iterated homotopy ﬁbers Fibn−1 f : Fibn−1 X + → Fibn−1 X − , and then taking the homotopy ﬁber. Sending ∗ to the one-point space ∗ extends the functor X to the functor X ∗ : ∗ → s.Sets∗ , and one has the natural isomorphism of holim∗ X∗ with Fibn (X). If we let ΩX − : → s.Sets∗ be the functor which is the one-point simplicial set ∗ on all I ⊂ {1, . . . , n} with n ∈ I, and X − (I) on all I ⊂ {1, . . . , n − 1}, then (ΩX − )+ : → s.Sets∗
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is the constant functor with value ∗, and (ΩX − )− = X − . Thus, we have the isomorphism holim ΩX − ∼ = Ω holim X − , ∗



∗



where the loop space ΩY of a pointed simplicial set Y is the homotopy ﬁber of the inclusion of the base-point ∗ → Y. id The maps ∗ → X + and (ΩX − )− = X − −→ X − give the map ιX : (ΩX − )− → X, yielding the sequence of functors (ΩX − )− ∗ ◦in → X ∗ ◦in → X + ∗ → X − ∗,



(1.5.1.1)



where in : ∗ → ∗ is the inclusion functor in (I) := I ∪ {n}. Applying holim to (1.5.1.1), we have the sequence of simplicial sets holim ΩX − ∗ → holim X∗ → holim X + ∗ → holim X − ∗,



(1.5.1.2)



∗



∗



∗



∗



which is isomorphic to the (weak) ﬁbration sequence Ω holim X − ∗ → holim X∗ → holim X + ∗ → holim X − ∗ . ∗



∗



∗



∗



Now let A be an additive category, and X : → Cb (A) a functor. Extend X to X ∗ : ∗ → Cb (A) by sending ∗ to 0. We may inductively form the iterated shifted cone of X, conen (X)[−n], by viewing X as a map f : X + → X − , and taking the shifted cone conen (X)[−n] :=  conen−1 (f )[−(n−1)] cone conen−1 (X + )[−(n − 1)] −−−−−−−−−−−−−→ conen−1 (X − )[−(n − 1)] [−1]. If we take the non-degenerate homotopy limit holim∗ above a natural isomorphism in Kb (A) holim X∗ ∼ = conen (X)[−n].



n.d. X∗,



we construct as



∗ n.d.



Similarly, the sequence (1.5.1.3) A



holim ΩX − ∗ → holim X∗ →



∗ n.d.



∗ n.d.



holim



∗ n.d.



X +∗ →



holim



∗ n.d.



X− ∗



is isomorphic in Kb (A) to the shifted cone sequence conen−1 (X − )[−(n − 1)][−1] → conen (X)[−n] → conen−1 (X + )[−(n − 1)] → conen−1 (X − )[−(n − 1)]. 1.5.2. Localization and relativization sequences. We apply the sequences (1.5.1.2) and (1.5.1.3) of §1.5.1 to relative K-theory and relative motivic cohomology. Let X be in V, let Y1 , . . . , Yn be subschemes of X with YI := ∩i∈I Yi in V for each subset I of {1, . . . , n}. Let W be a closed subset of X, giving the relative K-theory with support KpW (X; Y1 , . . . , Yn ) deﬁned in Example 1.4.8 as the homotopy groups of a homotopy limit over the pointed n + 1-cube ∗ of a certain functor to simplicial sets. Similarly, we have the relative motivic cohomology with ∗ (X; Y1 , . . . , Yn , Z(q)) deﬁned either via an iterated shifted cone (Chapsupport HW ter I, §2.6.2-§2.6.6), or via a homotopy limit over ∗ using the isomorphism mentioned in §1.5.1.
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The ﬁbration sequence (1.5.1.2) gives the long exact relativization sequence (1.5.2.1)



W ∩Yn → Kp+1 (Yn ; Y1 ∩ Yn , . . . , Yn−1 ∩ Yn )



→ KpW (X; Y1 , . . . , Yn ) → KpW (X; Y1 , . . . , Yn−1 ) i∗



n −→ KpW ∩Yn (Yn ; Y1 ∩ Yn , . . . , Yn−1 ∩ Yn ) →,



where the map i∗n is induced by pull-back with respect to the inclusion in : Yn → X. Choosing a diﬀerent face of n + 1-cube for the “last variable” gives the long exact localization sequence (1.5.2.2)



→ Kp+1 (X \ W ; Y1 \ W, . . . , Yn \ W ) → KpW (X; Y1 , . . . , Yn ) j∗



→ Kp (X; Y1 , . . . , Yn ) −→ Kp (X \ W ; Y1 \ W, . . . , Yn \ W ) →, where j ∗ is induced by pull-back with respect to the open immersion j : X \W → X. More generally, if W and F are closed subsets of X, the same construction gives the localization sequence with support (1.5.2.3)



F \W



→ Kp+1 (X \ W ; Y1 \ W, . . . , Yn \ W ) → KpW ∪F (X; Y1 , . . . , Yn ) j∗



→ KpF (X; Y1 , . . . , Yn ) −→ KpF \W (X \ W ; Y1 \ W, . . . , Yn \ W ) → . We have the analogous sequences for motivic cohomology: The relativization sequence (1.5.2.4)



p−1 → HW ∩Yn (Yn ; Y1 ∩ Yn , . . . , Yn−1 ∩ Yn , Z(q)) p p (X; Y1 , . . . , Yn , Z(q)) → HW (X; Y1 , . . . , Yn−1 , Z(q)) → HW i∗



p n −→ HW ∩Yn (Yn ; Y1 ∩ Yn , . . . , Yn−1 ∩ Yn , Z(q)) →,



and the localization sequence (1.5.2.5) p → HFp−1 \W (X \ W ; Y1 \ W, . . . , Yn \ W, Z(q)) → HW ∪F (X; Y1 , . . . , Yn , Z(q)) j∗



→ HFp (X; Y1 , . . . , Yn , Z(q)) −→ HFp \W (X \ W ; Y1 \ W, . . . , Yn \ W, Z(q)) → (the localization sequence without support in F is obtained by taking F = X). As the sequences (1.5.2.1)-(1.5.2.5) are constructed by taking the long exact homotopy, resp. motivic cohomology, associated to the ﬁbration sequence (1.5.1.2), resp. cone sequence (1.5.1.3), the functoriality of the Chern classes described in Proposition 1.4.9(iii) and (iv) imply that the K-theory sequences are compatible with the corresponding motivic cohomology sequences via the appropriate Chern
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classes deﬁned in Example 1.4.8. For example, we have the commutative ladder



 W ∩Yn Kp+1 (Yn ; Y1≤∗(i) − → Xi of degree di , as in Chapter I, §2.5.1. For each i ∈ I, let A(i) − A0 = B0 [E, {ti : e>(i) − → Xi | i ∈ I, deg(ti ) = di , dti = gi }], F s (si ) = ti , F s (fi ) = gi . Suppose F is a homotopy equivalence and a surjection on objects. Then the induced functor Kb (F s ) : Kb (A) − → Kb (A0 ) is an equivalence of triangulated tensor categories. Proof. This follows from Theorem 2.2.2 and Proposition 2.2.4.



2.3. Localization In this section, we recall the construction of Verdier [123] of the localization of a triangulated category, and we show how to extend localization to triangulated tensor categories. 2.3.1. Thick subcategories and multiplicative systems. 2.3.1.1. Definition. Let B be a full triangulated subcategory of a triangulated category A. B is called thick (´epaisse) if the following condition is satisﬁed: f



Let X − →Y − →Z− → X[1] be a distinguished triangle in A, with Z in B. If f1



f2



f factors as X −→ B −→ Y with B in B, then X and Y are in B. 2.3.1.2. Definition. Let A be a triangulated category. A set of morphisms S in A is called a multiplicative system of morphisms if the following properties hold: (FR1) If f, g ∈ S and if f and g are composable, then f ◦ g ∈ S. For all X in A, idX is in S. (FR2) In A, each diagram Y s∈S



Z



 /X



f



can be extended to a commutative diagram P



g



t∈S



 Z



/Y s∈S



f



 / X.



The symmetrically deﬁned property holds as well. (FR3) For morphisms f and g in A, the following conditions are equivalent: (a) There is an s ∈ S with s ◦ f = s ◦ g. (b) There is a t ∈ S with f ◦ t = g ◦ t. (FR4) If s is in S, then s[1] is in S.
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(FR5) Let (X, Y, Z, u, v, w) and (X , Y , Z , u , v , w ) be distinguished triangles in A, and let X



/Y



u



g



f



 X 



 / Y 



u



be a commutative diagram, with f and g in S. Then there is an h ∈ S such that (f, g, h) : (X, Y, Z, u, v, w) → (X , Y , Z , u , v , w ) is a morphism of triangles. A multiplicative system of morphisms is called saturated if A morphism f is in S if and only if there are morphisms g and g such that g ◦ f and f ◦ g are in S. 2.3.2. If B is a thick subcategory of A, the set of morphisms s : X → Y in A which s →Y − →Z− → X[1] with Z in B forms a saturated ﬁt into a distinguished triangle X − multiplicative system of morphisms. Conversely, if S is a saturated multiplicative system of morphisms in A, the full subcategory B of A consisting of objects Z s →Y − →Z− → X[1] with s in S forms which ﬁt into into a distinguished triangle X − a thick subcategory of A. This gives a 1-1 correspondence between the collection of thick subcategories of A and the collection of saturated multiplicative systems of morphisms in A. The intersection of thick subcategories of A is a thick subcategory of A, and similarly for the intersection of saturated multiplicative systems of morphisms. Thus, for each set T of objects of A, there is a smallest thick subcategory B containing T , called the thick subcategory generated by T . 2.3.3. Localization of triangulated categories. Let S be a saturated multiplicative system in a triangulated category A. For each X in A, we have the category SX of morphisms s in S with range rng(s) equal to X, and the category S X of morphisms s in S with domain dom(s) equal to X. Form the category A[S −1 ] with the same objects as A, with HomA (dom(s), Y ). HomA[S −1 ] (X, Y ) = lim → op s∈SX



Composition of diagrams Y 



X



s



 X



f



 /Y



t



g



/Z
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is deﬁned by ﬁlling in the middle via (FR2): X 



f



s



 X 



f



/ Y



 /Y



g



/Z



t



s



 X.



One can describe HomA[S −1 ] (X, Y ) by a calculus of left fractions as well, i.e., HomA[S −1 ] (X, Y ) = lim HomA (X, rng(s)). → s∈S Y



If B is a thick subcategory of A, deﬁne A/B to be A[S −1 ], where S is the saturated multiplicative system of morphisms corresponding to B. It is easy to see that the translation structure on A induces one on A[S −1 ]. Let QS : A → A[S −1 ] and QB : A → A/B be the canonical functors. The main theorem of this paragraph is Theorem [Verdier [123]]. (i) A[S −1 ] is a triangulated category, where a triangle T in A[S −1 ] is distinguished if T is isomorphic to the image under QS of a distinguished triangle in A. (ii) The functor QS is universal for exact functors F : A → C such that F (s) is an isomorphism for all s ∈ S, and the functor QB is universal for exact functors F : A → C such that F (B) is isomorphic to 0 for all B in B. (iii) S is equal to the collection of maps in A which become isomorphisms in A[S −1 ] and B is the subcategory of objects of A which becomes isomorphic to zero in A/B. 2.3.4. Localization of triangulated tensor categories. If A is a triangulated tensor category, and B a thick subcategory, call B a thick tensor subcategory if A in A and B in B implies that A ⊗ B and B ⊗ A are in B. If S is a saturated multiplicative system, call S a saturated tensor multiplicative system if s in S and A in A implies that idA ⊗ s and s ⊗ idA are in S. One easily sees that the correspondence of §2.3.3 between saturated multiplicative systems and thick subcategories restricts to a correspondence between saturated tensor multiplicative systems and thick tensor subcategories. Let S be a saturated tensor multiplicative system in a tensor category A. It follows immediately that the tensor operation ⊗A : HomA (X, Y ) ⊗Z HomA (Z, W ) → HomA (X ⊗ Y, Z ⊗ W ) passes to the inductive limit deﬁning the Hom-groups in A[S −1 ], giving A[S −1 ] the structure of a tensor category. Similarly, the condition that the collection of distinguished triangles in A is closed under right tensor product with objects of A passes to A[S −1 ], making A[S −1 ] a triangulated tensor category, with exact tensor functor QS : A → A[S −1 ] which is universal for exact tensor functors A → C which invert the morphisms in S. The quotient QB : A → A/B of A by a thick tensor subcategory thus has the analogous properties.
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2.4. The pseudo-abelian hull of a triangulated category One step in the construction of the category of (pure) motives involves adjoining objects to an additive category corresponding to idempotent endomorphisms. In this section, we show how this procedure functions in the setting of a triangulated category. 2.4.1. Definition. Let C be an additive category. Form the category C# with objects pairs (X, p), with p ∈ HomC (X, X) satisfying p2 = p. A morphism f : (X, p) → (Y, q) is a morphism f : X → Y in C with f = qf p, i.e., HomC# ((X, p), (Y, q)) is the summand qHomC (X, Y )p of HomC (X, Y ); composition is induced by the composition in C. The category C is embedded as a full subcategory of C# by sending X to (X, idX ). C# is called the pseudo-abelian hull of C. If C is a graded category, we make the same deﬁnition, requiring in addition that p have degree zero. 2.4.2. Lemma. C# is an additive category. If C is a graded, resp. tensor category, then so is C# ; if C is a graded tensor category, then so is C# . A translation structure on C extends canonically to a translation structure on C# , and similarly for a translation structure compatible with a tensor structure. The embedding C → C# is a functor of graded, resp. tensor resp. graded tensor categories. Proof. The direct sum of (X, p) and (Y, q) is given as (X ⊕ Y, p ⊕ q). One easily checks that this gives C# the structure of an additive category. If C is graded, the summand pHomC (X, Y )q is a graded subgroup of HomC (X, Y ), giving C# a canonical graded structure. If C has a translation structure, deﬁning (X, p)[a][b] to be (X[1][b] , p[1][b] ) gives C# a translation structure. If C is a tensor category, setting (X, p) ⊗ (Y, q) = (X ⊗ Y, p ⊗ q) makes C# into a tensor category. One checks directly that, if C is a graded tensor category, the graded and tensor structures on C# give C# the structure of a graded tensor category, and if C has a compatible translation structure, the translation structure on C# is compatible with the tensor structure. 2.4.3. Definition. Let C be a triangulated category. We deﬁne a triangle T in C# to be distinguished if there is a map of distinguished triangles (p, q, r) : (X, Y, Z, f, g, h) → (X, Y, Z, f, g, h) in C, such that T is isomorphic to qf p



rgq



p[1]hr



(X, p) −−→ (Y, q) −−→ (Z, r) −−−−→ (X[1], p[1]) in C# . We call the map (p, q, r) a lifting of the distinguished triangle ((X, p), (Y, q), (Z, r), qf p, rgq, p[1]hr) of C# . 2.4.4. Proposition. If C is a triangulated category, then C# satisﬁes (TR1), (TR2) and (TR3). If C is a triangulated tensor category, then the distinguished triangles in C# are closed under right tensor product with arbitrary objects of C# . Proof. We already have the translation structure on C# . The axiom (TR2) for C# follows directly from (TR2) for C. The distinguished triangles in C# are
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closed under isomorphism by deﬁnition, and ((X, p), (X, p), 0, id(X,p) , 0, 0) is a distinguished triangle for all (X, p) in C# , with lifting (p, p, 0) : (X, X, 0, idX , 0, 0) → (X, X, 0, idX , 0, 0). Let ((X, p), (Y, q), (Z, r), qf p, rgq, p[1]hr), ¯ r) ¯ p¯), (Y¯ , q¯), (Z, ¯ r¯), q¯f¯p¯, r¯g¯q¯, p¯[1]h¯ ((X, be triangles in C# , with liftings (p, q, r) : (X, Y, Z, f, g, h) → (X, Y, Z, f, g, h), ¯ → (X, ¯ Y¯ , Z, ¯ f¯, g¯, h) ¯ Y¯ , Z, ¯ f¯, g¯, ¯h). (¯ p, q¯, r¯) : (X, pup, q¯vq) : qf p → q¯f¯p¯. This gives the map of maps Take a map of maps in C# , (¯ (¯ pup, q¯vq) : f → f¯ in C. Let w : Z → Z be a map in C such that ¯ Y¯ , Z, ¯ f¯, g¯, ¯h) (¯ pup, q¯vq, w) : (X, Y, Z, f, g, h) → (X, is a map of triangles. Then ¯ ¯ Y¯ , Z, ¯ f¯, g¯, h) (¯ pup, q¯vq, r¯wr) : (X, Y, Z, f, g, h) → (X, is also a map of triangles, giving the map of triangles ((X, p), (Y, q), (Z, r), qf p, rgq, p[1]hr) (pup,¯ ¯ qvq,¯ r wr)



¯ p¯), (Y¯ , q¯), (Z, ¯ r¯), q¯f¯p¯, r¯g¯q¯, p¯[1]h¯ ¯ r) −−−−−−−−−→ ((X, in C# . This veriﬁes the axiom (TR3) for C# . f



g



h



Let qf p : (X, p) → (Y, q) be a morphism in C# , and let X − →Y − →Z − → X[1] be a distinguished triangle in C. We may take f satisfying qf = f p (e.g. use qf p for f ), hence there is a map r : Z → Z giving the map of triangles X (2.4.4.1)



f



p



 X



f



/Y



g



/Z



q



r



 /Y



 /Z



g



h



/ X[1] p[1]



h



 / X[1].



We will show that we may take r to be an idempotent; assuming this, (TR1) for C# follows. To show that we may take r to be an idempotent, let r be another choice of map making (2.4.4.1) commute. Then h ◦ (r − r) = p[1] ◦ h − p[1] ◦ h = 0, hence r − r = gs for some map s : Z → Y . Also gsg = (r − r) ◦ g = g ◦ q − g ◦ q = 0. Conversely, if s : Z → Y is a map with gsg = 0, then (p, q, r + gs) also gives a map of triangles. Since p2 = p and q 2 = q, the map r2 is another morphism Z → Z making (2.4.4.1) commute, hence we have r2 = r + gs, with s as above. Then rgs = gsr and (gs)2 = 0, hence rn gs = rgs; for n ≥ 2.



rn = rn−1 + rn−2 gs,
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Let ρ = r2 − 2rgs. Then we may use ρ instead of r in the diagram (2.4.4.1), and ρ2 = r4 − 4r3 gs = r3 + r2 gs − 4rgs = r2 + rgs + rgs − 4rgs = ρ. If C is a triangulated tensor category, it follows directly from the deﬁnition of the tensor structure on C# that the collection of distinguished triangles in C# is closed under right tensor product by arbitrary objects of C# . 2.4.5. Distinguished octahedra. Let (A, B, C , a, u, v), (B, C, A , b, u , v ), (A, C, B , ba, u



, v 



), (C , B , A , f, g, u[1] ◦ v ) be triangles in a category C, such that 1. (idA , b, f ) : (A, B, C ) → (A, C, B ) is a morphism of triangles 2. (a, idC , g) : (A, C, B ) → (B, C, A ) is a morphism of triangles. We call the tuple (or equivalently, the resulting diagram) (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g) an octahedron. A map of octahedra consists of maps ¯ B, ¯ C, ¯ A¯ , B ¯ , C¯ ) (p, q, r, p , q , r ) : (A, B, C, A , B , C ) → (A, such that the four triples of maps (p, q, r ), (q, r, p ), (p, r, q ), (r , q , p ) are maps of triangles. If all four triangles in the octahedron are distinguished, we say the octahedron is distinguished. 2.4.6. Lemma. Let A be a DG category, and let C be the localization of Kb (A) with respect to a thick subcategory. Let A (2.4.6.1)



a



p



 A



/B



b



q a



 /B



/C r



b



 /C



be a commutative diagram in C, and let (A, B, C , a, u, v), (B, C, A , b, u , v ), (A, C, B , ba, u



, v 



) be distinguished triangles. Then there is a distinguished octahedron (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g) and maps p : A → A , q : B → B , and r : C → C such that (p, q, r, p , q , r ) : (A, B, C, A , B , C ) → (A, B, C, A , B , C ) forms a map of octahedra.
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Proof. If we have two completions of a map f : X → Y to distinguished triangles f



u



v



→Y − →Z− → X[1] X− u



f



v



→ Y −→ Z −→ X[1] X− then these triangles are isomorphic, by a map of triangles of the form (idX , idY , w) : (X, Y, Z) → (X, Y, Z ). Thus, if we are able to prove the result for one choice of distinguished triangles (A, B, C , a, u, v), etc., it is true for all choices. Similarly, if we have a commutative diagram in C A (2.4.6.2)



a



b



sb



sa



 A¯



/B



a ¯



 /B ¯



/C sc



¯ b



 / C, ¯



¯ = sb qs−1 ¯ = sc rs−1 with the maps sa , sb , sc in S, then, letting p¯ = sa ps−1 a , q c , b , and r a morphism of distinguished octahedra ¯ , C¯ ; a ¯ B, ¯ C, ¯ A¯ , B ¯, ¯b, u ¯, v¯, u¯ , v¯ , u ¯



, v¯



, f¯, g¯) (A, 











(p,¯ ¯ q,¯ r,p¯ ,¯ q ,¯ r) ¯ B, ¯ C, ¯ A¯ , B ¯ , C¯ ; a −−−−−−−−−→ (A, ¯, ¯b, u ¯, v¯, u ¯ , v¯ , u ¯



, v¯



, f¯, g¯)



gives the morphism of distinguished octahedra (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g) (p,q,r,p ,q ,r  )



−−−−−−−−−→ (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g) with ¯ , C = C¯ ; p = p¯ , q = q¯ , r = r¯ , f = f¯, g = g¯; A = A¯ , B = B ¯ sc , v = sb [1]−1 v¯ , u



= u ¯



sc , v 



= sa [1]−1 v¯



. u = u¯sb , v = sa [1]−1 v¯, u = u Using the properties of a saturated multiplicative system of morphisms listed in Deﬁnition 2.3.1.2, we may ﬁnd a commutative diagram (2.4.6.2) with a ¯, ¯b and c¯ b b maps in K (A). Thus, we may assume a, b and c are maps in K (A). Using these properties again, we may ﬁnd a commutative diagram in Kb (A): AO



a



sa



(2.4.6.3)



A¯



b



sb a ¯



p¯



 A



/B O /B ¯



sc ¯ b



q¯ a



 /B



/C O / C¯ r¯



b



 /C



¯ ◦ s−1 ¯ ◦ s−1 with the maps sa , sb and sc in S, and with p = p¯ ◦ s−1 a , q = q c . b , and r = r
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β



α



For a sequence of maps X − →Y − → Z in Kb (A), form the distinguished octahedron O(X, Y, Z; α, β) := ˜ cone(β˜α (X, Y, Z, cone(β), ˜ ), cone(˜ α), u, v, u , v , u



, v 



, f, g), where α ˜ and β˜ are liftings of α and β to Cb (A), with maps u, v, u , v , u



and v 



˜ and with the maps f being those coming from the cone sequences for α ˜ , β˜α ˜ and β, ˜ ˜ [1] ⊕ idC . We have shown in the proof and g being given by f := idA[1] ⊕ β, g := α of Proposition 2.1.6.4 that O(X, Y, Z; α, β) is indeed a distinguished octahedron. Let X (2.4.6.4)



α



p



/Y



β



q



 X 







α



 / Y 



/Z r



β



 / Z 



be a commutative diagram in Kb (A). Lift (2.4.6.4) to the diagram X



α ˜



p˜



 X 



/Y



β˜



q˜



α ˜



 / Y 



/Z r˜



β˜



 / Z 



in Cb (A); there are then degree -1 maps h1 : Y → Z and h2 : X → Y with ˜ dh2 = α ˜ p˜ − q˜α ˜. dh1 = β˜ q˜ − r˜β, ˜ + β˜ h2 , so Let h3 = h1 α dh3 = β˜ α ˜ p˜ − r˜β˜α ˜. + 



Let h+ 1 : Y [1] → Z be the degree zero map determined by h1 , and deﬁne h2 + 







˜ ˜ ˜ and h3 similarly. We map cone(˜ α), cone(β) and cone(β α ˜ ) to cone(˜ α ), cone(β ) ˜ ) by the matrices and cone(β˜ α 



q˜[1] 0 ˜ → cone(β˜ ) p := : cone(β) h+ r˜ 1 



p˜[1] 0 ˜ ) q := : cone(β˜α ˜ ) → cone(β˜ α h+ r˜ 3 



p˜[1] 0 r := : cone(˜ α) → cone(˜ α ) h+ q˜ 2



We have the degree -1 maps 



h2 [1] 0 h4 := : cone(β˜α ˜ ) → cone(β˜ ) 0 0 



0 0 : cone(˜ α) → cone(β˜ α ˜ ) h5 := 0 h1 One checks that the maps h1 , . . . , h5 deﬁne the homotopies required to show that (p, q, r, p , q , r ) : O(X, Y, Z; α, β) → O(X , Y , Z ; α , β )
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deﬁnes a map of distinguished octahedra. If p, q and r are in S, then so are p , q 



and r . We apply this construction to the diagram (2.4.6.3), giving the maps of distinguished octahedra in Kb (A) 























(sa ,sb ,sc ,sa ,sb ,sc ) (p,¯ ¯ q ,¯ r,p¯ ,¯ q ,¯ r ) ¯ B, ¯ C; ¯ a O(A, B, C; a, b) ←−−−−−−− −−−−− O(A, ¯, ¯b) −−−−−−−−−→ O(A, B, C; a, b). 







Setting p = p¯ ◦ s −1 ¯ ◦ s −1 ¯ ◦ s −1 gives the map of distinguished a , q =q c b , and r = r octahedra in C,



(p, q, r, p , q , r ) : O(A, B, C; a, b) → O(A, B, C; a, b). 2.4.7. Theorem. Let A be a DG category, and let C be the localization of Kb (A) with respect to a thick subcategory. Then C# is a triangulated category. If A is a DG tensor category (with or without unit), and C is the localization of Kb (A) with respect to a thick tensor subcategory, then C# is a triangulated tensor category (with or without unit). Proof. The assertion on the tensor structures follows from the ﬁrst part of the theorem, together with Proposition 2.4.4, so we need only prove the ﬁrst assertion. By Proposition 2.4.4, we need only verify the axiom (TR4). Let then (2.4.7.1)



a



b



→ (B, q) − → (C, r) (A, p) −



be a sequence of maps in C# (we may assume a = qap, b = rbq as maps in C), giving the commutative diagram A
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p



 A



/B



b
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 /B



/C r



b



 /C



in C. By Proposition 2.4.4, we may complete the maps a, b and ba to distinguished triangles ((A, p), (B, q), (C , r



), a, r



uq, p[1]vr



), ((B, q), (C, r), (A , p



), b, p



u r, q[1]v p



), ((A, p), (C, r), (B , q 



), ba, q 



u



r, p[1]v 



q 



), with liftings (p, q, r



) : (A, B, C , a, u, v) → (A, B, C , a, u, v), (q, r, p



) : (B, C, A , b, u , v ) → (B, C, A , b, u , v ), (p, r, q 



) : (A, C, B , ba, u



, v 



) → (A, C, B , ba, u



, v 



) to C. By Lemma 2.4.6, there is a map of distinguished octahedra (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g) (p,q,r,p ,q ,r  )



−−−−−−−−−→ (A, B, C, A , B , C ; a, b, u, v, u , v , u



, v 



, f, g)



2. COMPLEXES AND TRIANGULATED CATEGORIES



433



in C. We now argue as in the proof of (TR2) in Proposition 2.4.4 to change p , q 



and r to idempotents. Indeed, since p, q and r are idempotent, (A, B, C, A , B , C , a, b, u, v, u , v , u



, v 



, f, g) (p,q,r,p2 ,q2 ,r 2 )



−−−−−−−−−−−→ (A, B, C, A , B , C , a, b, u, v, u , v , u



, v 



, f, g) is also a map of distinguished octahedra. Thus, there are maps s : A → C, t : B → C, and w : C → B such that p 2 = p + u s, q 2 = q + u



t, r 2 = r + uw u su = 0, u



tu



= 0, uwu = 0 f uw = u



tf, gu



t = u sg. Replacing (p , q , r ) with (p 2 − 2p u s, q 2 − 2q u



t, r 2 − 2r uw), and changing notation, we may assume that p , q and r are idempotent (see the proof of Proposition 2.4.4). The octahedron in C# ((A, p), (B, q), (C, r), (A , p ), (B , q ), (C , r ), a, b, r uq, p[1]vr , p u r, q[1]v p , q u



r, p[1]v 



q , q f r , p gq ) is then distinguished. As it suﬃces by Remark 2.1.2(3) to ﬁnd one distinguished octahedron containing the diagram (2.4.7.1), the proof is complete. 2.4.8. Splitting idempotents in triangulated categories. B¨okstedt and Neeman [21] have given an elegant construction for splitting idempotents in certain triangulated categories; we give a modiﬁcation of their method in this section, with some examples and applications. Let A be a pre-additive category, S a set, A an object of A. We let AS denote the direct sum (coproduct over 0) ⊕i∈S A, assuming the direct sum exists, i.e., that there are maps is : A → AS , s ∈ S, such that ∗  s∈S is HomA (A, Z) HomA (AS , Z) −−−−−→



Q



s∈S



is an isomorphism for all Z in A. 2.4.8.1. Lemma. Let C be a triangulated category, X an object of C, p : X → X an idempotent endomorphism. Suppose that X N exists in C. Then there is a direct sum decomposition of X as X ∼ = X(p) ⊕ X(1 − p) such that p is identiﬁed with the projection on X(p): jX(p)



iX(p)



X(p) ⊕ X(1 − p) −−−→ X(p) −−−→ X(p) ⊕ X(1 − p). Proof. For j ∈ N, let ij : X → X N be the corresponding inclusion. For each j ≥ 2 ∈ N, let sj : X → X N be the map sj = ij −ij−1 ◦p; let s1 = i1 . By the universal property of X N , there is a unique map 1 − tp : X N → X N with (1 − tp) ◦ ij = sj for all j = 1, 2, . . . . Complete 1 − tp to a distinguished triangle 1−tp



q



→ X(p) − → X N [1]. X N −−−→ X N − r
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For each Z in C, we have the exact sequence  (1−tp)[1]∗  HomC (X[1], Z) −−−−−−→ HomC (X[1], Z) − → HomC (X(p), Z) i∈N



i∈N



− →







(1−tp)∗



HomC (X, Z) −−−−−→



i∈N







HomC (X, Z)



i∈N



with (1 − tp)∗ (f1 , f2 , . . . , fn , . . . ) = (f1 − f2 ◦ p, f2 − f3 ◦ p, . . . , fn − fn+1 ◦ p, . . . ), and similarly for (1 − tp)[1]∗ . Thus (1 − tp)[1]∗ is surjective; the projection on the factor i = 1 identiﬁes the kernel of (1 − tp)∗ with the summand HomC (X, Z)p of HomC (X, Z), giving the natural isomorphism HomC (X, Z)p ∼ = HomC (X(p), Z). Taking Z = X, the endomorphism p gives the map iX(p) : X(p) → X with i∗X(p) : HomC (X, Z) → HomC (X(p), Z) identifying HomC (X(p), Z) with the summand HomC (X, Z)p of HomC (X, Z). Replacing p with 1 − p gives the morphism iX(1−p) : X(1 − p) → X; the morphism iX(p) + iX(1−p) : X(p) ⊕ X(1 − p) → X thus gives the natural isomorphism (iX(p) + iX(1−p) )∗ : HomC (X, Z) → HomC (X(p) ⊕ X(1 − p), Z). By the Yoneda lemma, the map iX(p) + iX(1−p) is an isomorphism; it is easy to check that this isomorphism identiﬁes p with the projection onto X(p). As an immediate consequence, we have 2.4.8.2. Theorem. Let C be a triangulated category such that X N exists for all X in C. Then the embedding of additive categories C → C# is an equivalence of additive categories. In particular, the category C# is a triangulated category, equivalent to C. If C is in addition a triangulated tensor category, then the embedding C → C# is an equivalence of triangulated tensor categories. 2.4.9. Examples. We give a few examples of triangulated categories satisfying the hypothesis of Theorem 2.4.8.2. (i) Let A be a DG category such that X N exists for all X in A. Then X N exists in Kb (A) for all X in Kb (A). Similarly, if A is an additive category such that X N exists for all X in A, then X N exists in K∗ (A) for all X, for ∗ = ∅, +, −, b. (ii) Let C be a triangulated category such that direct sums of arbitrary sets of objects of C exist. Let B be a thick subcategory which is closed under taking arbitrary direct sums. Then [21, Lemma 1.5] arbitrary direct sums exist in the localization C/B; in particular, X N exists for all X in C/B. (iii) Let A be an abelian category such that arbitrary direct sums exist. Then X N exists for all X in the unbounded derived category D(A). This follows directly from (ii), noting that arbitrary direct sums exist in the unbounded homotopy category K(A), and that an arbitrary direct sum of acyclic complexes is acyclic. (iv) Let A be an abelian category having enough injectives, such that X N exists for all X in A. Then X N exists for all X in the derived category D∗ (A), for ∗ = +, b. Indeed, if we let I be the full subcategory of A consisting of injective objects, then the natural functor K∗ (I) → D∗ (A) is an equivalence of triangulated categories; more precisely, if f : A → B is a quasi-isomorphism in K∗ (A), and Y is in C∗ (I),
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then f ∗ : HomKb (A) (B, Y ) → HomKb (A) (A, Y ) is an isomorphism. By (i), X N exists ˜ N with X ˜ N in in K∗ (A) for all X in K∗ (I); taking a quasi-isomorphism X N → X ∗ N ∗ ˜ K (I), we see that X represents the direct sum ⊕i∈N X in K (I). 2.4.10. Corollary. Let B be an abelian category, let A be a DG category and let C be a localization of the triangulated category Kb (A). Let F : C − → D∗ (B) be an exact functor, where ∗ = ∅, +, b is a boundedness condition. Suppose in addition (In case ∗ = +, b) X N exists in B for all X in B, and B has enough injectives. (In case ∗ = ∅) Arbitrary direct sums exist in B. → D∗ (B), which is Then there is an extension of F to an exact functor F# : C# − unique up to natural isomorphism. If A is a DG tensor category, B an abelian tensor category, and F is a functor of triangulated tensor categories, then so is F# . Proof. The category C# is a triangulated category (resp. triangulated tensor category) by Theorem 2.4.7. The existence of F# , either as a functor of triangulated categories, or of triangulated tensor categories, follows directly from Theorem 2.4.8.2 and Example 2.4.9(iii) for ∗ = ∅, or Example 2.4.9(iv) for ∗ = +, b. The uniqueness up to natural isomorphism follows from the uniqueness, up to canonical isomorphism, of ﬁnite direct sums in an additive category. 3. Constructions In this ﬁnal section of the chapter, we give two constructions of DG tensor categories. The ﬁrst is a type of “fat point”; in topological terms, this would be a contractible space with a free action of the inﬁnite symmetric group. This category with be of use in our construction of the motivic DG tensor category, as it has the eﬀect of absorbing the non-trivial cohomology that usually arise from cohomology operations. The second construction is the ﬁrst of two methods for producing a categorical external product which is homotopy commutative, and admits all higher homotopies. The second method, which is multi-simplicial, will be taken up in the next chapter. 3.1. The homotopy one point DG tensor category We construct a DG tensor category E which plays the role of a “homotopy point”. 3.1.1. The category of Z/2-Sets. Let Z/2-Sets be the category with objects being pointed sets (S, ∗) with a pointed Z/2-action, such that the action on S\{∗} is free; morphisms are pointed maps of sets respecting the Z/2-action. We write Z/2 = {±1}, and write −x for (−1) · x. A graded Z/2-set is a Z/2-set (S ∗ , ∗) together with a decomposition as Z/2-sets  (S n , ∗); S∗ = n∈Z



here ∨ is the pointed coproduct. The notion of a map of graded Z/2-sets being the obvious one, we have the category Gr-Z/2-Sets of graded Z/2-sets. The category Gr-Z/2-Sets is a symmetric monoidal category. The product ((S × T )∗ , ∗) of graded Z/2-sets (S ∗ , ∗) and (T ∗ , ∗) is given by  S p ∧ T q / ≡, (S × T )n = p+q=n
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where ∧ is the pointed product (smash product) and the equivalence relation ≡ is given by (s, t) ≡ (−s, −t). We give S p ∧ T q / ≡ the action −(s, t) = (−s, t) = (s, −t); one easily checks that this is free. The symmetry → ((T × S)∗ , ∗) tS,T : ((S × T )∗ , ∗) − is given by tS,T (s, t) = (−1)pq (t, s), for s ∈ S p , t ∈ T q . 3.1.2. Definition. A graded symmetric monoidal category is a symmetric monoidal object in the category catGr−Z/2−Sets . Similarly, a graded symmetric semimonoidal category is a symmetric semi-monoidal object in catGr−Z/2−Sets . 3.1.3. Equivalence relations. If we have a (graded) Z/2-set (S, ∗) and a Z/2-equivariant equivalence relation ≡ on S, we have the quotient Z/2-set (S, ∗)/ ≡, which is gotten from the pointed set with Z/2-action (S/ ≡, ∗) by identifying x ¯ ∈ S/ ≡ with the base point ∗ if −¯ x = x¯. This gives the categorical quotient. We have the functor (3.1.3.1)



→ Ab (−)Z : Z/2-Sets −



which sends (S, ∗) to the quotient of the free abelian group on S by the relations: n·∗=0 n · (−x) = −n · x. The functor (−)Z extends to the graded setting, and sends (graded) product to (graded) tensor product. As consequence, the functor (−)Z gives the functor (−)Z from the category of graded symmetric monoidal categories to graded tensor categories, and from graded symmetric semi-monoidal categories to graded tensor categories without unit. 3.1.4. Remark. The functor (3.1.3.1) is not in general compatible with the operation of taking the quotient by a Z/2-equivariant equivalence relation; one does however have the canonical isomorphism ((S, ∗)/ ≡)Z ∼ = ((S, ∗)Z )/ ≡Z )/2 − torsion. Another way to say the same thing is to redeﬁne the functor (−)Z as a functor to the category of abelian groups which are 2-torsion free; this functor is then compatible with quotients. 3.1.5. We note that taking the degree zero component of the Hom-sets in a graded symmetric (semi-)monoidal category, and taking the quotient by the Z/2-action deﬁnes a functor gr0 from graded symmetric (semi-)monoidal categories to symmetric (semi-)monoidal categories. Similarly, we may generate a graded symmetric (semi-)monoidal category ±C from a symmetric (semi-)monoidal category C by taking the free Z/2-set on the Hom-sets of C, concentrated in degree zero, and adding a base-point. In particular, if x is an object in a graded symmetric semi-monoidal category (C, •), we have the natural map → HomC (x•n , x•n )0 ιn (x) : {±1} × Sn − sending σ ∈ Sn to the permutation isomorphism tσ : x•n − → x•n . 3.1.6. Definition. Let (C, •) be a graded symmetric semi-monoidal category. Call (C, •) punctual if
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(i) There is an object e of C such that Obj(C) = {e•n | n = 1, 2, . . . } and the objects e•n and e•m are distinct if m = n. We call e the generator of C. (ii) HomC (e•n , e•m )∗ = ∗ if n = m. (iii) HomC (e•n , e•n )p = ∗ if p > 0 and the map → HomC (e•n , e•n )0 \ {∗} ιn (e) : {±1} × Sn − is an isomorphism. (iv) For each n, the action of Sn ∼ = 1 × Sn on HomC (e•n , e•n )p \ {∗} by both left and right composition via the map ιn (e) is a free action for all p such that HomC (e•n , e•n )p = {∗}. As an example, let ±N be the graded symmetric semi-monoidal category generated by the symmetric semi-monoidal category N. Then ±N is punctual with generator 1. 3.1.7. We may adjoin objects, morphisms and relations to a Z/2-Sets category. In particular, if C is a graded symmetric (semi)-monoidal category, and a and b are objects of C, we may form the graded symmetric (semi)-monoidal category C[h] gotten from C by adjoining a morphism h : a − → b of some degree p. We have the canonical functor ih : C − → C[h], and ih satisﬁes the usual universal mapping property to graded symmetric (semi)-monoidal categories. Explicitly, C[h] is the Z/2-Sets category gotten from C by adjoining morphisms idc • h • idd , idc • h and h • idd , where c and d run over objects of C, and imposing the relations of graded commutativity (idc • h • idb • idd ) ◦ (idc • ida • h • idd ), = (−1)p (idc • idb • h • ide ) ◦ (idc • h • ida • ide ) (idc • h • idd • ide ) ◦ (idc • ida • f • ide ) = (−1)pq (idc • idd • h • ide ) ◦ (idc • f • ida • ide ); for f : d − → d , deg(f ) = q, (idc • h • idd • ide ) ◦ (idc • τd,a • ide ) = (idc • τb,d • ide ) ◦ (idc • idd • h • ide ), together with similar relations for h•idd •ide and idc •idd •h; one must then identify with ∗ all expressions E with E = −E, modulo the above relations. This suﬃces to give the symmetric semi-monoidal case, for the symmetric monoidal case, one must adjoin additional relations related to the action of the unit. 3.1.8. Remark. The operation of adjoining a morphism h to a graded symmetric (semi-)monoidal category may not in general be compatible with the functor (−)Z due to the 2-torsion issue discussed in Remark 3.1.4. It is the case, however, that the graded tensor category without unit (C[h])Z is canonically isomorphic to the graded tensor category without unit formed from (C)Z [hZ ] by taking the quotient of the Hom groups by their 2-torsion subgroup: (C[h])Z ∼ = (C)Z [hZ ]/2-torsion.
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Consequently, the functor (ih )Z : CZ − → (C[h])Z has the universal mapping property of ihZ : CZ − → (C)Z [hZ ] if we restrict to graded tensor categories without unit which have no 2-torsion in the Hom-groups. As an example, we have the one-point category 1, which we give a unique structure of a symmetric monoidal category; the extension ±1 of 1 to a Z/2-Sets category has the structure of a graded symmetric monoidal category. Now suppose we adjoin morphisms → 1; hi : 1 −



i = 1, . . . , n,



xj : 1 − → 1;



j = 1, . . . , m,



with the hi of degree 1 and the xj of degree 0, forming the graded symmetric monoidal category ±1[h1 , . . . , hn ; x1 , . . . , xm ]. The graded tensor category (±1[h1 , . . . , hn ; x1 , . . . , xm ])Z is then isomorphic to an exterior algebra on the hi , tensored with a polynomial algebra on the xi . If however, we ﬁrst form the graded tensor category (±1)Z , and then adjoin the hi and the xj , forming the graded tensor category (±1)Z [h1 , . . . , hn ; x1 , . . . , xm ], we have the relations hi ⊗ hi = 0, 2(hi ⊗ hi ) = 0. This seems to indicate that the “correct” answer is to ﬁrst adjoin morphisms as a graded symmetric (semi-)monoidal category, and then form the tensor category, rather than the other way around. 3.1.9. Lemma. Let (C, •) be the graded symmetric semi-monoidal category gotten → ni of degree pi < 0, i ∈ I. Then from ±N by adjoining morphisms hi : ni − (i) (C, •) is punctual. (ii) If C[h] is gotten from C by adjoining a morphism h : n − → n of degree p < 0, then the natural map → HomC[h] (m, m)q im,q : HomC (m, m)q − is injective for all m and q, an isomorphism for all q if m < n, and an isomorphism for all q > p if m = n. In addition,   ±tσ ◦ h ◦ tρ . HomC[h] (n, n)p = in,p (HomC (n, n)p ) σ,ρ∈Sn



Proof. For a ∈ N, let 1a denote the identity morphism on a; for a, b ≥ 0 integers and i ∈ I, we let 1a •hi •1b denote the corresponding morphism a+ni +b → a + ni + b in C, where 1a • hi is the map hi if a = 0, and similarly for hi • 1b . Then every morphism f : m → m of degree q in C can be written as a composition (3.1.9.1)



f = tσ0 ◦ (1a1 • hi1 • 1b1 ) ◦ tσ1 ◦ . . . ◦ tσs−1 ◦ (1as • his • 1bs ) ◦ tσs



with the σi ∈ Sm , and aj + nij + bj = m,  pij = q. j
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The representation of f as such a composition is of course not unique, however, if we deﬁne σ(f ) ∈ Sm ∪ {∗} by σ(f ) = σ0 · σ1 · . . . · σs if f = ∗, and σ(∗) = ∗, then we claim that σ(f ) depends only on f . Indeed, by §3.1.7, the relations among the tσ and the maps 1a •hi •1b are generated by relations of the form (a) (1a • hi • 1b ) ◦ (1c • hj • 1d ) = ±(1c • hj • 1d ) ◦ (1a • hi • 1b ) if a + ni ≤ c, a + ni + b = c + nj + d, (b) tσ ◦ (1a • hi • 1b ) = (1c • hi • 1d ) ◦ tσ if σ(a + j) = c + j for j = 1, . . . , ni , and d = m − c − ni . (c) tσ ◦ tρ = tσρ . As these relations leave the product deﬁning σ(f ) unchanged, our claim is veriﬁed. As σ(tρ ◦ f ) = ρ · σ(f ), σ(f ◦ tρ ) = σ(f ) · ρ for f = ∗, it follows that the action of Sm on HomC (m, m)\ {∗} is free. The remaining identities required to show that C is punctual follow from the representation (3.1.9.1) of an arbitrary morphism in C. This completes the proof of (i). For (ii), we note that the functor i : C − → C[h] is split by the functor C[h] − →C sending h to ∗, hence i is injective on the Hom sets. The assertions of (ii) then follows from the representation (3.1.9.1), the corresponding representation of a morphism in C[h], and noting that there are no relations of type (a) or (b) among the morphisms ±tσ ◦ h ◦ tρ . We note that the category ±NZ is just the free graded tensor category without unit generated by one object; we denote this category by E, and the generating object by e. Applying Remark 3.1.8 and Lemma 3.1.9 we ﬁnd 3.1.10. Proposition. Let (A, ⊗, τ ) be the graded tensor category without unit gotten from E by adjoining morphisms hi : e⊗ni − → e⊗ni of degree pi < 0 and taking the quotient of the Hom-groups by their 2-torsion subgroup. Let A[h] be the graded → e⊗n tensor category without unit gotten from A by adjoining a morphism h : e⊗n − of degree p < 0 and taking the quotient of the Hom-groups by their 2-torsion. Then (i) A = CZ for a punctual graded symmetric semi-monoidal category C; in particular, sending σ ∈ Sn to the symmetry isomorphism τσ gives an isomorphism Z[Sn ] ∼ = HomA (e⊗n , e⊗n )0 . (ii) The abelian groups HomA (e⊗m , e⊗n )q are zero if n = m or if q > 0. (iii) If HomA (e⊗n , e⊗n )q = 0, then HomA (e⊗n , e⊗n )q is a free Z[Sn ]-module, for the left, resp. right, action of HomA (e⊗n , e⊗n )0 = Z[Sn ], with basis a set of representatives in HomC (e⊗n , e⊗n )q for the action of HomC (e⊗n , e⊗n )0 = {±1} × Sn by left, resp. right, composition. (iv) The natural map → HomA[h] (e⊗m , e⊗m )q im,q : HomA (e⊗m , e⊗m )q − is a split injection for all m and q, an isomorphism for all q if m < n, and an isomorphism for all q > p if m = n.



440



II. DG CATEGORIES AND TRIANGULATED CATEGORIES



(v) The morphism h generates a free Z[Sn ] ⊗ Z[Sn ]op summand of the group HomA[h] (e⊗n , e⊗n )p , and we have the direct sum decomposition HomA[h] (e⊗n , e⊗n )p = in,p (HomA (e⊗n , e⊗n )p ) ⊕ ⊕σ,ρ∈Sn Z · τσ ◦ h ◦ τρ . 3.1.11. The construction. We now deﬁne a sequence of DG tensor categories without unit E = E0 − → E1 − → E2 − → ... − → En − → ... . We form Ei+1 from Ei as a graded tensor category without unit by adjoining morphisms h of the type considered in Proposition 3.1.10, taking the quotient by the 2-torsion, and then setting dh = f for certain morphisms f in Ei with df = 0. Each Ei+1 will be given as a inductive limit of a sequence → Ei+1,2 − → ... Ei = Ei+1,1 − formed in this way. Throughout the construction, we will take the quotient by the 2-torsion subgroups without further comment. → e⊗2 of degree −1, with Form E1 from E by adjoining a morphism hτ : e⊗2 − dhτ = τe,e − ide⊗2 . Let E2,1 = E1 . Let H2,1 be the set of non-zero morphisms f : e⊗2 − → e⊗2 of degree −1 with df = 0. For each f ∈ H2,1 , adjoin a morphism ⊗2 → e⊗2 of degree −2, with dhf = f. This forms the DG tensor category hf : e − without unit E2,2 . Suppose we have formed the category E2,r for some r ≥ 2. Let H2,r be the set → e⊗2 of degree −r with df = 0. For each f ∈ H2,r , of non-zero morphisms f : e⊗2 − ⊗2 adjoin a morphism hf : e − → e⊗2 of degree −r − 1, with dhf = f. This forms the DG tensor category without unit E2,r+1 . We let E2 be the inductive limit E2 = lim E2,r . − → r



Now suppose we have formed the category Ek−1 for some k ≥ 3. Let Ek,1 = Ek . Suppose we have formed the category Ek,r for some r ≥ 1. Let Hk,r be the set of non-zero morphisms f : e⊗k − → e⊗k of degree −r such that df = 0. For each → e⊗k of degree −r − 1, with dhf = f. This f ∈ Hk,r , adjoin a morphism hf : e⊗k − forms the DG tensor category without unit Ek,r+1 . We let Ek be the inductive limit Ek = lim Ek,r . − → r



We let E be the inductive limit E = lim Ek . − → k



We call the category E the homotopy one-point DG tensor category. 3.1.12. Proposition. (i) E is a DG tensor category without unit, with objects generated by the object e. As a graded tensor category, E = CZ⊕ for a punctual graded symmetric semi-monoidal category C. (ii) For m = n, we have HomE (e⊗m , e⊗n )q = 0 for all q. (iii) For all q > 0, HomE (e⊗n , e⊗n )q = 0. The map sending σ ∈ Sn to the symmetry isomorphism τσ gives an isomorphism HomE (e⊗n , e⊗n )0 ∼ = Z[Sn ]. If HomE (e⊗n , e⊗n )q = 0, then HomE (e⊗n , e⊗n )q is a free Z[Sn ]-module, for the action of HomE (e⊗n , e⊗n )0 by left, resp. right, composition, with basis being a set
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of representatives in HomC (e⊗n , e⊗n )q \ {∗} for the action of HomC (e⊗n , e⊗n )0 = {±1} × Sn by left, resp. right, composition. (iv) We have H 0 (HomE (e⊗n , e⊗n )∗ ) = Z, with generator the class of the identity map, and H q (HomE (e⊗n , e⊗n )∗ ) = 0 for q = 0. Proof. The assertions (i)-(iii) follows by construction and Proposition 3.1.10. For (iv), the assertion about the cohomology H q for q = 0 follows from the construction, together with Proposition 3.1.10(iii). To compute the H 0 , take an integer n ≥ 2. Let σn be the element of Sn which exchanges 1 and 2. For σ ∈ Sn , we have (3.1.12.1)



d(tσ ◦ (hτ ⊗ ide⊗n−2 ) ◦ t−1 σ ) = ide⊗n − tσσn σ−1 .



As the normal subgroup of Sn generated by σn is all of Sn , this shows that the class of the identity map generates the H 0 . On the other hand, the only morphism of degree -1 adjoined to E to form E is the morphism hτ . By degree considerations, the group of boundaries d(HomE (e⊗n , e⊗n )−1 ) ⊂ HomE (e⊗n , e⊗n )0 = Z[Sn ] is the Z[Sn ] ⊗ Z[Sn ]op -submodule of Z[Sn ] generated by the elements in (3.1.12.1). In particular, the boundaries are contained in the augmentation ideal of Z[Sn ], hence H 0 = Z · id, as claimed. The category E has the following universal mapping property: 3.1.13. Proposition. Let A be a DG tensor category without unit, and let P be an object of A such that (a) For each n > 0 and each σ ∈ Sn , we have τσ = idP ⊗n ∈ H 0 (HomA (P ⊗n , P ⊗n )) where τσ : P ⊗n − → P ⊗n is the symmetry isomorphism. (b) For q < 0 and n > 0, H q (HomA (P ⊗n , P ⊗n )) = 0. (c) For q < 0 and n > 0, HomA (P ⊗n , P ⊗n )q is 2-torsion free. → A with Then there is a DG tensor functor ρP : E − (3.1.13.1)



ρP (e⊗n ) = P ⊗n ;



n = 1, 2, . . . .



In addition, the condition (3.1.13.1) determines ρP uniquely up to homotopy. Proof. This follows from the construction (see §3.1.11) of E as a freely generated graded tensor category, modulo 2-torsion, together with Proposition 3.1.12 and Remark 3.1.8.



3.2. Homotopy commutativity For a tensor category C, we give a construction of a DG tensor category which is homotopy equivalent to the universal commutative external product C ⊗,c of Chapter I, §2.4.2. This DG tensor category is freely generated over the free tensor category on C (as a tensor category) which makes it appropriate for a type of “acyclic models” argument.
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3.2.1. The homotopy commutative Ω0 . Recall the symmetric semi-monoidal categories ω and Ω0 of Chapter I, §2.3, and the functor p : Ω0 → ω which is the identity on objects, and sends a morphism (f, σ) to f ◦ σ. Let ZΩ0 be the pre-additive category generated by Ω0 , i.e., objects are the objects of Ω0 , and the morphisms HomZΩ0 (a, b) are Z[HomΩ0 (a, b)] The symmetric semi-monoidal structure on Ω0 gives ZΩ0 the structure of a pre-tensor category without unit; we consider ZΩ0 as a pre-DG tensor category with all morphisms in degree zero, and with zero diﬀerential. We form the pre-DG tensor category without unit ZΩh as follows: For all a ≥ 1, we set  0; for p = 0, p HomZΩh (a, a) = Z[HomΩ0 (a, a)] = Z[Sa ]; for p = 0, with zero diﬀerential. Recall from (I.2.3.3.5) the morphism F21 : 2 → 1 and the symmetry τσ : 2 → 2, where σ ∈ S2 is the non-trivial permutation. Form the complex HomZΩh (2, 1)∗ by ﬁrst adjoining a free right HomZΩh (2, 2)module with generator h : 2 → 1 of degree -1, with diﬀerential dh = F21 − F21 ◦ τσ . We write h ◦ τσ for h · σ and deﬁne d(h ◦ τσ ) = dh ◦ τσ . We now deﬁne the complex HomZΩh (2, 1)∗ inductively. Suppose we have deﬁned the complex HomZΩh (2, 1)∗ in degrees −r ≤ ∗ ≤ 0, with HomZΩh (2, 1)∗ = 0 for ∗ > 0. Deﬁne HomZΩh (2, 1)−r−1 to be the free right HomZΩh (2, 2)-module on Z −r (HomZΩh (2, 1)∗ ) \ {0}. Denote the element of HomZΩh (2, 1)−r−1 corresponding to g ∈ Z −r (HomZΩh (2, 1)∗ ) by hg , and deﬁne the diﬀerential as above by d(hg ◦τσ ) = g ◦ τσ . Now suppose we have deﬁned the complexes HomZΩh (a, 1)∗ for n > a ≥ 2, together with a right action (right composition) by HomZΩh (a, a)0 = Z[Sa ]. In addition, we assume (3.2.1.1) 1.



 r



HomZΩh (a, 1) =



0 ZHomΩ0 (a, 1)



for r > 0, for r = 0.



2. H r (HomZΩh (a, 1)∗ ) = 0 for r < 0, and the surjection ZHomΩ0 (a, 1) → H 0 (HomZΩh (a, 1)∗ ) identiﬁes H 0 (HomZΩh (a, 1)∗ ) with Z[Homω (a, 1)]. 3. HomZΩh (a, 1)r is free as a right HomZΩh (a, a)0 -module. Let f : n → b be a order-preserving surjection, i.e, a morphism f : n → b in ω0 . For 2 ≤ b ≤ n − 1, we deﬁne HomZΩh (n, b)∗f by (3.2.1.2)



HomZΩh (n, b)∗f := ⊗bi=1 HomZΩh (|f −1 (i)|, 1)∗ .



For f : n → b in ω0 , we have the subgroup S(f ) of Sn consisting of those permutations η with f η = f ; explicitly, S(f ) is the product Sf −1 (1) × . . . × Sf −1 (b) embedded in Sn in the obvious way. S(f ) acts on HomZΩh (n, b)∗f on the right via the right action of Sf −1 (1) × . . . × Sf −1 (b) as right composition on each factor.



3. CONSTRUCTIONS
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HomZΩh (n, b)∗ = (3.2.1.3)
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HomZΩh (n, b)∗f ⊗Z[S(f )] Z[Sn ].



f ∈Homω0 (n,b)



It follows from (3.2.1.1) that HomZΩh (n, b)∗f is a free Z[S(f )]op -module, hence HomZΩh (n, b)∗ is a free right Z[Sn ] = HomZΩh (n, n)0 -module, and the cohomology of HomZΩh (n, b)∗ is given as



(3.2.1.4) Z[HomΩ0 (n, b)f ] ⊗Z[S(f )] Z[Sn ] H 0 (HomZΩh (n, b)∗ ) = f ∈Homω0 (n,b)



= Z[Homω (n, b)]. ∗



H (HomZΩh (n, b) ) = 0 for p = 0. p



For ρ ∈ Sb , f ∈ Sn→b , recall from (2.3.3.1)(ii) the construction of the element ρ · f of Sn→b , and the map f ∗ : Sb → Sn . For the sequence of non-negative integers d := (d1 , . . . , db ), let sgnd (ρ) be the weighted sign of the permutation ρ, where we give j weight dj . We make HomZΩh (n, b)∗ a left Z[Sb ]-module by the action ρ · : HomZΩh (n, b)∗f ⊗Z[S(f )] Z[Sn ] → HomZΩh (n, b)∗ρ·f ⊗Z[S(f )] Z[Sn ] deﬁned by ρ · [(x1 ⊗ . . . ⊗ xb ) ⊗ σ] := sgnd(x) (ρ)(xρ−1 (1) ⊗ . . . ⊗ xρ−1 (b) ) ⊗ f ∗ (ρ)σ, where d(x) is the sequence (deg(x1 ), . . . , deg(xb )). We deﬁne HomZΩh (n, 1)∗0 :=



n−1 



HomZΩh (b, 1)∗ ⊗Z[Sb ] HomZΩh (n, b)∗ .



b=2



Then = 0 for p > 0, HomZΩh (n, 1)p0 is a free right HomZΩh (n, n)∗ module for each p ≤ 0, and HomZΩh (n, 1)p0



H 0 (HomZΩh (n, 1)∗0 ) ∼ =



(3.2.1.5)



n−1 



Z[Homω (b, 1)] ⊗Z[Sb ] Z[Homω (n, b)].



b=1



Using the isomorphism (3.2.1.5) and the composition in ω, we have the map HomZΩh (n, 1)00 → Z[Homω (n, 1)], which is evidently surjective. As generators for the kernel of ◦:



n−1 



Z[Homω (b, 1)] ⊗Z[Sb ] Z[Homω (n, b)] → Z[Homω (n, 1)],



b=1



we have the elements sg,g := fb1 ⊗ g − fb 1 ⊗ g , where g : n → b and g : n → b are maps in ω, and fb1 : b → 1 is the unique morphism in ω. Choose s˜g,g in HomZΩh (n, 1)00 lifting sg,g , and adjoin to HomZΩh (n, 1)−1 0 a free right Z[Sn ]-module with basis hg,g , and with d(hg,g ◦ τσ ) = s˜g,g ◦ τσ . We then adjoin a free right Z[Sn ]-module to HomZΩh (n, 1)∗0 in each degree r < −1, to kill the cohomology in degrees ≤ −1, as in the case n = 2. This forms the complex HomZΩh (n, 1)∗ .
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Deﬁne the composition HomZΩh (b, 1)∗ ⊗ HomZΩh (n, b)∗ → HomZΩh (n, 1)∗ for n > b ≥ 1 by mapping to the corresponding summand in HomZΩh (n, 1)∗0 , and then including in the complex HomZΩh (n, 1)∗ by the canonical map. This gives us the composition ◦ : HomZΩh (a, b)∗f ⊗ HomZΩh (n, a)∗g → HomZΩh (n, b)∗f ◦g by (x1 ⊗ . . . xb ) ◦ (y1 ⊗ . . . ⊗ ya ) = [x1 ◦ (y1 ⊗ . . . ⊗ ya1 )] ⊗ . . . ⊗ [xb ◦ (yab−1 +1 ⊗ . . . ⊗ yb )], where the order-preserving surjection f is given by f −1 (i) = {ai−1 + 1 < . . . < ai };



i = 1, . . . , b, a0 = 0, ab = b.



Now take n > a > b ≥ 2, and deﬁne the composition   HomZΩh (a, b)∗f ⊗ ρ ⊗ HomZΩh (n, a)∗g ⊗ Z[Sn ] → HomZΩh (n, b)∗f ◦(ρ·g) ⊗ Z[Sn ] (ρ ∈ Sa ) by (x ⊗ ρ) ⊗ (y1 ⊗ . . . ⊗ ya ⊗ σ) → sgnd(y) (ρ)(x ◦ (yρ−1 (1) ⊗ . . . ⊗ yρ−1 (a) )) ⊗ f ∗ (ρ)σ. Taking the tensor product of HomZΩh (a1 , b1 )∗f1 and HomZΩh (a2 , b2 )∗f2 , and mapping to the obvious summand in HomZΩh (a1 + a2 , b1 + b2 )∗f1 +f2 gives a tensor operation on morphisms. It is tedious, but easy, to check that this data deﬁnes a pre-DG tensor category ZΩh . By construction, we have a functor of pre-DG tensor categories j : ZΩ0 → ZΩh , which gives an identiﬁcation HomZΩ0 (a, b) = Z[HomΩ0 (a, b)] ∼ = HomZΩh (a, b)0 = Z 0 (HomZΩh (a, b)∗ ). Also by construction (see (3.2.1.4)), the complex HomZΩh (a, b)∗ satisﬁes (3.2.1.6) 1. HomZΩh (a, b)n = 0 for n > 0 or a < b. 2. H n (HomZΩh (a, b)∗ ) = 0 for n < 0. 3. The natural map Z[HomΩ0 (a, b)] → H 0 (HomZΩh (a, b)∗ ) gives an identiﬁcation of H 0 (HomZΩh (a, b)∗ ) with Z[Homω (a, b)]. 3.2.2. Remark. (see e.g. [65]) Letting O(n) = HomZΩh (n, 1)∗ , the collection O(1), O(2), . . . forms an operad in the category of cochain complexes, i.e., each O(n) is a right Z[Sn ]-module, and there are “substitution laws”: ◦i,n,m : O(n) ⊗ O(m) → O(n + m − 1);



i = 1, . . . , m,



satisfying 1. ◦i,n,m+l−1 ◦ (id ⊗ ◦j,m,l ) = ◦i+j−1,n+m−1,l ◦ (◦i,n,m ⊗ id).
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2. If we let ρi,n,m : Sn × Sm → Sn+m−1 be the homomorphism gotten by identifying the ordered set 1n < 2n < . . . < (i − 1)n < 1m < . . . < mm < (i + 1)n < . . . < nn with n + m − 1, we have σ(x) ◦i,n,m τ (y) = ρi,n,m (σ, τ )(x ◦i,n,m y). It is not diﬃcult to show that each operad O(∗) in cochain complexes gives rise to a pre-DG tensor category O with objects 1, 2, . . . , and Hom-complexes HomO (n, 1)∗ = O(n), where the general Hom-complex HomO (a, b)∗ is given by a formula as in (3.2.1.3): HomO (a, b)∗ = ⊕f ∈Homω0 (a,b) [⊗bi=1 HomO (|f −1 (i)|, 1)∗ ] ⊗Z[S(f )] Z[Sa ]. 3.2.3. Decomposition into type. Let A be a pre-DG category, with product ⊗. We say that A has a decomposition into type if 1. A has the same objects as ω, i.e., 1, 2, . . . . 2. For each a and b in A, the Hom-complex HomA (a, b)∗ has a direct sum decomposition HomA (a, b) = ⊕f ∈Homω (a,b) HomA (a, b)∗f ; in particular, HomA (a, b)∗ = {0} if a < b. The direct sum decomposition in (2) satisﬁes (i) h ∈ HomA (a, b)∗f , g ∈ HomA (b, c)∗f  =⇒ g ◦ h ∈ HomA (a, c)∗f  ◦f . (ii) h ∈ HomA (a, b)∗f , g ∈ HomA (a , b )∗f  =⇒ g ⊗ h ∈ HomA (a ⊗ a , b ⊗ b )∗f  +f . (iii) HomA (a, a)∗f is concentrated in degree zero and is isomorphic to Z, with generator f˜, such that f˜ ◦ f˜ = f˜f for all f, f in Homω (a, a). Note that the condition (iii) is satisﬁed if there is a functor ZΩ0 → A which induces an isomorphism HomZΩ0 (a, a) → HomA (a, a) for each a. Let f : a → b be a morphism in ω0 , and σ ∈ Sa . Giving the summand HomZΩh (a, b)∗f ⊗ Z[σ] of HomZΩh (a, b)∗ the type f ◦ σ deﬁnes a decomposition into type for ZΩh (cf. (3.2.1.3)). This follows easily from the deﬁnition of composition and tensor product in ZΩh , together with the computation of HomZΩh (a, a)∗ in §3.2.1. 3.2.4. The homotopy commutative C ⊗ . We refer to Chapter I, §2.4.3 for the notation. Let (C, ×, t) be a tensor category without unit. We have the 2-functor → catAb (I.2.3.6.1), and the restriction Π0C to Ω0 . ΠC : Ω − We let (ΠC , Ω0 )⊕ and (ΠC , Ω)⊕ denote the additive categories generated from the pre-additive categories (ΠC , Ω0 ) and (ΠC , Ω). We may consider (ΠC , Ω0 )⊕ and (ΠC , Ω)⊕ as graded categories, or as DG categories with trivial graded and diﬀerential structure; the tensor structure on induces the structure of a tensor category (resp. graded tensor category, resp. DG tensor category) without unit on (ΠC , Ω0 )⊕ and (ΠC , Ω)⊕ . The tensor category without unit (ΠC , Ω)⊕ is the category C ⊗,c constructed in Chapter I, §2.4.3 and Remark 2.4.6. → (ΠC , Ω); We let The 2-functor Ω0 → Ω gives rise to the functor c0 : (ΠC , Ω0 ) − → (ΠC , Ω)⊕ = C ⊗,c c0C : (ΠC , Ω0 )⊕ −
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denote the tensor functor induced by c0 . By (3.2.1.6), we have the canonical isomorphism of rings Z[Sa ] → Z 0 (HomZΩh (a, a)∗ ); we henceforth identify HomZΩh (a, a)0 with Z[Sa ] via this isomorphism. Let f0 : a → b be a morphism in ω0 , take σ ∈ Sa , giving the morphism F := (f0 , σ) : a → b in Ω0 , and let p(F ) := f0 σ be the resulting morphism in ω. Note that f0 is uniquely determined by F . For objects x1 , . . . , xn , y1 , . . . , ym of C, and morphism f : n → m in ω, write x := (x1 , . . . , xn ) and y := (y1 , . . . , ym ), and set Hom(x, y)f := ⊕F ∈HomΩ0 (n,m) HomC ⊗n (Π(F )(x), y). p(F )=f



Denote a morphism g in the summand of Hom((x1 , . . . , xn ), (y1 , . . . , ym ))f indexed by F by gF . If η is in S(f ), and F = (f0 , σ) is a morphism from a to b in Ω0 , the natural isomorphism Π(η) : Π(F ) → Π(η · F ) gives the symmetry isomorphism Π(η)(x) : Π(F )(x) → Π(η · F )(x) in C ⊗n . We deﬁne a left action of S(f0 ) on Hom(x, y)f by η · gF = (g ◦ Π(η)(x)−1 )η·F . Since S(f0 ) acts freely on the set p−1 (f ), S(f0 ) acts freely on the abelian group Hom(x, y)f . The identiﬁcation of HomZΩh (a, a)0 with Z[Sa ] gives the right action of S(f0 ) ⊂ Sa on HomZΩh (a, b)∗f by composition on the right. Deﬁne the DG tensor category C ⊗,h with the same objects as (ΠC , Ω0 )⊕ , and where the Hom-complexes are given as follows: For x = (x1 , . . . , xn ) and y = (y1 , . . . , ym ) set (3.2.4.1)



Hom(x, y)∗ := ⊕f ∈Homω (n,m) Hom(x, y)∗f ,



with Hom(x, y)∗f := HomZΩh (n, m)∗f ⊗Z[S(f0 )] Hom(x, y)f . Since dη = 0 for η ∈ S(f0 ) ⊂ Sa ⊂ Z 0 (HomZΩh (a, a)∗ ), the diﬀerential on HomZΩh (n, m)∗f gives a well-deﬁned diﬀerential on Hom(x, y)∗ . Composition is given by (h ⊗ gF ) ◦ (h ⊗ gF  ) = (h ◦ h ) ⊗ (g ◦ Π(F )(g ))F  ◦F , and the tensor operation is given by (h ⊗ gF ) ⊗ (h ⊗ gF  ) = (h ⊗ h ) ⊗ (g ⊗ g )F +F  ; one easily checks that these operations respect the S(f0 )-action, and that the result satisﬁes the axioms of a DG tensor category. The inclusion Ω0 → ZΩh induces the functor jC : (ΠC , Ω0 )⊕ → C ⊗,h , giving the diagram (ΠC , Ω0 )⊕ (3.2.4.2)



jC



/ C ⊗,h



c0



 (ΠC , Ω)⊕



C ⊗,c .
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3.2.5. Proposition. There is a unique DG tensor functor ch : C ⊗,h → C ⊗,c which ﬁlls in (3.2.4.2) to form a commutative diagram. In addition, ch is a homotopy equivalence. Proof. Write x for (x1 , . . . , xn ), y for (y1 , . . . , ym ). Since the action of S(f0 ) on Hom(x, y)f is free, it follows from (3.2.1.6) that  0 for p =  0, p ∗ H (HomC ⊗,h (x, y) ) = ⊕f ∈Homω (n,m) Z ⊗Z[S(f0 )] Hom(x, y)f for p = 0. The relation imposed on Hom(x, y)f by tensoring with Z over Z[S(f0 )] is just the relation gF ∼ (g ◦ Π(η)−1 )η·F for η ∈ S(f0 ), which is the same as the relation imposed on the Hom-groups in (ΠC , Ω0 ) to form (ΠC , Ω). As a DG tensor functor from C ⊗,h to C ⊗,c must necessarily factor through H 0 , the proposition is proved.
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CHAPTER III



Simplicial and Cosimplicial Constructions In this chapter, we collect a number of useful results on simplicial and cosimplicial objects in a category. We give some constructions, via multi-simplicial objects, of DG tensor categories which have a homotopy commutative external product, and which give rise to categorical cochain operations. We conclude with a discussion of homotopy limits, both for DG categories and for simplicial sets. 1. Complexes arising from simplicial and cosimplicial objects 1.1. Simplicial and cosimplicial objects 1.1.1. The fundamental object is ∆, the category with objects the ordered sets [n] := {0 < 1 < . . . < n} with morphisms order-preserving maps. The maps in ∆ are generated by the coface maps (1.1.1.1)



δim : [m] → [m + 1],  j if 0 ≤ j < i, m δi (j) = j+1 if i ≤ j ≤ m.



and the codegeneracy maps (1.1.1.2)



σim : [m] → [m − 1];  j m σi (j) = j−1



0 ≤ i ≤ m − 1, for 0 ≤ j ≤ i, for i < j ≤ m.



Let C be a category, c.s.C, s.C the categories of cosimplicial, resp. simplicial objects in C; i.e., functors F ∗ : ∆ → C, resp. F∗ : ∆op → C. We have as well the full subcategory ∆≤n with objects [0], . . . , [n], and the functor categories c.s.≤n C, s.≤n C of truncated (co)simplicial objects in C. The inclusions jn : ∆≤n → ∆, jn,m : ∆≤n → ∆≤m ;



n ≤ m,



induce the restriction functors (1.1.1.3)



jn∗ : c.s.C → c.s.≤n C, ∗ jn,m : c.s.≤m C → c.s.≤n C;



n ≤ m,



and similarly for the simplicial versions. We let ∆n.d. be the subcategory of ∆ with the same objects, and with Hom∆n.d. ([m], [n]) ⊂ Hom∆ ([m], [n]) consisting of the injective maps. For an integer n ≥ 0, we let ∆n.d. /[n] be the category of injective maps f : [m] → [n] in ∆. 449
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1.1.2. We have the free additive category ZC generated by C; objects are ﬁnite direct sums of objects of C, with HomZC (X, Y ) = Z[HomC (X, Y )] for objects X, Y of C, where Z[S] denotes the free abelian group on a set S. We may then form the category of bounded complexes Cb (ZC) and the homotopy category Kb (ZC). 1.1.3. Complexes associated to truncated simplicial objects. Let F∗ : ∆≤nop → C be b a functor. Form the object Z⊕ n (F∗ ) of C (ZC) by setting



−m Z⊕ = Fm . n (F∗ ) f : [m]→[n] f ∈∆n.d. /[n] −m −m+1 The diﬀerential d−m : Z⊕ → Z⊕ is given by n (F∗ ) n (F∗ )



d−m d−m = f,i , f : [m]→[n] i=0,... ,m



where d−m f,i maps the summand Fm corresponding to f to the summand Fm−1 corresponding to f ◦ δim−1 , via the map (−1)i F (δim−1 ) : Fm → Fm−1 . It follows from the identities m δim ◦ δjm−1 = δj+1 ◦ δim−1 ;



0 ≤ i ≤ j ≤ m,



Z⊕ n (F∗ )



that is indeed a complex. We have as well the object Zn (F∗ ) of Cb (ZC) deﬁned by setting Zn (F∗ )−m = Fm , with diﬀerential d−m : Zn (F∗ )−m → Zn (F∗ )−m+1 given by the usual alternating sum m  (−1)i F (δim−1 ). d−m = i=0 −m Sending Z⊕ to Fm by the sum of the projections n (F∗ )  −m π −m = πf : Z⊕ → Fm n (F∗ ) f : [m]→[n] b



deﬁnes the map in C (ZC) (1.1.3.1)



πn : Z⊕ n (F∗ ) → Zn (F∗ ).



1.1.4. For N > n, we let δ0N,n : [n] → [N ] be the composition δ0N −1 ◦ . . . ◦ δ0n . Let F∗ : ∆≤N op → C be a functor and take n < N ; one easily checks that sending Fm in the summand f : [m] → [n] to Fm in the summand δ0N,n ◦ f : [m] → [N ] via the identity gives a map of complexes (1.1.4.1)



⊕ ∗ χN,n : Z⊕ n (jn,N F∗ ) → ZN (F∗ ).



∗ F∗ ) with the “stupid truncation” We have the canonical identiﬁcation of Zn (jn,N ∗ σ ZN (F∗ ), giving the canonical map of complexes jN,n∗ : Zn (jn,N F∗ ) → ZN (F∗ ); one sees immediately that the diagram ≥−n



∗ Z⊕ n (jn,N F∗ ) πn



χN,n



πN







∗ Zn (jn,N F∗ )



/ Z⊕ (F∗ ) N



jN,n∗



 / ZN (F∗ )
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commutes. Similarly, if F∗ : ∆op → C is a functor, we have the truncations ∗ F∗ : ∆≤N op → C. jN



The map (1.1.3.1) gives the natural map (1.1.4.2)



∗ ∗ πN : Z⊕ N (jN F∗ ) → ZN (jN F∗ )



and the commutative diagram ∗ Z⊕ n (jn F∗ )



(1.1.4.3)



πn



χN,n











Zn (jn∗ F∗ )



/ Z⊕ (j ∗ F∗ ) N N



jN,n∗



πN



/ ZN (j ∗ F∗ ). N



∗ We often omit the truncation jN from the notation, if the meaning is clear from the context. The following is a reformulation of a well-known result of Dold [39], which we include for the convenience of the reader.



1.1.5. Lemma. (i) Let F∗ : ∆≤N op → Ab be a functor. Then for all 0 ≤ n < N , the map (1.1.4.1) induces an isomorphism on H −m for m < n and a surjection for m = n. (ii) Let F∗ : ∆≤nop → Ab be a functor. Then the map (1.1.3.1) induces an isomorphism on H p for −n < p ≤ 0. For p = n, the map H −n (πn ) : H −n (Z⊕ n (F∗ )) → n−1 n (F )) with ∩ ker[F (δ ) : Fn → H −n (Zn (F∗ )) is injective, and identiﬁes H −n (Z⊕ ∗ n i=0 i Fn−1 ]. Proof. It suﬃces to prove (i) for n = N − 1. We ﬁrst construct a left splitting ⊕ ∗ N,N −1 . σ : Z⊕ N (F∗ ) → ZN −1 (jN −1,N F∗ ) to χ N : [N ] → [N −1] (1.1.1.2), which induces the We have the codegeneracy map σN −1 ⊕ ∗ map σ : Z⊕ (F ) → Z (j F ) by sending Fm in the summand f : [m] → [N ] ∗ N N −1 N −1,N ∗ N N to Fm in the summand σN −1 ◦ f : [m] → [N − 1] via the identity map, if σN −1 ◦ f is injective, and to zero otherwise. One veriﬁes without diﬃculty that σ deﬁnes a map of complexes, with σ ◦ χN,N −1 = idZ⊕



∗ N −1 (jN −1,N F∗ )



.



For a map g : [m] → [N − 1] in ∆, let g + 1 : [m + 1] → [N ] be the map  g(i) 0≤i≤m (g + 1)(i) := N i = m + 1. Clearly g + 1 is injective if g is. −m −m−1 → Z⊕ by sending Fm in the summand Deﬁne the map hm : Z⊕ N (F∗ ) N (F∗ ) N f : [m] → [N ] to Fm+1 in the summand (σN −1 ◦ f ) + 1 : [m + 1] → [N ] via the map m+1 N ) : Fm → Fm+1 if σN (−1)m+1 F (σm −1 ◦ f is injective and f (m) = N , and to zero otherwise. It follows by an elementary computation that d−m−1 ◦ hm + hm−1 ◦ d−m = χN,N −1 ◦ σ − id −m , for m = 0, . . . , N − 1, which proves (i). on Z⊕ N (F∗ ) For (ii), we may use (i); thus it suﬃces to show that the map (1.1.3.1) induces an isomorphism on H −p for p = n − 1, and gives the desired injection for p = n.
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Let Zn (F∗ )0 be the normalized cochain complex, p p−1 Zn (F∗ )−p ) : Zn (F∗ )−p → Zn (F∗ )−p+1 ], 0 := ∩i=1 ker[F (δi



with diﬀerential ∂ −p := F (δ0p−1 ). The inclusion Zn (F∗ )0 → Zn (F∗ ) induces an isomorphism in cohomology H −p for p ≤ n − 1 (see e.g., [95, Chapter V]). By (i), we have the exact sequence F (δ n−1 )



0 −n+1 ∗ (Z⊕ (1.1.5.1) Zn (F∗ )−n 0 −−−−−→ H n−1 (jn−1,n F∗ ))



χn,n−1



−−−−→ H −n+1 (Z⊕ n (F∗ )) → 0. On the other hand, a direct computation shows that πn−1 gives an identiﬁcation ∗ H −n+1 (Zn−1 (jn−1,n F∗ )) n−2 ∼ ker[F (δ ) : Zn (F∗ )−n+1 → Zn (F∗ )−n+2 ]. = 0 0 0



This in turn gives, via πn , the identiﬁcation of the sequence (1.1.5.1) with the canonical sequence deﬁning H −n+1 (Zn (F∗ )), F (δ n−1 )



0 n−2 Zn (F∗ )−n ) : Zn (F∗ )−n+1 → Zn (F∗ )−n+2 ] 0 −−−−−→ ker[F (δ0 0 0



→ H −n+1 (Zn (F∗ )0 ) → 0. This proves that πn gives an isomorphism on H −n+1 , and the desired injection on H −n , completing the proof. 1.2. Multiplication of cosimplicial objects We describe how one gives a multiplicative structure to cosimplicial objects in certain symmetric monoidal categories. 1.2.1. External products. We recall the standard construction of Alexander-Whitney products for cosimplicial objects in a tensor category. Let A be an additive category, and let X : ∆ → A be a cosimplicial object of A. We may form the object X ∗ of C+ (A): dn−1



0 n X ∗ := X 0 −→ . . . −−−→ X n −→ ... ;



d



d



X n = X([n]), n+1 where dn : X n → X n+1 is the usual alternating sum i=0 (−1)i X(δin ). We may also form the various truncations of X ∗ : d



dn−1



→ . . . −−−→ X n . X m≤∗≤n := X m −−m If p and q are positive integers, we have the maps fpp,q : [p] → [p + q], (1.2.1.1)



fqp,q : [q] → [p + q],



given by fpp,q (i) = i and fqp,q (j) = j + p. Suppose that A is a tensor category with tensor product ⊗. Let X : ∆ → A and Y : ∆ → A be cosimplicial objects of A, giving the diagonal cosimplicial object X ⊗ Y : ∆ → A, (X ⊗ Y )(x) = X(x) ⊗ Y (x),
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where x is an object, or a morphism, in ∆. We have as well the tensor product double complex X ∗ ⊗ Y ∗ , and the complex (X ⊗ Y )∗ . Let ∪np,q : X p ⊗ Y q → X n ⊗ Y n be the map ∪np,q = X(fpp,q ) ⊗ Y (fqp,q ), and deﬁne ∪nX,Y : ⊕p+q=n X p ⊗ Y q → X n ⊗ Y n



(1.2.1.2)



  by ∪nX,Y = p+q=n ∪np,q . The relation (of linear combinations of maps from [p] [q] to [p + q + 1]) (1.2.1.3)



p+1 



p+1,q (−1)i [(fp+1 ◦ δip )







fqp+1,q ] +



i=0



q+1 



(−1)i+p [fpp,q+1



 p,q+1 q (fq+1 ◦ δi )]



i=0



=



p+q+1 



(−1)i δip+q ◦ (fpp,q







fqp,q )



i=0



implies that the maps (1.2.1.2) deﬁne the map of complexes (1.2.1.4)



∪X,Y : Tot(X ∗ ⊗ Y ∗ ) → (X ⊗ Y )∗ .



One easily veriﬁes that the maps ∪X,Y are associative, in the obvious sense; it follows from the Eilenberg-Zilber theorem [42] that the maps ∪X,Y are gradedcommutative, up to functorial homotopy. 1.2.2. Multiplication in a symmetric monoidal category. Let (A, ⊗, τ, µ, 1) be a symmetric monoidal category. We have the diagonal functor ∆A : A → A × A ∆A (X) = (X, X) ∆A (f : X → Y ) = (f, f ). A commutative multiplication in A is a natural transformation m : ⊗ ◦∆A → idA such that m ◦ (m × idA ) = m ◦ (idA × m) m ◦ (τ ◦ ∆A ) = m m(1) = µ1 : 1 ⊗ 1 → 1. 1.2.3. Cup products. Suppose that A is a symmetric monoidal category with multiplication m, and X is a cosimplicial object in A. Deﬁne the map of cosimplicial objects mX : X ⊗ X → X by mX ([n]) = mX([n]) : X([n]) ⊗ X([n]) → X([n]); m∗X



: (X ⊗ X)∗ → X ∗ be the map induced by mX . we let The symmetric monoidal structure on A induces the structure of a tensor category on the free additive category ZA generated by A. We may then deﬁne the map in C+ (ZA), (1.2.3.1) by m(X ∗ ) = m∗X ◦ ∪X,X .



m(X ∗ ) : Tot(X ∗ ⊗ X ∗ ) → X ∗ ,



454



III. SIMPLICIAL AND COSIMPLICIAL CONSTRUCTIONS



For a complex X ∗ , we X ∗≤n denote the truncation of X to degrees d, d ≤ n, and X m≤∗≤n the truncation to degrees d, m ≤ d ≤ n. Taking truncations gives the maps (1.2.3.2)











mn (X m≤∗≤n ) : Tot(X m≤∗≤n ⊗ X ∗≤n ) → X m≤∗≤n



for all n ≥ n. For m ≤ m, and n ≤ n ≤ n



, the diagrams 







Tot(X m≤∗≤n ⊗ X ∗≤n ) (1.2.3.3)



   Tot(X m ≤∗≤n ⊗ X ∗≤n )



mn (X m≤∗≤n )



m



n



(X



m ≤∗≤n



/ X m≤∗≤n  / X m ≤∗≤n



)



and Tot(X (1.2.3.4)



m≤∗≤n



⊗X



∗≤n



)



  Tot(X m≤∗≤n ⊗ X ∗≤n ) 











n



m ≤∗≤n



mn (X m≤∗≤n )



m



(X



/ X m≤∗≤n  / X m≤∗≤n



) 







commute, and for n ≤ n ≤ n , the diagram Tot(X m≤∗≤n ⊗ X ∗ )



(1.2.3.5)



m(X m≤∗≤n )



/ X m≤∗≤n



 n (X m≤∗≤n )  m / X m≤∗≤n Tot(X m≤∗≤n ⊗ X ∗≤n )   Tot(X m≤∗≤n ⊗ X ∗≤n )







mn (X m≤∗≤n )



/ X m≤∗≤n



commutes. When the indices are obvious, we write (1.2.3.6)







∪X : Tot(X m≤∗≤n ⊗ X ∗≤n ) → X m≤∗≤n .



for the map (1.2.3.2). 1.2.4. Remark. The maps (1.2.3.1) are associative, which one checks by a direct computation. The maps m(X ∗ ) are not in general commutative, but are commutative up to homotopy; this follows from the Eilenberg-Zilber theorem [42]. Thus, suppose we have a graded tensor functor F : Kb (ZA) → B. Then the maps F (mn (X ∗≤n )) and F (mn (X m≤∗≤n )) give HomB (1B , F (X ∗≤n )) the structure of a (possibly non-unital) graded-commutative ring, and make HomB (1B , F (X m≤∗≤n )) a graded HomB (1B , F (X ∗≤n ))-module. 2. Categorical cochain operations In this section, we use simplicial methods to construct external products in certain tensor categories, which are associative, and are graded-commutative up to homotopy and “all higher homotopies” (compare with the construction of Chapter II, §3.2). This may be viewed as a categorical version of the construction of
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the “Eilenberg-MacLane operad” of Hinich and Schechtman [65]. We will apply these results in §2.2 to show how an associative, commutative product on cosimplicial objects gives rise to products on the associated cochain complexes which are graded-commutative up to homotopy and “all higher homotopies”. Combining this result with the multiplicative structure on the cosimplicial Godement resolution of a sheaf, discussed in Chapter IV, allows us to solve the fundamental coherence problem in constructing realization functors for the motivic triangulated category. 2.1. A homotopy commutative DG tensor category → Ab is a functor, we may 2.1.1. The extended total complex. If F : ∆nop × ∆m − form the extended total complex of F , (F ∗ , d), with F s the abelian group:  F ([p1 ], . . . , [pn ], [q1 ], . . . , [qm ]). Fs = Σj qj −Σi pi =s



Denote an element g of F s as a tuple ,... ,pn g = (. . . , gqp11,... ,qm , . . . ), ,... ,pn gqp11,... ,qm ∈ F([p1 ], . . . , [pn ], [q1 ], . . . , [qm ]).



Write p



p



F (δi j ; id) := F (id[p1 ] , . . . , δi j , . . . , id[pn ] ; id[q1 ] , . . . , id[qm ] ) q



q



F (id; δi j ) := F (id[p1 ] , . . . , id[pn ] ; id[q1 ] , . . . , δi j , . . . , id[qm ] ). The diﬀerential ds : F s → F s+1 is given by ,... ,pn ds g = (. . . , ds gqp11,... ,qm , . . . ),



with ,... ,pn ds gqp11,... ,qm :=



(−1)s



n 



(−1)p1 +...+pj−1



j=1



pj 



pi ,... ,pn (−1)i gqp11,... ,qm ◦ F (δi ; id)



i=0



−



m  j=1



(−1)q1 +...+qj−1



qj 



q



,... ,pn (−1)i F (id; δi j ) ◦ gqp11,... ,qm .



i=0



For n = 0, this is the usual complex associated to a functor F : ∆m → Ab, except with minus the usual diﬀerential; if m = 0, this complex has the same underlying graded group as the complex associated to a functor F : ∆nop → Ab, but with diﬀerential diﬀering by the sign (−1)s in degree s. The ﬁrst two complexes are isomorphic, by sending x in degree s to (−1)s x, and the second two complexes are isomorphic, by sending x in degree s to x if s ≡ 0, 1 mod 4 and to −x if s ≡ 2, 3 mod 4. 2.1.2. The complex of multi-simplicial maps. Let ∆un be the full subcategory of Sets with the same objects as ∆, i.e., Hom∆un ([n], [m]) = HomSets ([n], [m]). The operation of ordered disjoint union, where we identify two ﬁnite ordered sets of the same cardinality by the unique ordered bijection, makes ∆un into a strictly
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associative symmetric semi-monoidal category; this gives us the symmetric semimonoidal 2-functor (see Chapter I, §2.3.5, §2.3.6, and (I.2.3.6.1)) → cat. π∆un : Ω −



(2.1.2.1) 0 π∆ un



We let denote the restriction of π∆un to the underlying category Ω0 . 0 Following (Chapter I, §2.2), we form the category of pairs (π∆ , Ω0 ), which, by un Remark 2.2.3 of Chapter I, has the natural structure of a symmetric semi-monoidal category. The projection on the second factor gives the symmetric semi-monoidal functor 0 , Ω0 ) − → Ω0 ; this in turn gives the natural decomposition of the Hom-sets pΩ0 : (π∆ un as  0 (2.1.2.2) Hom(π∆ ([p1 ], . . . , [pn ], n), (([q1 ], . . . , [qm ]), m) ,Ω) un  Hom(π∆un ,Ω0 ) ([p1 ], . . . , [pn ], n), (([q1 ], . . . , [qm ]), m) F , = F ∈HomΩ0 (n,m)



where 0 Hom(π∆



un



,Ω0 )



 ([p1 ], . . . , [pn ], n), (([q1 ], . . . , [qm ]), m) F



is the set of pairs (g, F ), with 0 g : π∆ (F )([p1 ], . . . , [pn ]) − → ([q1 ], . . . , [qm ]) un



(2.1.2.3)



a map in Setsm . Recall from (Chapter I, §2.3.3) that a morphism F : n → m in Ω0 is a pair (f, σ) with f : n → m an ordered surjection, and σ ∈ Sn . Given F : n → m in Ω0 , we may 0 write π∆ (F )([p1 ], . . . , [pn ]) as an m-tuple: un 0 π∆ (F )([p1 ], . . . , [pn ]) un 0 0 (F )([p1 ], . . . , [pn ])1 , . . . , π∆ (F )([p1 ], . . . , [pn ])m ), = (π∆ un un 0 and each π∆ (F )([p1 ], . . . , [pn ])j is a disjoint union un   0 j] π∆ (F )([p ], . . . , [p ]) = [p . . . [pij ], 1 n j i un 1



with



{ij1 , . . .



, ijsj }



=F



−1



sj



(j). The map (2.1.2.3) may then be written as g = (g1 , . . . , gn ) gi : [pi ] − → [qF (i) ].



0 The composition in (π∆ , Ω0 ) may then be described as follows: For un 0 g 1 : π∆ (F 1 )([p1 ], . . . , [pn ]) → ([q1 ], . . . , [qm ]), un 0 (F 2 )([q1 ], . . . , [qm ]) → ([r1 ], . . . , [rk ]), g 2 : π∆ un



write g 1 = (g11 , . . . , gn1 ) → [qF 1 (i) ], gi1 : [pi ] − 2 ) g 2 = (g12 , . . . , gm



→ [rF 2 (j) ]. gj2 : [qj ] −
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Then (g 2 , F 2 ) ◦ (g 1 , F 1 ) = (g 2 ◦ g 1 , F 2 ◦ F 1 ), where F 2 ◦ F 1 is the composition in Ω0 and (g 2 ◦ g 1 ) = (g1 , . . . , gn ), gi : [pi ] − → [rF 2 (F 1 (i)) ], gi = gF2 1 (i) ◦ gi1 . We let 0 Hom(π∆



,Ω0 )ord un



 ([p1 ], . . . , [pn ], n), ([q1 ], . . . , [qm ], m) F  0 ⊂ Hom(π∆ ,Ω0 ) ([p1 ], . . . , [pn ], n), ([q1 ], . . . , [qm ], m) F un



denote the subset consisting of pairs (g, F ), with g = (g1 , . . . , gn ), gi : [pi ] → [qF (i) ], such that, for each i = 1, . . . , n, the map gi : [pi ] → [qF (i) ] is order-preserving. We set  0 Hom(π∆ ,Ω0 )ord ([p1 ], . . . , [pn ], n), ([q1 ], . . . , [qm ], m) un   0 = Hom(π∆ ,Ω0 )ord ([p1 ], . . . , [pn ], n), ([q1 ], . . . , [qm ], m) F . un



F



For n, m ∈ N, let 0 Hom(π∆



(2.1.2.4)



0 be the functor Hom(π∆



0 Hom(π∆



un



un



un



nop ,Ω0 )ord (n, m) : ∆



,Ω0 )ord ((−, n), (−, m)),



,Ω0 )ord (n, m)([p1 ], . . . 0 = Hom(π∆



0 Hom(π∆



un



,Ω0



)ord



× ∆m − → Sets



i.e.,



, [pn ]; [q1 ], . . . , [qm ])  ,Ω0 )ord ([p1 ], . . . , [pn ], n), ([q1 ], . . . , [qm ], m) ,



un



0 (n, m)(f, g) = Hom(π∆



un



,Ω0 )ord ((f, idn ), (g, idm )).



The decomposition (2.1.2.2) gives the decomposition  0 0 Hom(π∆ Hom(π∆ ,Ω0 )ord (n, m) = un



F ∈HomΩ0 (n,m)



un



,Ω0 )ord (n, m)F .



Let (2.1.2.5)



Z[Hom(π∆un ,Ω0 )ord (n, m)F ] : ∆nop × ∆m → Ab,



be the free abelian group on the functor (2.1.2.4), and let Hom∆Ω0 (n, m)∗F be the extended total complex of the functor (2.1.2.5). Deﬁne the complex Hom∆Ω0 (n, m)∗ := ⊕F ∈HomΩ0 (n,m) Hom∆Ω0 (n, m)∗F . 2.1.3. Cohomological triviality. We now proceed to compute the cohomology of the complexes Hom∆Ω0 (n, m)∗ . 2.1.3.1. Lemma. Let k > 0 and q ≥ 0 be integers, and let   Hom∆un ([p1 ] . . . [pk ], [q])ord
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  denote the subset of Hom∆un ([p1 ] . . . [pk ], [q]) consisting of maps whose restric∗ tion to each component [pi ] is order-preserving. Let Cq,k denote the complex associated to the functor Cq,k : ∆kop − → Ab,   Cq,k ([p1 ], . . . , [pk ]) = Z[Hom∆un ([p1 ] . . . [pk ], [q])ord ]. Then







for a = 0, for a = 0,   ∗ and H 0 (Cq,k ) is generated by the class of the map [0] . . . [0] − → [q] which has image 0 ∈ [q]. H



a



∗ (Cq,k )



=



0 Z



∗ is the chain complex of ordered aﬃne simplicial Proof. The complex Cq,1 chains for the standard q-simplex ∆q , whence the result for k = 1. We proceed by induction on k. For a non-negative integer b, let Cq,k−1,b be the functor



Cq,k−1,b : ∆k−1op − → Ab Cq,k−1,b ([p1 ], . . . , [pk−1 ]) = Z[Hom∆un ([p1 ]







...



  [pk−1 ] [b], [q])ord ],



∗ and let Cq,k−1,b be the resulting total complex. ∗∗ We may form the double complex Cq,k from Cq,k by forming the total complex with respect to the ﬁrst k − 1 variables, i.e.,



−a,−p Cq,k = Cq,k ([p1 ], . . . , [pk−1 ], [p]). p1 +...+pk−1 =a ∗∗ ∗ ∗ ∗ is just Cq,k . The subcomplexes F b Cq,k of Cq,k The total complex associated to Cq,k ∗,∗≥b ∗ given by taking the total complex of Cq,k give a ﬁltration of Cq,k ; the resulting E1 -spectral sequence is ∗ ∗ E1a,b = H a (Cq,k−1,−b ) =⇒ H a+b (Cq,k ).



On the other hand, we have the isomorphism of complexes:



∗ ∗ ∼ Cq,k−1 ; Cq,k−1,b = f ∈Hom∆ ([b],[q])



this, together with our induction hypothesis, gives the computation of the E1 -terms as  0 for a = 0, a,−b = E1 Z[Hom∆ ([b], [q])] for a = 0. ∗ Additionally, the complex E10,∗ is isomorphic to the complex Cq,1 . Thus the spectral sequence degenerates at E2 and gives the desired result.



2.1.3.2. Lemma. The complexes Hom∆Ω0 (n, m)∗ satisfy  0 a ∗ H (Hom∆Ω0 (n, m) ) = Z[HomΩ0 (n, m)]



if q = 0, if q = 0.
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Furthermore, for each F ∈ HomΩ0 (n, m), projection on the factor p1 = . . . = pn = q1 = . . . = qm = 0 gives an isomorphism H 0 (Hom∆Ω0 (n, m)∗F ) − → Z[HomSets ([0]







...







[0], [0]) × . . . × HomSets ([0]







...



 [0], [0])] ∼ = Z.



Proof. It suﬃces to show that, for each morphism F : n → m in Ω0 , the complex Hom∆Ω0 (n, m)∗F is acyclic in non-zero degrees, and that the above projection gives an isomorphism on H 0 . Using the action of the symmetric group Sn on HomΩ0 (n, m), we may assume that F = (f, id), where f : n → m is an orderpreserving surjection. We may thus write f as a product f = f1 + . . . + fm , with each fi : ni → 1 being the unique surjection. For each j = 1, . . . , m, and each collection of non-negative integers p1 , . . . , pn , let [pj∗ ] denote the disjoint union    . . . [pn1 +...+nj ] [pn1 +...+nj−1 +1 ] [pn1 +...+nj−1 +2 ] (we take n0 = 0). Using the deﬁnition of the complexes Hom∆Ω0 (a, b)∗G , we have the isomorphism Hom∆Ω0 (n, m)sF  =



ord Z[Hom∆un ([p1∗ ], [q1 ])ord × . . . × Hom∆un ([pm ] ∗ ], [qm ])



n Σm i=1 qi −Σi=1 pi =s







∼ =



ord Z[Hom∆un ([p1∗ ], [q1 ])ord ] ⊗Z . . . ⊗Z Z[Hom∆un ([pm ]. ∗ ], [qm ])



n Σm i=1 qi −Σi=1 pi =s



Denote the complex Hom∆Ω0 (n, m)∗F by T ∗ . Fix integers a1 , . . . , ak ≥ 0, and let Ta∗1 ,... ,ak be the complex with Tas1 ,... ,ak :=







ord Z[Hom∆un ([p1∗ ], [q1 ])ord ] ⊗Z . . . ⊗Z Z[Hom∆un ([pm ], ∗ ], [qm ])



n Σm i=k+1 qi −Σi=1 pi =s



q1 =a1 ,... ,qk =ak



and diﬀerential deﬁned as in T ∗ . We now show that Ta∗1 ,... ,ak is acyclic in non-zero degrees and has H 0 = Z; we proceed by descending induction on k. For k = m, the complex Ta∗1 ,... ,am has term in degree s the ﬁnite sum Tas1 ,... ,am = 



ord Z[Hom∆un ([p1∗ ], [a1 ])ord ] ⊗Z . . . ⊗Z Z[Hom∆un ([pm ]; ∗ ], [am ])



Σn i=1 pi =−s



thus Ta∗1 ,... ,am is isomorphic to the tensor product complex Ca∗1 ,n1 ⊗Z . . . ⊗Z Ca∗m ,nm , ∗ where Cq,k is the complex considered in Lemma 2.1.3.1. The desired computation of the cohomology of Ta∗1 ,... ,am follows from Lemma 2.1.3.1.
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Now suppose k < m and that Ta∗1 ,... ,ak ,b has the desired cohomology for all indices (a1 , . . . , ak , b). Filter the complex Ta∗1 ,... ,ak by the subcomplexes Tas1 ,... ,ak ,qk+1 ≥b := 



ord Z[Hom∆un ([p1∗ ], [q1 ])ord ] ⊗Z . . . ⊗Z Z[Hom∆un ([pm ]. ∗ ], [qm ])



n Σm i=k+1 qi −Σi=1 pi =s



q1 =a1 ,... ,qk =ak , qk+1 ≥b



The quotient complex Ta∗1 ,... ,ak ,qk+1 ≥b /Ta∗1 ,... ,ak ,qk+1 ≥b+1 is then isomorphic to the complex Ta∗1 ,... ,ak ,b [−b]. This gives us the E1 -spectral sequence E1a,b = H a (Ta∗1 ,... ,ak ,b ) =⇒ H a+b (Ta∗1 ,... ,ak ); since the complexes Ta∗1 ,... ,ak ,b are zero for b < 0, and since the degree s terms Tas1 ,... ,ak are a product (rather than a direct sum), this spectral sequence is (weakly) convergent. By our induction hypothesis, we have E1a,b = 0 for a = 0 and E10,b ∼ = Z. One 0,b 0,b+1 → E1 is zero for b even and the identity easily checks that the diﬀerential E1 − for b odd, hence the spectral sequence degenerates at E2 , and gives the desired result for the cohomology of Ta∗1 ,... ,ak . Similarly, if we take a1 = . . . = ak+1 = 0, and if we assume that the projection on the factor p1 = . . . = pn = 0, qk+1 = . . . = qm = 0 gives an isomorphism H 0 (Ta∗1 ,... ,ak ,ak+1 ) − → Z[HomSets ([0]







...



   [0], [a1 ]) × . . . × HomSets ([0] . . . [0], [ak+1 ])],



it follows that the projection H 0 (Ta∗1 ,... ,ak ) − → Z[HomSets ([0]







...



   [0], [a1 ]) × . . . × HomSets ([0] . . . [0], [ak ])]



is an isomorphism as well. The lemma then follows by taking k = 0. 2.1.4. Let (C, ×, t) be a tensor category without unit. Recall from (Chapter I, §2.3.6, §2.4.3, and Remark 2.4.6) the 2-functor → catAb , ΠC : Ω − Π0C



the restriction to Ω0 , the pre-tensor categories (ΠC , Ω0 ) and (ΠC , Ω), and the tensor categories (ΠC , Ω0 )⊕ and (ΠC , Ω)⊕ = C ⊗,c . The inclusion Ω0 → Ω induces the pre-tensor functor c0 : (ΠC , Ω0 ) − → (ΠC , Ω), which in turn induces the tensor functor c0 (C) : (ΠC , Ω0 )⊕ − → (ΠC , Ω)⊕ = C ⊗,c . We have as well the inclusion functor iC : C → C ⊗,c , which is the universal commutative external product on C (see Chapter I, Proposition 2.4.4 and Proposition 2.4.5). We have the additive category Z∆un generated by ∆un ; the symmetric semimonoidal structure on ∆un gives Z∆un the structure of a tensor category without unit. degree q−p.  If we We make Z∆un a graded category by giving a map f : [p] → [q] have maps f1 : [p1 ] → [q1 ] and f2 : [p2 ] → [q2 ], deﬁne f1 ⊗ f2 : [p1 ] [p2 ] → [q1 ] [q2 ] by  f1 ⊗ f2 := (−1)p1 (q2 −p2 ) (f1 f2 ).



2. CATEGORICAL COCHAIN OPERATIONS



Deﬁne τ[p],[q] : [p]
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  [q] → [q] [p] by τ[p],[q] = (−1)pq t[p],[q]



where t[p],[q] is the symmetry in ∆un . This makes Z∆un into a graded tensor category without unit. The 2-functor (2.1.2.1) extends to the 2-functor ΠZ∆un : Ω → catGrAb and gives the restriction Π0Z∆un : Ω0 → catGrAb . The graded tensor structure on Z∆un makes the category of pairs (Π0Z∆un , Ω0 ) into a graded pre-tensor category without unit. 2.1.5. The category of multi-simplices. We proceed to construct the DG tensor category C ⊗,sh . The objects are ﬁnite direct sums of pairs ((x1 , . . . , xn ), n), with n ∈ N and x1 , . . . , xn objects of C. For pairs (x, n) := ((x1 , . . . , xn ), n), (y, m) := ((y1 , . . . , ym ), m), and a morphism F : n → m in Ω0 , deﬁne the complex (2.1.5.1)



≤0 Hom∆Ω0 (n, m)F , ((x, n), (y, m))∆ F := HomC ⊗m (ΠC (F )(x), y) ⊗Z τ



where, for a complex C, τ ≤0 C is the canonical truncation  p for p < 0  C ; 0 τ ≤0 C p := ker(C 0 −d→ C 1 ); for p = 0   0; for p > 0. We have the map (2.1.5.2)



∆ ◦ : ((y, m), (z, k))∆ → ((x, n), (z, k))∆ G ⊗Z ((x, n), (y, m))F − G◦F



induced by the composition in the categories (Π0C , Ω0 ) and (Π0Z∆un , Ω0 ): q1 ,... ,qm p1 ,... ,pn (h2 ⊗ (. . . g2,r . . . )) ◦ (h1 ⊗ (. . . g1,q . . . )) 1 ...rk 1 ...qm q1 ,... ,qm p1 ,... ,pn = h2 ◦ ΠC (G)(h1 ) ⊗ (. . . Σ(q1 ,... ,qm ) g2,r ◦ ΠZ∆un (G)(g1,q )...) 1 ...rk 1 ...qm



(note that the sum is ﬁnite). Similarly, the tensor products in (Π0C , Ω0 ) and (Π0Z∆un , Ω0 ) induces the tensor product (2.1.5.3)



∆ • : ((x1 , n1 ), (y1 , m1 ))∆ F1 ⊗Z ((x2 , n2 ), (y2 , m2 ))F2



− → ((x1 , x2 ), n1 + n2 ), ((y1 , y2 ), m1 + m2 ))∆ F1 +F2 by p1 ,... ,pn2



p1 ,... ,pn



(h1 ⊗ (. . . g1,q1 ...qm1 . . . )) • (h2 ⊗ (. . . g2,q ...q 1



1



m2



. . . )) p ,... ,p



p ,... ,p



1 n1 1 n2 ⊗ g2,q . . . ). = (h1 ⊗ h2 ) ⊗ (. . . g1,q  ...q  1 ...qm 1



((x, n), (y, m))∆ F



1



m2



is given by the difThe diﬀerential structure on the complex ferential in the factor τ ≤0 Hom∆Ω0 (n, m)F . Let τa,b : a + b → b + a be the symmetry (2.3.3.4) in Ω0 . The symmetry (2.1.5.4)



τ(x,a),(y,b) ∈ ((x, y, a + b), (y, x, b + a))∆ τa,b
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is given by 



τ(x,a),(y,b) = idy,x ⊗



(−1)Σi,j pi qj id([q1 ],... ,[qb ]) × id([p1 ],... ,[pa ]) .



[p1 ],... ,[pa ];[q1 ],... ,[qb ]



Let F : n → m a morphism in Ω0 , and let η : F → η · F be a 2-morphism in Ω (see §2.3.5 of Chapter I). For g ∈ Hom∆Ω0 (n, m)dF ,  ,... ,pn g= gqp11,... ,qm , p1 ,... ,pn ;q1 ,... ,qm ,... ,pn gqp11,... → ([q1 ], . . . , [qm ]), ,qm : π∆un (F )([p1 ], . . . , [pn ]) −



deﬁne η · g ∈ Hom∆Ω0 (n, m)dη·F by η·g =







,... ,pn (η · g)pq11,... ,qm ,



p1 ,... ,pn ;q1 ,... ,qm



where ,qm (η · g)qp11,... → ([q1 ], . . . , [qm ]) ,... ,pn : π∆un (η · F )([p1 ], . . . , [pn ]) −



is the map ,... ,pn p1 ,... ,pn −1 (η · g)pq11,... . ,qm = gq1 ,... ,qm ◦ ΠZ∆un (η)([p1 ], . . . , [pn ])



Similarly, for h ∈ HomC ⊗m (ΠC (F )(x), y), deﬁne η · h := h ◦ ΠC (h)(x)−1 . For a 2-morphism η : F → η · F , and for g ⊗ h ∈ ((x, n), (y, m))∆ F , we deﬁne (2.1.5.5)



η · (g ⊗ h) := (η · g) ⊗ (η · h) ∈ ((x, n), (y, m))∆ η·F .



We then deﬁne HomC ⊗,sh ((x, n), (y, m)) as the quotient complex of the sum of the complexes (2.1.5.1) (2.1.5.6)



HomC ⊗,sh ((x, n), (y, m)) := ⊕F ∈HomΩ0 (n,m) ((x, n), (y, m))∆ F / ∼,



where ∼ is the equivalence relation (g ⊗ h) ∼ η · (g ⊗ h). One checks by direct computation that the Hom-complexes (2.1.5.6), with composition (2.1.5.2), tensor product (2.1.5.3) and symmetry (2.1.5.4) deﬁnes a DG tensor category C ⊗,sh . ⊗,sh We have the inclusion functor ish deﬁned by C :C → C ish C (x) = (x, 1) ish C (f : x → y) = f ⊗ (. . . id[p] . . . ).
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2.1.6. The homotopy commutative external product. For [p], [q] ∈ ∆, have the Alex ander-Whitney map f[p],[q] := fpp,q ∪ fqp,q : [p] [q] → [p + q] (1.2.1.1),  i; if i is in [p], f[p],[q] (i) = i + p; if i is in [q]. δ 0 Let F21 : 2 → 1 be the map (I.2.3.3.5)  in Ω0 , and let  ∈ Hom∆Ω0 (2, 1)F21 be the morphism deﬁned by the product p,q f[p],[q] . One easily checks the associativity relation: δ ◦ (id1 ⊗ δ ) = δ ◦ (δ ⊗ id1 );



the relation dδ = 0 follows from the identity (1.2.1.3). For x, y in C, we let sh → (x × y, 1) x,y : (x, y, 2) −



(2.1.6.1) be the map given by



idx×y ⊗ δ ∈ ((x, y, 2), (x × y, 1))F21 . If q : C → D is a symmetric semi-monoidal functor, we have the induced functor → D⊗,sh q ⊗,sh : C ⊗,sh −



(2.1.6.2) deﬁned by



q ⊗,sh ((x1 , . . . , xn ), n) = ((q(x1 ), . . . , q(xn )), n); q ⊗,sh (g ⊗ h) = q ⊗ (g) ⊗ h. 2.1.7. Theorem. (i) Sending C to C ⊗,sh and q : C → D to q ⊗,sh : C ⊗,sh − → D⊗,sh gives a functor from tensor categories without unit to DG tensor categories without unit. (ii) There is a natural (in C) DG tensor functor cC : C ⊗,sh − → C ⊗,c with cC (sh x,y ) = x,y for all x, y in C, and with c cC ◦ ish C = iC .



(iii) The functor cC is a homotopy equivalence. Proof. We leave the elementary veriﬁcation of (i) to the reader. Let F : n → m be a map in Ω0 . The canonical map of complexes (2.1.7.1)



H 0 : τ ≤0 Hom∆Ω0 (n, m)F − → H 0 (Hom∆Ω0 (n, m)F )



is by Lemma 2.1.3.2 a quasi-isomorphism; in addition, we have the isomorphism (2.1.7.2)



→ Z. H 0 (Hom∆Ω0 (n, m)F ) −



Let ψF : τ ≤0 Hom∆Ω0 (n, m)F − →Z be the composition of the maps (2.1.7.1) and (2.1.7.2), and let



F ∈HomΩ0 (n,m)



˜ Ψ



((x, n), (y, m))∆ → F − 



HomC ⊗m (ΠC (F )(x), y)



F ∈HomΩ0 (n,m)



= Hom(Π0C ,Ω0 ) ((x, n), (y, m))
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˜ be the map Ψ((h ⊗ g)F ) = (ψF (g) · h)F , where (x)F denotes the element x in the summand indexed by F . One easily checks that, for a 2-morphism η : F → η · F in ˜ satisﬁes Ω, the map Ψ ˜ · h ⊗ η · g)η·F = η · Ψ((h ˜ Ψ(η ⊗ g)F ), ˜ descends to the map hence Ψ Ψ : HomC ⊗,sh ((x, n), (y, m)) − → HomC ⊗,c ((x, n), (y, m)). One checks directly that Ψ is compatible with the tensor structure in C ⊗,sh and C ⊗,c , giving us the functor cC . The relations in (ii) follows directly from the deﬁnitions. For (iii), we have the commutative diagram ⊕F ((x, n), (y, m))F



/ Hom(Π0 ,Ω0 ) ((x, n), (y, m)) C



 HomC ⊗,sh ((x, n), (y, m))



 / HomC ⊗,c ((x, n), (y, m)),



with the top map a quasi-isomorphism. The vertical arrows are the quotient maps induced by the equivalence relation deﬁned by the action of the 2-morphisms in Ω. As this action is given via the action of a ﬁnite group, which acts freely on the unique non-zero cohomology H 0 , the bottom map is a quasi-isomorphism as well, completing the proof. 2.2. Categorical cochain operations We now show how a functor from C to cosimplicial objects in a tensor category B gives rise to a functor from C ⊗,sh to complexes in B (see also [65]). 2.2.1. Let B be a tensor category with operation ⊗. We have the category c.s.B of cosimplicial objects of B, i.e, functors from ∆ to B. Let F : C → c.s.B be a functor. We deﬁne ccF : C → C+ (B) to be the cochain complex associated to F, i.e,  i i ccFn = F([n]) and δ n : Fn → Fn+1 is the usual alternating sum n+1 i=0 (−1) F(δn ). 2.2.2. Multiplicative structure. Let C be an additive category. We may view a functor F : C → c.s.B as a functor from C × ∆ to B. If we have two functors F1 , F2 : C → c.s.B, deﬁne F1 ⊗ F2 : C ⊗2 → c.s.B by taking the diagonal cosimplicial object associated to the functor F1  F2 : C ⊗2 × ∆2 → B F1  F2 (X1 , X2 ; [m1 ], [m2 ]) = F1 (X1 )([m1 ]) ⊗ F2 (X2 )([m2 ]) In particular, given F : C → c.s.B, we have the functor F⊗n : C ⊗n → c.s.B. Let (C, ×, a, t) be a tensor category without unit. A multiplication on F : C → c.s.B is a natural transformation µ : F⊗2 → F ◦ × which is commutative and associative, in the obvious sense. Concretely, µ is given by maps µX,Y : F(X) ⊗ F(Y ) → F(X × Y ) in c.s.B, which are natural in X and Y , and which have the evident associativity and commutativity properties. The semi-monoidal structure on C gives via (I.2.3.6.1) the functor ΠC : Ω → cat and the category of pairs (ΠC , C). The associativity and commutativity of the
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multiplication µ implies that the association (X1 , . . . , Xn ; n) → F⊗n (X1 , . . . , Xn ) (f1 : X1 → Y1 , . . . , fn : Xn → Yn ; n) → F⊗n (f1 , . . . , fn ) (F21 , idX×Y ) → µ(X, Y ) (τ1,1 , (idY , idX )) → τF(X),F(Y ) : F(X) ⊗ F(Y ) → F(Y ) ⊗ F(X) extends uniquely to a functor F⊗ : (ΠC , C) → c.s.B



(2.2.2.1)



2.2.3. The functor ccF⊗,sh . Suppose that our functor F of §2.2.1 has a multiplication µ, as in §2.2.2. We proceed to deﬁne a functor of DG tensor categories (without unit) ccF⊗,sh : C ⊗,sh → C+ (B). For an object (X1 , . . . , Xn ) of C ⊗,sh , set  ccF⊗,sh (X1 , . . . , Xn ) = ccF(X1 ) ⊗ . . . ⊗ ccF(Xn ). ,... ,pn s Let F : n → m be a morphism in Ω0 , let g = (. . . gqp11,... ,qm . . . ) be in Hom∆Ω0 (n, m)F , and let X1 , . . . , Xn be objects of C. Write ΠC (F )(X1 , . . . , Xn ) = (Y1 , . . . , Ym ), and let hi : Yi → Zi , i = 1, . . . , m, be morphisms in C. This gives us the morphism



H := (h1 ⊗ . . . ⊗ hm ) ⊗ g : (X1 , . . . , Xn ; n) → (Z1 , . . . , Zm ; m) < . We write the set in C ⊗,sh . Write F as F = (f, σ), with σ ∈ Sn and f ∈ Sn→m −1 f (j) as {aj , aj + 1, . . . , aj+1 − 1} with 1 = a1 < a2 < . . . < am < am+1 = n + 1 (recall that f is surjective and order-preserving). For positive integers c1 , . . . , cm we have the weighted sign map



sgnc1 ,... ,cm : Sm → {±1} ∼ [c1 ]  . . . [cm ] by permuting the blocks act on [Σi ci ] =



gotten by having ρ ∈ Sm [ci ] and taking the sign. We deﬁne ccF⊗,sh (H) as follows: We have



t  ccF⊗,sh (X1 , . . . , Xn ) = F(X1 )([p1 ]) ⊗ . . . ⊗ F(Xn )([pn ]). p1 ,... ,pn Σi pi =t



,... ,pn For each pair of tuples (p1 , . . . , pn ), (q1 , . . . , qm ), the map gqp11,... ,qm is a collection of ordered maps gi : [pi ] → [qF (i) ] = [qf (σ(i)) ], i = 1, . . . , n. We may then form the composition



(2.2.3.1) F(X1 )([p1 ]) ⊗ . . . ⊗ F(Xn )([pn ]) sgnp1 ,... ,pn (σ)τσ



−−−−−−−−−−−→ F(Xσ−1 (1) )([pσ−1 (1) ]) ⊗ . . . ⊗ F(Xσ−1 (n) )([pσ−1 (n) ]) F(Xσ−1 (1) )(gσ−1 (1) )⊗...⊗F(Xσ−1 (n) )(gσ−1 (n) )



−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ F(Xσ−1 (1) )([q1 ]) ⊗ . . . ⊗ F(Xσ−1 (n) )([qm ]).



466



III. SIMPLICIAL AND COSIMPLICIAL CONSTRUCTIONS



Writing out the last line, the image of the map (2.2.3.1) is the tensor product F(Xσ−1 (1) )([q1 ]) ⊗ . . . ⊗ F(Xσ−1 (a2 −1) )([q1 ]) ⊗ F(Xσ−1 (a2 ) )([q2 ]) ⊗ . . . ⊗ F(Xσ−1 (a3 −1) )([q2 ]) ⊗ .. . F(Xσ−1 (am ) )([qm ]) ⊗ . . . ⊗ F(Xσ−1 (n) )([qm ]). For each j = 1, . . . , m, the identity Yj = Xσ−1 (aj ) × . . . × Xσ−1 (aj+1 −1) determines the map φj = (idYj , Faj+1 −aj ,1 ) : (Xσ−1 (aj ) , . . . , Xσ−1 (aj+1 −1) ) → Yj in (Π0C , C). We may therefore compose (2.2.3.1) with the composition F(Xσ−1 (1) )([q1 ]) ⊗ . . . ⊗ F(Xσ−1 (n) )([qm ]) F⊗ (φ1 )⊗...⊗F⊗ (φm )



−−−−−−−−−−−−−→ F(Y1 )([q1 ]) ⊗ . . . ⊗ F(Ym )([qm ]) F(h1 )([q1 ])⊗...⊗F(hm ))([qm ])



−−−−−−−−−−−−−−−−−−−→ F(Z1 )([q1 ]) ⊗ . . . ⊗ F(Zm )([qm ]) ,... ,pn to give the map ccF⊗,sh (H)pq11,... ,qm . Taking the sum over all indices (p1 , . . . , pn ), (q1 , . . . , qm ) gives the map   ccF⊗,sh (H) : ccF⊗,sh (X1 , . . . , Xn ) → ccF⊗,sh (Z1 , . . . , Zn ) .



We extend the deﬁnition of ccF⊗,sh (H) to arbitrary morphisms H by linearity. 2.2.4. Theorem. The association  (X1 , . . . , Xn ) → ccF⊗,sh (X1 , . . . , Xn ) H → ccF⊗,sh (H) for X1 , . . . , Xn objects of C, and H a morphism in C ⊗,sh , deﬁnes a functor of DG tensor categories without unit ccF⊗,sh : C ⊗,sh → C+ (B). Proof. The proof is a straightforward veriﬁcation, which we leave to the reader; in fact the data for the DG category C ⊗,sh was chosen precisely with this result in mind.



3. Homotopy limits We conclude this chapter with a discussion of homotopy limits. We give a description of the homotopy limit of a functor with values in a DG category, for lack of a suitable reference. We then recall the Bousﬁeld-Kan construction of homotopy limits for simplicial sets [25], and relate the two constructions. 3.1. Cohomology for diagrams We give a review of some notions, constructions and results from [3, expos´e V].
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3.1.1. Cohomology over a category. Let I be a small category, giving us the category AbI of functors F : I → Ab. The category AbI is an abelian category, with kernels and cokernels given pointwise, i.e., F → F → F 



is exact if and only if F (i) → F (i) → F 



(i) is exact for all i ∈ I.  We have the exact forgetful functor AbI → I Ab; applying [3, V, Proposition 0.2], the category AbI has enough injectives. We have the DG category C(AbI ), which we identify with the category of functors to Z 0 C(Ab), and the homotopy category K(AbI ), as well as the derived category D(AbI ). Given A, B in C(AbI ) = [Z 0 C(Ab)]I , we have the complex HomI (A, B) of natural transformations f : A → B. Deﬁne the functor H 0 (I, −) : AbI → Ab to be the projective limit functor H 0 (I, F ) := lim F. ← I



Letting ZI be the constant functor with value Z, we have the identity H 0 (I, F ) = HomAbI (ZI , F ); in particular, H 0 (I, −) is left exact. We deﬁne the cohomology over I, H p (I, −) : AbI → Ab, to be the pth right-derived functor of H 0 (I, −). We then have the identity H p (I, F ) = ExtpAbI (ZI , F ) and H 0 (I, −) extends to a cohomological functor H 0 (I, −) : K(AbI ) → Ab. 3.1.2. Let F be in C(AbI ). Deﬁne the functor H p (F ) : I → Ab by H p (F )(i) := H p (F (i)). We have the spectral sequence (3.1.2.1)



E2p,q := H p (I, H q (F )) =⇒ H p+q (I, F )



which is convergent if F is in C + (AbI ), or if I has ﬁnite cohomological dimension. Thus, the cohomological functor H 0 (I, −) on K+ (AbI ) deﬁnes the cohomological functor H 0 (I, −) : D+ (AbI ) → Ab, and extends to the cohomological functor H 0 (I, −) : D(AbI ) → Ab, if I has ﬁnite cohomological dimension. 3.2. Homotopy limits in a DG category 3.2.1. Nerves. If (S, AA }} } } s AA A }}} sn ...s1 s i



of N (I i/ )([n]). Sending F (σ) to F i/ (σs) by the identity on F (in ) and summing over all s : i → j in I i/ deﬁnes the map jI∗i/ ,I\{i} :



holim F|I\{i} → holim F i/ . I i/ , n.d.



I\{i}, n.d.



We have the identity holimI F = cone(jI∗i/ ,i − jI∗i/ ,I\{i} )[−1], with the natural ∗ map holimI F → F(i) ⊕ holimI\{i}, n.d. F|I\{i} being (ji∗ , jI\{i} ). This gives us the homotopy limit distinguished triangle in Kb (A) (3.2.9.1)



∗ (ji∗ ,jI\{i} )



holim F −−−−−−→ F(i) ⊕ holim F|I\{i} I, n.d.



I\{i}, n.d.



j ∗i/ −j ∗i/



−−−−−−−−−−→ holim F i/ → holim F [1], I



,i



I



,I\{i}



I i/ , n.d.



I, n.d.



natural in F . One immediate application of (3.2.9.1) is 3.2.10. Proposition. Let I be a ﬁnite category, A a DG category, and D a localization of Kb (A). Let f : F → G be a natural transformation of functors F , G : I → Z 0 Cb (A) such that f (i) : F (i) → G(i) is an isomorphism in D for all i ∈ I. Then holim f : holim F → holim G I, n.d.



I, n.d.



I, n.d.



is an isomorphism in D. Proof. We deﬁne the dimension of a ﬁnite category J to be the maximal sn s1 . . . −→ jn in n for which there is a sequence of non-identity morphisms j0 −→ J; this is the same as the maximal n for which N (J)n.d. ([n]) is non-empty. Let N := dim I; we may assume the result for all ﬁnite J with dim J ≤ N , and with |N (J)n.d. ([N ])| < |N (I)n.d. ([N ])|. Since I is ﬁnite, there is a minimal element i with |N (I \ {i})n.d.([N ])| < |N (I)n.d. ([N ])|; we obviously have dim I i/ < dim I. The distinguished triangle (3.2.9.1) and the similar triangle with F replaced by G give distinguished triangles in D; the map f induces a map of distinguished triangles. Thus, our induction assumption together with the ﬁve lemma in the triangulated category D shows that holimI, n.d. f is an isomorphism in D. 3.3. Cohomology and homotopy limits 3.3.1. Hypercohomology. Let I be a small category, and X : I → Top a functor. ˜ of sheaves on Pulling back the site Top via X gives the site X, the category X ˆ X and the category X of presheaves on X. In particular, the sheaf category is a full subcategory of the presheaf category. We let ShAb X denote the category of sheaves of abelian groups on X; we have the constant sheaf ZX on X. The functor
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0 H 0 (X, −) from ShAb (ZX , −). We have X to Ab is deﬁned as H (X, −) := HomShAb X



as well the functor H 0 : TopI → AbI deﬁned by



H 0 (S)(i) := H 0 (X(i), S(i)), and the identity (3.3.1.1)



H 0 (I, H 0 (S)) = H 0 (X, S).



We let H0 (X, −) : D+ (ShAb X ) → Ab denote the extension of H 0 (X, −) to complexes. If I has ﬁnite cohomological dimension, and each X(i) has ﬁnite cohomological dimension, then H0 (X, −) extends to H0 (X, −) : D(ShAb X ) → Ab. The identity (3.3.1.1) gives us the following explicit complex computing the hypercohomology Hp (X, F ) for F a complex of abelian sheaves on X. We may form the Godement resolution F (i) → GF (i) of the complex F (i) for each i ∈ I. As the Godement resolution is functorial, taking pointwise global sections gives the functor GF : I → C(Ab). We may then form the homotopy limit holimI GF . In case F is bounded below, holimI GF is a representative in C+ (Ab) of the object RH 0 (X, F ) of D+ (Ab). Similarly, if each X(i) has ﬁnite cohomological dimension and I has ﬁnite cohomological dimension, then holimI GF is a representative in C(Ab) of the object RH 0 (X, F ) of D(Ab) for general F . In particular, we have the natural isomorphism H p (holim GF ) ∼ = Hp (X, F ). I



Using the representative GF , the spectral sequence (3.1.2.1) gives us the spectral sequence (3.3.1.2)



E2p,q = H p (I, [i → Hq (X(i), S(i))]) =⇒ Hp+q (X, S)



Ab for S in D+ (ShAb X ), or in D(ShX ) if the above hypotheses are satisﬁed. If I is ﬁnite, one can also apply the distinguished triangle (3.2.9.1) to the representative GF , giving the distinguished triangle in D(Ab)



(3.3.1.3) RH 0 (X, F ) → RH 0 (X(i), F (i)) ⊕ RH 0 (X|I\{i} , F|I\{i} ) → RH 0 (X i/ , F i/ ) → RH 0 (X, F )[1], for i ∈ I a minimal element. 3.4. Homotopy limits of simplicial sets 3.4.1. Homotopy limits. We recall some of the basic constructions and results of [25]. For each n = 0, 1, 2, . . . , we have the simplicial set ∆n : ∆op → Sets ∆n (−) := Hom∆ (−, [n]). Sending n to ∆n thus gives the functor ∆∗ : ∆ → s.Sets. The category of simplicial sets has the internal Hom deﬁned by Hom(X, Y ) := Homs.Sets (X × ∆∗ , Y ) : ∆op → Sets,
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that is Hom(X, Y )([n]) = Homs.Sets (X × ∆n , Y ), and similarly for morphisms. If we have two functors X, Y : I → s.Sets we may form the simplicial set HomI (X, Y ) similarly by HomI (X, Y ) := Homs.SetsI (X × (−), Y ) : ∆op → Sets. If X is a functor X : I → s.Sets, the homotopy limit of X over I is the simplicial set holimI X := HomI (N (I/−), X). This gives the functor holim : s.SetsI → s.Sets. I



The construction of §3.2.8 gives the similarly deﬁned map (3.4.1.1)



holim f ◦ ι∗ : holim X → holim Y J



I



J



given functors ι : I → J, X : I → s.Sets, and Y : J → s.Sets, and natural transformation f : X ◦ ι → Y . 3.4.2. Closed simplicial model categories. We refer the reader to [104] for the basic notions of closed model categories and closed simplicial model categories. We will not attempt to discuss these notions here; we only list the few basic concepts we will have occasion to use. There is the notion of a ﬁbrant simplicial set (see e.g., [25, VIII, §3]). A map X → Y of simplicial sets is a weak equivalence if the map on the geometric realizations |X| → |Y | induces an isomorphism on all homotopy groups. An object X of s.SetsI is deﬁned to be ﬁbrant if X(i) is ﬁbrant for all i ∈ I, and a map X → Y in s.SetsI is a weak equivalence if X(i) → Y (i) is a weak equivalence for each i ∈ I (see [25, XI, §8, proof of Proposition 8.1]). A simplicial abelian group is ﬁbrant. If S is a simplicial set, then the singular complex of the geometric realization of S, Sin(|S|), is ﬁbrant and the canonical map S → Sin(|S|) is a weak equivalence (see e.g., [25, VIII, §3]). As this construction is functorial, the canonical map S → Sin(|S|) gives a canonical ﬁbrant model for S in s.SetsI as well. If f : X → Y is a weak equivalence of ﬁbrant objects in s.SetsI , then holim f : holim X → holim Y I



I



I



is a weak equivalence of ﬁbrant objects in s.Sets (see [25, V, 5.6]). 3.4.3. Homotopy and homology. We now relate the operation holimI for simplicial sets to holimI for complexes of abelian groups. To distinguish these two, we sometimes denote the holim for complexes of abelian groups by holimAb . If I is ﬁnite and A is a DG category, we sometimes denote the holim for a functor X : I → Z 0 Cb (A) by holimA I, n.d. X. Let S be a simplicial set and T a simplicial abelian group. The Dold-Kan equivalence [39], [74], see also [95, Chapter V] of the homotopy category of simplicial abelian groups, and the homotopy category of (cohomological) complexes of abelian groups which are supported in degrees ≤ 0, gives the natural homotopy equivalence of complexes C ∗ (Hom(S, T )) ∼ τ ≤0 Hom(C ∗ (S; Z), C ∗ (T ))
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where Hom(C ∗ (S; Z), C ∗ (T )) is the internal Hom in is the canonical truncation  p  C ; 0 ≤0 p [τ C] := ker[C 0 −d→ C 1 ];   0;



the category C(Ab), and τ ≤0 if p < 0, if p = 0, if p > 0.



Since the homotopy equivalence is natural, the analogous result extends to functors S : I → s.Sets, T : I → s.Ab, i.e., there is a natural homotopy equivalence of complexes C ∗ (HomI (S, T )) ∼ τ ≤0 HomI (C ∗ (S; Z), C ∗ (T )).



(3.4.3.1)



Thus, it follows from Lemma 3.2.6 and (3.4.3.1) that we have the homotopy equivalence Ab



C ∗ (holim A) ∼ τ ≤0 holim C ∗ (A),



(3.4.3.2)



I



I



for simplicial abelian groups A, natural in A. 3.4.4. Products. Let s.Sets∗ be the category of pointed simplicial sets, and let X, Y : I → s.Sets∗ be functors. This gives us the functor X ∧ Y : I → s.Sets∗ with (X ∧ Y )(i) := X(i) ∧ Y (i). Suppose we have a “multiplication”, i.e., a natural transformation µ : X ∧ Y → Z. We give holimI X a base-point by taking the base-point in each X(i), and similarly for holimI Y and holimI Z. Deﬁne the pointed map holim µ : holim X ∧ holim Y → holim Z I



I



I



I



by sending f : N (I/−) × ∆n → X;



g : N (I/−) × ∆n → Y



to µ ◦ (f ∧ g) ◦ ιN (I/−)×∆n : N (I/−) × ∆n → Z, where ιN (I/−)×∆n : N (I/−) × ∆n → (N (I/−) × ∆n ) ∧ (N (I/−) × ∆n ) is the diagonal embedding. If µ is associative (resp. commutative), so is holimI µ. Now suppose we have functors A, B, C : I → Z 0 C∗ (Ab) (where ∗ = + or ∗ = −, and I has ﬁnite cohomological dimension if ∗ = −), and a multiplication µ : A ⊗ B → C, where (A ⊗ B)(i) := A(i) ⊗ B(i). Deﬁne the Alexander-Whitney product (3.4.4.1)



Ab



Ab



Ab



Ab



I



I



I



I



holim µ : holim(A) ⊗ holim(B) → holim(C)



as follows: We have the maps



fnn,m : [n]



n,m → [n + m] and fm : [m] → [n + m] given f1



fn+m



n,m (j) = n + j (see §1.2.1). Let σ := (i0 −→ . . . −−−→ in+m ) by fnn,m (i) = i and fm be an n + m-simplex in N (I), giving the n-simplex f1



fn



σ ◦ fnn,m := (i0 −→ . . . −→ in )
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and the m-simplex fn+1



fn+m



n,m := (in −−−→ . . . −−−→ in+m ). σ ◦ fm



Given f :=







f (τ ) ∈ A(τ );



g :=



τ ∈N ([n])



g(ρ) ∈ B(ρ),



ρ∈N ([m])



let







Ab



holim µ(f ⊗ g) := I







n,m µ(f (σ ◦ fnn,m ) ⊗ g(σ ◦ fm )).



σ∈N ([n+m])



If we have a collection of multiplications µ which are associative, the relations described in §1.2.1 show that holimAb I µ is associative; if µ is commutative (with respect to an involution on C), then holimAb I µ is commutative up to functorial homotopy. Taking µ : A ⊗ B → A ⊗ B to be the identity, we have the map Ab



Ab



Ab



Ab



I



I



I



I



holim µ : holim A ⊗ holim B → holim(A ⊗ B), which is commutative (up to homotopy) with respect to the symmetry isomorphism on A ⊗ B, and satisﬁes the obvious associativity condition. Restricting to simplices in Nn.d. (I) gives a multiplication for holimAb I, n.d. , comAb patible with the multiplication for holimI via the canonical inclusion Ab



Ab



I, n.d.



I



holim(−) → holim(−). If I is ﬁnite, A a DG tensor category, A, B, C : I → Z 0 Cb (A) functors and µ : A ⊗ B → C a multiplication, the same formula gives products A



A



A



A



I



I



I



I



holim µ : holim A ⊗ holim B → holim(C). 3.4.5. Comparison of products. Let g : [m + n] → [m] × [n] be an injective orderpreserving map. The map g determines an isomorphism  g˜ : {1, . . . , m + n} → {1, . . . , m} {1, . . . , n} by sending i to g1 (i) if g1 (i) > g1 (i − 1) and to g2 (i) if g2 (i) > g2 (i − 1); deﬁne sgn(g) to be the sign of the shuﬄe  permutation determined by g˜. We then have the triangulation of ∆m × ∆n , g sgn(g)g. Suppose we have functors A, B, C : I → s.Ab and a bilinear map µ : A×B → C. This then induces maps µ∧ : A ∧ B → C and µ⊗ : A ⊗ B → C. We have the Eilenberg-MacLane map θA,B : C ∗ (A) ⊗ C ∗ (B) → C ∗ (A ⊗ B), deﬁned by sending σp ⊗ τq (σp ∈ A([p])(i), τq ∈ B([q])(i)) to  sgn(g)A(g1 )(σp ) ⊗ B(g2 )(τq ), g=(g1 ,g2 )



where g = (g1 , g2 ) : [p + q] → [p] × [q] runs over the injective, order-preserving maps. This gives the map C ∗ (µ) := C ∗ (µ⊗ ) ◦ θA,B : C ∗ (A) ⊗ C ∗ (B) → C ∗ (C).
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The map holim(µ∧ ) : holim(A) ∧ holim(B) → holim(C) I



I



I



I



descends to the product holim(µ∧ ) : holim(A) ⊗ holim(B) → holim(C) I



I



I



I



∗



and the map C (µ) gives the product Ab



Ab



Ab



Ab



I



I



I



I



holim(C ∗ (µ)) : holim(C ∗ (A)) ⊗ holim(C ∗ (B)) → holim(C ∗ (C)). We may take complexes and apply the Eilenberg-MacLane map for holimI (µ∧ ), giving the product (hA := holimI A, hB := holimI B) C ∗ (holim(µ∧ )) ◦ θhA,hB : C ∗ (holim(A)) ⊗ C ∗ (holim(B)) → C ∗ (holim(C)). I



I



I



I



These two products are compatible, up to homotopy, via the homotopy equivalence (3.4.3.2); this follows from the fact that the Eilenberg-MacLane map and the Alexander-Whitney product (3.4.4.1) are homotopy inverses via a functorial homotopy (see [95, Chapter VI]). More precisely, let S and T be simplicial sets, A and B simplicial abelian groups. The tensor structure on the category of complexes gives the natural map Hom(C ∗ (S; Z), C ∗ (A)) ⊗ Hom(C ∗ (T ; Z), C ∗ (B)) → Hom(C ∗ (S; Z) ⊗ C ∗ (T ; Z), C ∗ (A) ⊗ C ∗ (B)). We have the Alexander-Whitney map C ∗ (S × T ; Z) → C ∗ (S; Z) ⊗ C ∗ (T ; Z)  σn × τn → S(fpp,q )(σ) ⊗ T (fqp,q )(τ ); p+q=n



σn ∈ S([n]), τn ∈ T ([n]). This gives the product Hom(C ∗ (S; Z), C ∗ (A)) ⊗ Hom(C ∗ (T ; Z), C ∗ (B)) → Hom(C ∗ (S × T ; Z), C ∗ (A) ⊗ C ∗ (B)). If S = T , we may pull-back by the diagonal, giving the product map (3.4.5.1) Hom(C ∗ (S; Z), C ∗ (A)) ⊗ Hom(C ∗ (S; Z), C ∗ (B)) → Hom(C ∗ (S; Z), C ∗ (A) ⊗ C ∗ (B)); as all the maps are natural, we have the similarly deﬁned products for functors from I to simplicial sets, resp. simplicial abelian groups. Via Lemma 3.2.6, this gives us a product for the functor holimAb I , which one checks is the product (3.4.4.1). We have as well the simplicially deﬁned product Hom(S, A) × Hom(T, B) → Hom(S × T, A × B), which descends to the product Hom(S, A) ⊗ Hom(T, B) → Hom(S × T, A ⊗ B). Taking S = T and pulling back by the diagonal gives the product Hom(S, A) ⊗ Hom(S, B) → Hom(S, A ⊗ B).
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Using the Eilenberg-MacLane map, the Alexander-Whitney map, and the homotopy equivalence (3.4.3.1), we have the product map τ ≤0 Hom(C ∗ (S; Z), C ∗ (A)) ⊗ τ ≤0 Hom(C ∗ (S; Z), C ∗ (B)) → τ ≤0 Hom(C ∗ (S; Z), C ∗ (A) ⊗ C ∗ (B)). One can then use an acyclic models argument to give a natural homotopy between this latter product and the product map (3.4.5.1). Applying this to the as Hom objects gives the desired compatibility. deﬁnitions of holimI and holimAb I
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CHAPTER IV



Canonical Models for Cohomology We review some basic material about Grothendieck sites and topoi, with the construction of the cosimplicial Godement resolution and a description of its properties being the main goal. 1. Sheaves, sites, and topoi 1.1. Grothendieck topologies We begin by recalling the notions of a Grothendieck pre-topology, a Grothendieck site, and a topos. 1.1.1. Let C be a category. A Grothendieck pre-topology on C consists of giving, for each object X of C, a collection of families of morphisms Cov(X) := {{fα : Uα → X | α ∈ A}} satisfying the following axioms: 1. If {fα : Uα → X | α ∈ A} is in Cov(X), and if Y → X is in C, then the ﬁber product Uα ×X Y exists for each α ∈ A, and the family {p2 : Uα ×X Y → Y | α ∈ A} is in Cov(Y ) 2. If {fα : Uα → X | α ∈ A} is in Cov(X), and if {gβ : Vαβ → Uα | β ∈ Bα } is in Cov(Uα ) for each α ∈ A then {fα ◦ gβ : Vαβ → X | α ∈ A, β ∈ Bα } is in Cov(X) 3. The identity map idX : X → X is in Cov(X). The elements of Cov(X) are called the covering families of X. A Grothendieck pre-topology generates a Grothendieck topology (see [4, II, Chapter 1]); as we will not need the notion of a Grothendieck topology, we omit its description, and by abuse of notation, refer to a category with a Grothendieck pre-topology as a Grothendieck site. 1.1.1.1. Examples. (i) Let X be a topological space, and let C be the category with objects the open subsets of X, and with maps U → V the inclusions U ⊂ V . For U in C, a family {iα : Uα → U } is in Cov(U ) if and only if the Uα cover U , i.e., U = ∪α Uα . This forms the site Xtop . Let Top denote the category of topological spaces, and deﬁne Cov(X) to be the set of families of maps {fα : Uα → X} which are isomorphic over X to covering families of open subsets. This forms the site Top. (ii) Let X be a scheme, and let C be the category of ´etale maps of ﬁnite type U → X (where a morphism is a commutative triangle). Deﬁne Cov(U ) to be the collection {fα : Uα → U } such that the map of underlying topological  of families  spaces α fα : α Uα → U is surjective. This deﬁnes the site X´et . Using the same 481



482



IV. CANONICAL MODELS FOR COHOMOLOGY



deﬁnition of Cov(X) for X a scheme gives the site Sch´et with underlying category the category of noetherian schemes. 1.1.2. Presheaves and sheaves. Let (C, T) be a Grothendieck site. A presheaf on C, with values in a category A, is simply a functor P : C → A; with morphisms of presheaves being natural transformations, this forms the category of presheaves on C with values in A. A presheaf P with values in Sets is a sheaf for the topology T if, for each object U of C, and each covering family {fα : Uα → U | α ∈ A} in Cov(U ), the sequence of sets



Q



P (fα )



α ∅ → P (U ) −−− −−−→







−→  P (U × U ) P (Uα )−− α U β −−−→



α



P (p1 )



P (p2 ) α,β



is exact. More generally, a presheaf P with values in a category A is a sheaf if, for each object A of A, the presheaf of sets PA , PA (X) := HomA (A, P (X)), is a sheaf for the topology T. This forms the category ShA (C,T) of sheaves on C with values in A as the full subcategory of the presheaf category. ˆ the category of sheaves We denote the category of presheaves of sets on C by C, ˜ and ι : C˜ → Cˆ the canonical inclusion. By [4, II, Th´eor`eme 3.4], ι has of sets by C, ˜ the sheaﬁﬁcation of a presheaf. the left adjoint η : Cˆ → C, ˆ denote the representing presheaf X(Y ˆ ) = For an object X of C, we let X ˜ ˜ ˆ ˜ HomC (Y, X) and let X be the sheaﬁﬁcation X := η X. Sending X to X deﬁnes the functor (1.1.2.1)



˜ σ : C → C.



1.1.3. Example. If C is a category, one can form the ﬁnest topology on C for which all the representable functors Y → HomC (Y, X) are sheaves. This is called the canonical topology on the category C. 1.2. Hypercovers 1.2.1. The coskeleton. Let CT be a Grothendieck site, U := {fα : Uα → U | α ∈ A} ˜ with ˜ U˜∗ → U, in Cov(U ). One can then form the augmented simplicial object in C,  U˜n = Uα0 ×U . . . ×U Uαn , (α0 ,... ,αn )∈An+1



and with the usual face and degeneracy maps. This generalizes to the notion of a ˜ We will give here a brief sketch of this notion; hypercover of a simplicial object of C. for more details, we refer the reader to [3, Chapter V]. For a category B, we have the category s.B of simplicial objects of B. We have the full subcategory ∆≤n of ∆ with objects [0], . . . , [n], and the category s.≤n B of n-truncated simplicial objects in B, i.e., the category of functors ∆≤nop → B. The restriction to ∆≤nop deﬁnes the functor i∗n : s.B → s.≤n B. Assuming the existence of ﬁnite projective limits in B, the functor i∗n admits the right adjoint in∗ : s.≤n B → s.B; let coskn : s.B → s.B be the composition in∗ ◦ i∗n . The identity map on i∗n (X) deﬁnes by adjunction the natural map cn : X → coskn X. ˜ and take B to be the category Now let F be an object in the sheaf category C, 



˜ ˜ ˜ C/F of maps F → F in C. A simplicial object in C/F is then just a simplicial ˜ object of C, with augmentation to F .
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We have the canonical topology on C˜ (Example 1.1.3), with covering families Covcan . ˜ is a hypercover of F if for each n = 1.2.2. Definition. An object F∗ → F of s.C/F n 0, 1, . . . , the natural map cn+1 : Fn+1 → (coskn F∗ )n+1 is in Covcan ((coskn F∗ )n+1 ). It follows from the compatibility of the functor coskn with projective limits ˜ then the ﬁber that, if F∗ → F is a hypercover of F , and if F → F is a map in C, product F ×F F∗ → F is a hypercover of F . ˜ F∗ → F and F∗ → F 1.2.3. Definition. Let f : F → F be a morphism in C, 



hypercovers. A morphism f∗ : F∗ → F∗ of hypercovers over f is a morphism in ˜ , s.C/F f∗ : F∗ → F ×F F∗ . ˜ This deﬁnes the category of hypercovers in C. Using the functor (1.1.2.1), we may deﬁne a hypercover of an object X of C ˜∗ → X ˜ is a hypercover of as an augmented simplicial object X∗ → X such that X ˜ ˜ X in C; morphisms of hypercovers of objects of C are deﬁned similarly, giving the category of hypercovers in C. 1.3. Topoi and points 1.3.1. A topos is a category which is equivalent to the category C˜ for some Grothendieck site (C, T). A morphism of topoi u : T1 → T2 is a triple consisting of functors u∗ : T1 → T2 , u∗ : T2 → T1 , and a natural isomorphism φ : HomT1 (u∗ (−), −) → HomT2 (−, u∗ (−)), with the additional requirement that the functor u∗ is left-exact, i.e., preserves ﬁnite projective limits. With the obvious notion of composition, topoi form a category. If T is a topos, one can form the site Tcan by using the canonical topology (Example 1.1.3). It is a theorem of Giraud that all sheaves of sets on Tcan are representable (see [4, IV, Theorem 1.2]). From this, one shows that a morphism of topoi u : T1 → T2 is determined by the functor u∗ : T2 → T1 , and that conversely, each functor u∗ : T2 → T1 which preserves ﬁnite projective limits and arbitrary inductive limits comes from a morphism of topoi [4, IV, Corollary 1.7]. Also, ﬁnite projective limits in a topos are representable. With its unique topology, the one-point category forms a site, and the category of sheaves on this site is the same as the category of presheaves, which in turn is equivalent to the category of sets; thus the category Sets is a topos. 1.3.2. Definition. Let T be a topos. A point of a topos T is a morphism of topoi p : Sets → T We denote the category of points of T by Point(T ). 1.3.3. A ﬁber functor on T is a functor F : T → Sets which preserves ﬁnite projective limits and arbitrary inductive limits. By §1.3.1, sending a point p of a topos T to the ﬁber functor p∗ on T deﬁnes an equivalence of the category of points of T with the opposite of the category of ﬁber functors on T .
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If p is a point of T , and X is an object (or morphism) of T , we often write Xp for p∗ (X), and φp for the ﬁber functor p∗ ; Xp is called the stalk of X at p. 1.3.4. Examples. (i) Suppose we have a topology (in the usual sense) on a set X, giving the site Xtop as in Example 1.1.1.1(i), and the category of sheaves on X, ˜ top . Let p be a point of X. Sending a sheaf P to the stalk Pp , X P (U ), Pp := lim → p∈U



˜ top → Sets. Sending a set S to the skyscraper sheaf at p deﬁnes the functor p∗ : X ˜ top ; we have the obvious adjunction with stalk S deﬁnes the functor p∗ : Sets → X isomorphism φ : HomSets (p∗ (−), −) → HomX˜top (−, p∗ (−)). The triple (p∗ , p∗ , φ) then deﬁnes the morphism of topoi ˜ top . p : Sets → X (ii) Let X be a ﬁnite type k-scheme (k a ﬁeld), and let p : Spec k¯ → X be a geometric point of X. Sending a sheaf P on X for the ´etale topology to the stalk Pp :=



lim



→ (U,u)→(X,p)



P (U ),



where (U, u) → (X, p) is an ´etale pointed map of ﬁnite type k-schemes, and sending ˜´et , p : Sets → a set S to the skyscraper sheaf at p with value S deﬁnes the point of X ˜´et X 1.3.5. Definition. Let T be a topos. We say that T has enough points if there is a set P of points of T such that a map f : P → P is an isomorphism (resp. monomorphism, resp. epimorphism) if and only if the maps fp : Pp → Pp are isomorphisms (resp. monomorphisms, resp. epimorphisms) for all p ∈ P. A set P of points of T which satisﬁes the above condition is called a conservative family of points of T . If CT is a Grothendieck site, we call a conservative family of points of C˜T a conservative family of points of CT . 1.3.6. Remarks. (i) Let P be a set of points of a topos T . The collection of morphisms p : Sets → T for p ∈ P deﬁnes the morphism of topoi  Sets → T. i: p∈P



Then P forms a conservative family of points of T if and only if the functor   p∗ : T → Sets p∈P



p∈P



is a conservative functor [4, I, 6.1.1]. (ii) Let X be a topological space. The set of points of X forms via Example 1.3.4(i) ˜ top . a conservative family of points of X (iii) Let X be a ﬁnite type k-scheme. The set of geometric points of X (maps ¯ forms via Example 1.3.4(ii) Spec k¯ → X up to k-isomorphism σ : Spec k¯ → Spec k) ˜´et . a conservative family of points of X
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1.3.7. Points, neighborhoods and pro-objects. We recall some basic facts and notions on points of a topos, their interpretation in terms of neighborhoods and pro-objects in the underlying category of a site. For reference, see [4, IV, §6.8]. Let T be a topos, p : Sets → T a point of T , φp : T → Sets the corresponding ﬁber functor. A neighborhood of p is a pair (X, u), with X an object of T , and u ∈ Xp . A morphism (X, u) → (Y, v) of neighborhoods of p is deﬁned to be a morphism f : X → Y in T such that fp (u) = v. This deﬁnes the category V (p) of neighborhoods of p, projection on the ﬁrst factor determining a functor V (p) → T . Since ﬁnite projective limits in T are representable, and the ﬁber functor φ preserves ﬁnite projective limits, it follows that ﬁnite projective limits in V (p) are representable, and the functor V (p) → T commutes with such limits. From this, it follows that the opposite category V (p)op is ﬁltering. In addition, for each object F of T , there is a canonical isomorphism (1.3.7.1)



φp (F ) = Fp ∼ =



lim



→ (X,u)∈V (p)op



F (X).



˜ and Now suppose that T = C˜ for a Grothendieck site C, let p be a point of C, ˜ p , and similarly for morphisms. We let VC (p) X an object of C. We write Xp for X be the category of pairs (X, u) with X in C, and u ∈ Xp ; morphisms are deﬁned as in V (p). The category VC (p)op is again ﬁltering, and one has the isomorphism analogous to (1.3.7.1) (1.3.7.2)



φp (F ) = Fp ∼ =



lim



→ (X,u)∈VC (p)op



F (X).



The projection on the ﬁrst factor deﬁnes the functor VC (p) → C, and thus deﬁnes a pro-object of C (a functor I → C, where I op is ﬁltering, and has a small, coﬁnal subcategory). Conversely, if f : I → C is a pro-object of C, then f deﬁnes a ﬁber functor via the formula (1.3.7.2) if and only if the following condition is satisﬁed: (1.3.7.3) Let Y be in C, {gα : Yα → Y | α ∈ A} in Cov(Y ). Given an i0 ∈ I, and a morphism f (i0 ) → Y in C, there is an i ∈ I, a morphism s : i → i0 in I, an α ∈ A, and a commutative diagram f (i)



/ Yα gα



f (s)



 f (i0 )



 /Y



in C. Sending a point p of C˜ to the corresponding pro-object of C deﬁnes a fully faithful embedding iPoint : Point(C) → Pro-C with essential image the full subcategory of pro-objects which satisfy the condition (1.3.7.3).
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1.3.8. If F is a presheaf (of sets) on C, deﬁne F (f (−)), Fp := lim → I



where f : I → C is the pro-object associated to p. We have as well the associated sheaf F˜ ; the canonical map of presheaves gives the canonical map Fp → F˜p .



(1.3.8.1)



1.3.9. Lemma. The map (1.3.8.1) is an isomorphism. Proof. Let X be in C, and let U := {fα : Uα → X} be in Cov(X). Deﬁne LF (U) by the exactness of  / / ∅ → LF (U) / α,β F (Uα ×X Uβ ). α F (Uα ) If X = f (i) for some i ∈ I, then, by the condition (1.3.7.3), there is a map t : j → i in I, an α, and a map g : f (j) → Uα with f (t) = fα ◦ g. Let LF (X) be the inductive limit of the LF (U), over the category Cov(X) (with maps being reﬁnements). From [4, II, Remarque 3.3], sending X to LF (X) deﬁnes a presheaf on C; from the remark above, it follows that the natural map Fp → LFp is an isomorphism. In addition, from [4, II, Th´eor`eme 3.4], the presheaf LLF is the sheaﬁﬁcation F˜ of F , whence the lemma. 1.3.10. Sheaves with additional structure. One can consider a somewhat more general situation, replacing sheaves of sets with sheaves in a suitable category A. Suppose for example A is deﬁned as a category of sets “with structure of type Σ”, given as the existence of certain operations satisfying certain axioms which are described as various commutative diagrams, and suppose we have a morphism of topoi u : C˜1 → C˜2 , where C1 and C2 are sites, and C˜i are the categories of sheaves of sets. As the functors u∗ and u∗ both preserve ﬁnite projective limits (in particular, products), they will preserve the structure Σ deﬁning A, and thus give functors A A A A u∗A : ShA C2 → ShC1 and u∗ : ShC1 → ShC2 , which will still be adjoint functors. For ∗ example, the functors u and u∗ extend to functors on sheaves of abelian groups, modules over a ﬁxed ring R, and sets with G-action, for a ﬁxed group G. For a ring R, we write C˜R for the category of sheaves of R-modules. 2. Canonical resolutions 2.1. The cosimplicial Godement resolution 2.1.1. Let u = (u∗ , u∗ , φ) : T1 → T2 be a morphism of topoi. The adjunction properties of u∗ and u∗ give rise to natural transformations (2.1.1.1)



α : idT1 → u∗ u∗ ;



β : u∗ u∗ → idT2 .



2.1.2. Lemma. The natural transformations (2.1.1.1) satisfy 1. (u∗ ◦ β) ◦ (α ◦ u∗ ) = id, 2. (β ◦ u∗ ) ◦ (u∗ ◦ α) = id. Proof. Let X be an object of T1 , and let A = u∗ X and B = u∗ u∗ X. We have α(u∗ X) = φA,B (idB ), β(X) = φ−1 A,X (idA ).
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By the naturality of φ, we have u∗ (β(X)) ◦ α(u∗ (X)) = u∗ (φ−1 A,X (idA )) ◦ φA,B (idB ) = φA,X (φ−1 A,X (idA )∗ (idB )) = φA,X (φ−1 A,X (idA )) = idA , which proves (1). The identity (2) is similar, and is left to the reader. Let Gn : T1 → T1 be the functor (u∗ u∗ )n+1 . For each codegeneracy map → [n − 1], i = 0, . . . , n − 1, let G(σin ) : Gn → Gn−1 be the natural transformation



σin : [n]



u∗ ◦ (u∗ u∗ )i ◦ β ◦ (u∗ u∗ )n−i−1 ◦ u∗ . For each coface map δin−1 : [n − 1] → [n], i = 0, . . . , n, let G(δin−1 ) : Gn−1 → Gn be the natural transformation (u∗ u∗ )i ◦ α ◦ (u∗ u∗ )n−i . The identities of Lemma 2.1.2 (together with the well-known presentation of ∆, see e.g. [95, Chapter 1]) imply that functors Gn and the natural transformations G(σin ) and G(δin−1 ) extend uniquely to the cosimplicial object Gu : ∆ → Funct(T1 , T1 ) in the category of functors from T1 to itself. Similarly, the natural transformation α gives the augmentation (2.1.2.1)



K1 : idT1 → Gu .



Let X be a cosimplicial object in a category C, and Y a simplicial set. If C has a ﬁnal object ∗, and if ﬁnite products over ∗ exist, we may form the cosimplicial object X Y of C deﬁned by x → X(x)Y (x) for x a morphism or an object of ∆. We have the simplicial set [0, 1] := Hom∆ (−, [1]), with maps i0 , i1 : ∗ → [0, 1] induced by the two inclusions δ00 , δ10 : [0] → [1]. Recall that a homotopy of maps of cosimplicial objects of C, f, g : X → Y , is given by a map h : X → Y [0,1] , with i∗0 h = f and i∗1 h = g. For example, we may take C to be the functor category Funct(T1 , T2 ), so we may speak of a homotopy equivalence of cosimplicial objects of Funct(T1 , T2 ). 2.1.3. Proposition. Applying u∗ to the map (2.1.2.1) induces a homotopy equivalence of cosimplicial objects in the functor category Funct(T1 , T2 ) (2.1.3.1)



K2 : u∗ → u∗ (Gu ).



Proof. Let ∆∗ be the category of order-preserving, pointed maps of the pointed (with base-point ∗) ordered sets [n]∗ := {∗ < 0 < . . . < n}, n = −1, 0, 1, . . . . The morphisms in ∆∗ are generated from ∆ by the addition of the codegeneracy maps n σ−1 : [n]∗ → [n − 1]∗,  ∗; if i = ∗, 0, n σ−1 (i) := i − 1; if i > 0.



Sending [n] to [n]∗ embeds ∆ as a subcategory of ∆∗.
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Suppose we have a category C with a ﬁnal object, and ﬁnite products over the > ﬁnal object. Let X0 − → X be an augmented cosimplicial object of C, and suppose we have an extension of X to a functor X ∗ : ∆∗ → C with X ∗([−1]∗) = X0 , and K = X ∗ ([−1]∗ I→ [0]∗). Then the map K is a homotopy equivalence (where we consider X0 as the constant cosimplicial object). Indeed, let πn : [n]∗ → [−1]∗ be the unique map; then the maps X ∗(πn ) : X([n]) → X0 give a splitting π to K. In addition, let σn,j : {∗ < 0 < . . . < n} → {∗ < 0 < . . . < n}; be the map



 σn,j (i) :=



∗; i − j;



j = 0, . . . , n + 1,



for i < j, for i ≥ j.



Letting pn,j : [n] → [1], j = 0, . . . , n + 1 be the map  0; for i < j, pn,j (i) := 1; for i ≥ j, we have Hom∆ ([n], [1]) = {pn,0 , . . . , pn,n+1 }. Then sending X([n]) to X([n])[0,1]([n]) by the map X(σn,j ) in the factor indexed by pn,j gives a homotopy of K ◦ π with idX , completing the veriﬁcation of our claim. We have the natural transformations β ◦ (u∗ u∗ )n ◦ u∗ : u∗ Gn → u∗ Gn−1 ; ∗



∗



n>0



∗



β ◦ u :u G → u . 0



The identities of Lemma 2.1.2 imply these maps give an extension of the augmented cosimplicial object (2.1.3.1) to a functor u∗ G ∗ : ∆∗ → Funct(T1 , T2 ). By the above discussion, this shows that K2 is a homotopy equivalence. ˜ Suppose that 2.1.4. Let CT be a Grothendieck site, forming the topos of sheaves C. C˜ has a conservative family of points P. Let C˜δ be the discrete topos associated to P:  C˜δ := Sets, p∈P



and let i : C˜δ → C˜



(2.1.4.1)



the morphism of topoi as in Remark 1.3.6(i). For a commutative ring R, we have the category C˜R of sheaves of R-modules on δ C, and the category C˜R of sheaves (or presheaves) of R-modules on P. The functors ∗ i∗ and i induce adjoint functors i∗ : C˜δ → C˜R ; i∗ : C˜R → C˜δ . R



R



We let CˆR denote the category of presheaves of R-modules on C. We recall that a map f : S → T of simplicial sets is a weak equivalence if the map |f | : |S| → |T | on the geometric realizations induced by f gives an isomorphism on the homotopy groups (see [25] for details). We call a map f : S → T of cosimplicial
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R-modules a weak equivalence if f induces a quasi-isomorphism on the associated complexes of R-modules. 2.1.5. Lemma. (i) The functor i∗ (both for sheaves of sets, and for sheaves of Rmodules) is left exact and preserves epimorphisms; the same holds as well for the compositions i∗ ˜ ι ˆ C˜δ −→ C− → C, ι δ i∗ ˜ C˜R −→ CR − → CˆR .



(ii) Let X∗ → X be an augmented simplicial object of C˜ such that (X∗ )p → Xp is δ a weak equivalence of simplicial sets for each p ∈ P. Then, for each object S of CR , the natural map of cosimplicial R-modules HomC˜(X, i∗ S) → HomC˜(X∗ , i∗ S) is a weak equivalence, where we make HomC˜(−, i∗ S) a functor to ModR via the R-module structure on i∗ S. ˜ Then, for each S in C˜δ , the induced (iii) Let F1 → F2 be a monomorphism in C. map of sets HomC˜(F2 , i∗ S) → HomC˜(F1 , i∗ S) is a surjection. Proof. (i) The same proof works for sheaves of sets, and sheaves of R-modules; to ﬁx ideas, we work with sheaves of sets. Both i∗ and ι, being right adjoints, preserve projective limits. As ι has the left adjoint η (the sheaﬁﬁcation functor), and the natural map E → ηιE is an isomorphism for all sheaves E, it suﬃces to show that ιi∗ preserves epimorphisms. ˜ of the representing presheaf For an object X of C, we have the sheaﬁﬁcation X ˆ ˆ X, X(Y ) = HomC (Y, X). By the Yoneda lemma, for each presheaf S, we have the ˆ S) ∼ natural isomorphism HomCˆ(X, = S(X). Now suppose we have a surjection S1 → S2 in C˜δ . Then we have isomorphisms ˆ ιi∗ Si ) (i∗ Si )(X) ∼ = HomCˆ(X, ∼ Hom ˜δ (i∗ X, ˜ Si ) = C



On the other hand, if S is a set, the functor HomSets (S, −) sends surjections to surjections, hence the map (i∗ S1 )(X) → (i∗ S2 )(X) is surjective for all X, proving (i). For (ii), we have (2.1.5.1)



HomC˜(X∗ , i∗ S) ∼ = HomC˜δ (i∗ X∗ , S)  = HomSets ((X∗ )p , S(p)), p∈P



and similarly for HomC˜(X, i∗ S). Now, if f : A → B is a weak equivalence of simplicial sets, the induced map on the simplicial R-modules freely generated by A and B, Rf : RA → RB, is a weak equivalence of simplicial R-modules, hence, as the homotopy groups of a simplicial R-module are the same as the homology of the associated complex [95, Chapter V], the map of associated complexes of free R-modules, Rf ∗ : RA∗ → RB ∗ , is a quasi-isomorphism. For an R-module M , we have the isomorphisms of cosimplicial R-modules HomSets (A, M ) ∼ = HomModR (RA, M );



HomSets (B, M ) ∼ = HomModR (RB, M ),
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hence, by the universal coeﬃcient theorem, the map of cosimplicial R-modules HomSets (B, M ) → HomSets (A, M ) is a weak equivalence. Applying these remarks to the augmentation (X∗ )p → Xp , we see that HomSets ((X∗ )p , S(p)) → HomSets (Xp , S(p)) is a weak equivalence for all p ∈ P. Since taking products is an exact functor in ModR , the identity (2.1.5.1) implies that HomC˜(X, i∗ S) → HomC˜(X∗ , i∗ S) is a weak equivalence, proving (ii). For (iii), we have the natural isomorphisms HomC˜(Fj , i∗ S) ∼ = HomC˜δ (i∗ Fj , S);



j = 1, 2.



As the functor i∗ is exact, the map i∗ F1 → i∗ F2 is a monomorphism in C˜δ . As monomorphisms in Sets are split, the map HomC˜δ (i∗ F2 , S) → HomC˜δ (i∗ F1 , S) is surjective. 2.2. Cohomology and cohomology with support We describe how the Godement resolution gives a computation of sheaf cohomology. 2.2.1. We suppose that C˜ has a conservative family of points P, as in §2.1.4, giving ˜ and the Godement resolution G : C˜ → the morphism of topoi (2.1.4.1) i : C˜δ → C, ˜ c.s.C/C. Let R be a commutative ring. The functor G then extends to the functor (2.2.1.1)



GR : C˜R → c.s.C˜R /C˜R .



For F in C˜R , we let F → G∗R F be the augmented cochain complex associated to the augmented cosimplicial object F → GR F . This deﬁnes the functor (2.2.1.2)



G∗R : C˜R → C+ (C˜R ).



For F ∗ in C(C˜R ), we have the presheaf X → H p (F ∗ (X)) on C; taking the associated sheaf deﬁnes the cohomology sheaves Hp (F ∗ ). A map f : F1∗ → F2∗ is a quasi-isomorphism if f induces an isomorphism on the cohomology sheaves Hp (Fj∗ ) for all p. Form the derived category D∗ (C˜R ) (∗ a boundedness condition) by localizing the homotopy category K∗ (C˜R ) with respect to quasi-isomorphisms. For an object X of C, we have the functor Γ(X, −) : C˜R → ModR Γ(X, F ) := F (X). This extends to the derived functor RΓ(X, −) : D+ (C˜R ) → D+ (ModR ). ∗ ˜ Since the restriction functor i∗X : C˜R → (C/X) R is exact, the cohomology H (X, F|X ) is given by the cohomology of RΓ(X, F ).
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2.2.2. Lemma. (i) The augmentation id → G∗R induces a natural isomorphism id ∼ = H0 (G∗R ). (ii) For all p > 0, Hp (G∗R (−)) = 0. (iii) Let f : X → Y be a map in C. Then, for all p > 0, n ≥ 0, H p (Y, f∗ GnR (−)|X ) = 0. (iv) Let f : X → Y be a morphism in C. Let P be a projective R-module, P˜ the associated constant sheaf on C, giving us the Hom-sheaf Hom(P˜|Y , f∗ GnR (−)|X ) on Y . Then H p (Y, Hom(P˜|Y , f∗ GnR (−)|X )) = 0 for all p > 0, and the natural map Hom(P˜|Y , f∗ GnR (−)|X ) → H 0 (Y, Hom(P˜|Y , f∗ GnR (−)|X )) is an isomorphism. Proof. To prove (i) and (ii), it follows from the exactness of the functor δ ˜ i : CR → C˜R , and the fact that P is a conservative family, that H0 (G∗R (F )) ∼ =F p ∗ (resp. H (GR F ) = 0) if and only if H0 (i∗ G∗R (F )) ∼ = i∗ F (resp. Hp (i∗ G∗R F ) = 0). These latter two properties follow from Proposition 2.1.3. For (iii), it follows from [3, V, Th´eor`eme 7.4.1] that, for a sheaf F on X with values in ModR , the cohomology H p (X, F ) can be computed as the inductive limit of the cohomologies H p (F (X∗ )∗ ), where X∗ → X runs over hypercovers of X, where F (X∗ )∗ is the cohomological complex associated to the cosimplicial object in A: ∗



n → F (Xn ), and the inductive limit is taken over the category of hypercovers of X. By [3, V, Th´eor`eme 7.3.2(3)], a hypercover S∗ → S in Sets is a weak equivalence. In addition, if u : T1 → T2 is a map of topoi, and F∗ → F is a hypercover in T2 , then u∗ F∗ → u∗ F is a hypercover in T1 . Thus, from Lemma 2.1.5, if X∗ → X is a hypercover of an object X in C, and F is a sheaf on C with values in ModR , the map ˜ GnF (F )) → Hom ˜(X ˜ ∗ , GnR (F )) = GnR (F )(X∗ ) GnR (F )(X) = HomC˜(X, C is a weak equivalence. By the Dold-Kan equivalence of the homotopy category of simplicial abelian groups with the homotopy category of complexes of abelian groups [39], [74] this implies that GnR (X∗ )∗ has no higher cohomology and the map GnR (F )(X) → H 0 (GnR (F )(X∗ )∗ ) is an isomorphism. Taking the limit over hypercovers of X, we see that H p (X, GnR (F )|X ) = 0 for all p > 0. If now f : X → Y is a map in C, and U → Y is an open for the topology on C, it follows from the previous paragraph that H p (X ×Y U, GnR (F )) = 0 for all p > 0. In particular, the sheaﬁﬁcation Rq f∗ GnR (F )|X of the presheaf (U → Y ) → H q (X ×Y U, GnR (F )) is zero for all q > 0. Thus, the local to global spectral sequence E2p,q := H p (Y, Rq f∗ GnR (F )|X ) =⇒ H p+q (X, GnR (F )|X ) degenerates at E2 , and gives the isomorphism H p (Y, f∗ Gn (F )|X ) ∼ = H p (X, Gn (F )|X ). R p



R



(X, GnR (F )|X )



As we have already seen that H = 0 for all p > 0, this proves (iii). ˜ For (iv), let PY denote the sheaﬁﬁcation (on Y ) of the constant presheaf P . We have the local to global spectral sequence E2p,q := H p (Y, Extq (P˜Y , f∗ GnR (F ))) =⇒ Extp+q (P˜ , f∗ GnR (−)),
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where Extq (P˜Y , f∗ GnR (F )) is the sheaﬁﬁcation of the presheaf U → ExtqR (P, f∗ GnR (F )(U )). Since P is projective, this spectral sequence degenerates at E2 , and thus gives the isomorphism Hom(P˜Y , f∗ GnR (−)) → H 0 (Y, Hom(P˜Y , f∗ GnR (F ))). We extend P˜Y to the constant sheaf P˜ on C. Since we have P˜p = P for all p ∈ P (Lemma 1.3.9), we have the identity Hom(P˜ , F )p = HomR (P, Fp ) for all sheaves of R-modules F on C. Thus Hom(P˜Y , f∗ Gn (F )) ∼ = f∗ Gn Hom(P˜ , F ), R



R



hence the cohomology vanishing follows from (iii). Let X be in C, and j : U → X a monomorphism in C. We write W := X \ U as a formal symbol, in analogy with the case in which j : U → X is the inclusion of a subset U of a topological space X. If F is a sheaf of R-modules on X, one deﬁnes the cohomology of F with support in W as the cohomology of the cone  j∗ p (X, F ) := H p (cone RΓ(X, F ) −→ RΓ(U, F ) [−1]). HW Suppose we have, for each X in C, a monomorphism jX : UX → X, such that, for each morphism f : X → Y in C, the composition f ◦jX factors through jY : UY → Y . Since jY is a monomorphism, there is a unique morphism fU : UX → UY making the diagram UX fU



jX



f







UY



/X



jY



 /Y



commute. This gives us functor j∗ j ∗ : C˜R → C˜R deﬁned by ∗ j∗ j ∗ F|X = jX∗ jX (F|X ).



We have as well the natural map ρ(F ) : F → j∗ j ∗ F . For a sheaf of R-modules F ∗ ∗ on C, let GW R (F ) be deﬁned as the kernel of ρ(GR (F ) ). 2.2.3. Lemma. Let X be in C, F in C˜R . ∗ (i) The map jX : GR (F )∗ (X) → GR (F )∗ (UX ) is degree-wise surjective. (ii) The sequence j∗



X ∗ ∗ ∗ GW R (F ) (X) → GR (F ) (X) −→ GR (F ) (UX )



canonically extends to a distinguished triangle in D+ (ModR ), isomorphic to the sequence j∗



X ∗ ∗ cone(jX )[−1] → RΓ(X, F ) −→ RΓ(UX , F ) → cone(jX ).



Proof. By Lemma 2.2.2, there is a natural isomorphism in D+ (ModR ), GR (F )∗ (X) → RΓ(X, F ), so (ii) follows from (i). The assertion (i) follows from Lemma 2.1.5.
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2.2.4. Remark. The analogous result holds for a collection of projective systems i → jX (i) : UX (i) → X of monomorphisms to X (functorial in X), by deﬁning j∗



X ∗ ∗ ∗ GW R (F ) (X) → GR (F ) (X) −→ GR (F ) (UX )



to be the inductive limit of the sequences W (i)



GR



jX (i)∗



(F )∗ (X) → GR (F )∗ (X) −−−−→ GR (F )∗ (UX (i)).



2.3. Multiplicative structure 2.3.1. We now assume that the category C has a ﬁnal object ∗, and that products over ∗ exist, giving the functor × : C × C → C. This gives C the structure of a symmetric monoidal category, with unit ∗. It follows from the axioms for covers that the topology on X × Y is ﬁner than the product topology, for each pair of objects X, Y of C. The category C˜ has the ﬁnal object e, the sheaﬁﬁcation of the constant presheaf ˜ the product over e with value the one-point set. As projective limits exist in C, 



˜ Explicitly, (F × F )(X) = F (X) × F (X). We deﬁnes the operation × : C˜ × C˜ → C. have the similarly deﬁned product in the presheaf category. 2.3.2. Lemma. Let X and Y be objects of C. There is a natural isomorphism ˜ × Y˜ ∼ X ×Y. =X Proof. By the universal property of the product over ∗, we have the natural ˆ × Yˆ ∼  isomorphism X × Y . As sheaﬁﬁcation is compatible with products, this =X ˜ gives the isomorphism X × Y˜ ∼ ×Y. =X 2.3.3. Multiplication of sheaves. We let C × C be the site with underlying category C × C, and with the product pre-topology: Cov((X, Y )) = (fα ,gβ )



{{(Uα , Vβ ) −−−−→ (X, Y )} | {Uα → X} ∈ Cov(X), {Vβ → Y } ∈ Cov(Y )} If we have sheaves F and F on C, we form the sheaf p∗1 F × p∗2 F on C × C with p∗1 F × p∗2 F ((X, Y )) = F (X) × F (Y ). If F 



is a third sheaf, a multiplication is a natural transformation µ : p∗1 F × p∗2 F → F 



◦ ×, i.e., a collection of maps µX,Y : F (X) × F (Y ) → F 



(X × Y ) which is natural with respect to pairs of maps (f, g) : (X, Y ) → (X , Y ). If F = F = F 



, we have the notion of an associative, or commutative multiplication (see §1.2.2). 2.3.4. Lemma. Let µ : p∗1 F × p∗2 F → F 



◦ × be a multiplication. Then there is a multiplication G0 µ : p∗1 i∗ i∗ F × p∗2 i∗ i∗ F → i∗ i∗ F 



◦ ×
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which is compatible with µ via the natural transformation α, i.e., the diagram p∗1 i∗ i∗ F × p∗2 i∗ i∗ F 



O



G0 µ



/ i∗ i∗ F 



◦ × O



∗ p∗ 1 α×p2 α



(2.3.4.1)



α◦×



p∗1 F × p∗2 F 



/ F 



◦ ×



µ



commutes. In addition, G1 µ := G0 G0 µ is compatible with σ0 := i∗ βi∗ , i.e., the diagram p∗1 G1 F × p∗2 G1 F 



(2.3.4.2)



G1 µ



/ G1 F 



◦ ×



∗ p∗ 1 σ0 ×p2 σ0



 p∗1 F × p∗2 F 







σ0 ◦×



/ F 



◦ ×



µ



commutes. ˜ Using the fact that i∗ Proof. Let X and Y be in C, and take F and F in C. preserves ﬁnite projective limits, together with Lemma 2.3.2, we have the natural isomorphisms ˜ i∗ i∗ F ) × Hom ˜(Y˜ , i∗ i∗ F ) i∗ i∗ F (X) × i∗ i∗ F (Y ) ∼ = HomC˜(X, C ∗ ˜ ∗ ∼ = HomC˜δ (i X, i F ) × HomC˜δ (i∗ Y˜ , i∗ F ) (2.3.4.3)   ˜ q , Fq ) × HomSets (X HomSets (Y˜q , Fq ), = q∈P



q∈P



× Y , i∗ i∗ F 



) i∗ i∗ (F 



)(X × Y ) ∼ = HomC˜(X ∼ × Y , i∗ F 



) = HomC˜δ (i∗ X ∼ ˜ × i∗ Y˜ , i∗ F 



)) = HomC˜δ (i∗ X  ˜ p × Y˜p , F 



). = HomSets (X p



(2.3.4.4)



p∈P



Let p be in P, and let Up : Ip → C be the corresponding pro-object of C as described in §1.3.7. Take ˜ p × Y˜p , (¯ s, t¯) ∈ X and (f, g) ∈







˜ q , Fq ) × HomSets (X



q∈P







HomSets (Y˜q , Fq ).



q∈P



s, t¯), giving Taking the p-component (fp , gp ) of f and g, we may evaluate at (¯ 



˜ ˜ s), gp (t¯)) ∈ Fp × Fp . Since Xp and Yp are given as the inductive limits (fp (¯ ˜ p = lim X(U ˜ p (j)); X → j∈Ip



Y˜ (Up (j)), Y˜p = lim → j∈Ip



we may lift (¯ s, t¯) to ˜ p (j)) × Y˜ (Up (j)) = X (s, t) ∈ X(U × Y (Up (j)).
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Increasing j if necessary, this gives the lifting of (fp (¯ s), gp (t¯)) to (fp (¯ s), gp (t¯)) ∈ F (Up (j)) × F (Up (j)) = (p∗1 F × p∗2 F )(Up (j) × Up (j)). Composing with µUp (j),Up (j) , and pulling back by the diagonal ∆Up (j) : Up (j) → Up (j) × Up (j) gives (2.3.4.5)



(F 



(∆Up (j) ) ◦ µUp (j),Up (j) )((fp (¯ s), gp (t¯))) ∈ F 



(Up (j)).



We then deﬁne µp (fp (¯ s), gp (t¯)) in Fp



to be the image of (2.3.4.5) in Fp



. It is easy to check that µp (fp (¯ s), gp (t¯)) is independent of the choices made; taking the product over all p ∈ P gives the map     ˜ q , Fq ) × ˜ p × Y˜p , Fp



). µp : HomSets (X HomSets (Y˜q , Fq ) → HomSets (X p



q∈P



q∈P



p∈P



 It is easy to check that p µp is natural in X and Y , giving via the isomorphisms (2.3.4.3) and (2.3.4.4) the desired multiplication G0 µ : p∗1 i∗ i∗ F × p∗2 i∗ i∗ F → i∗ i∗ F 



◦ ×. To check the commutativity of the diagram (2.3.4.1), take ˜ F ); s ∈ F (X) = HomC˜(X,



t ∈ F (Y ) = HomC˜(Y˜ , F ).



˜ ), fY ∈ Y˜ (U ) be the images of f under the For f ∈ X × Y (U ), let fX ∈ X(U ˜ × Y (U × U ); projections X × Y → X and X × Y → Y˜ . This gives fX × fY ∈ X ∗ then ∆U (fX × fY ) = f ∈ X × Y (U ). From this, it follows that µX,Y (s, t)(f ) = ∆∗U (µU,U (s(U )(fX ), t(U )(fY ))). In addition, if S is a sheaf, and v ∈ S(V ) for some object V of C, then the section α(v) ∈ i∗ i∗ S(V ) is given, via the isomorphism  HomSets (V˜p , Sp ), i∗ i∗ S(V ) ∼ = p∈P



as the product over p of the system of induced maps i → vp (i) : V˜ (Up (i)) → S(Up (i)). Putting these two identiﬁcations together gives the commutativity of the diagram (2.3.4.1). To check  the commutativity of the diagram (2.3.4.2), ﬁrst let S be a sheaf on C δ , S = p∈P Sp . Then i∗ i∗ S =



 q∈P



(i∗ i∗ S)q .
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The natural transformation β is given by the sequence of identiﬁcations and natural maps i S(Uq (j)) (i∗ i∗ S)q = lim → ∗ j∈Iq



= lim →







HomSets (U q (j)p , Sp )



j∈Iq p∈P



→ lim HomSets (U q (j)q , Sq ) → j∈Iq



U = lim HomSets (lim q (j)(Uq (i)), Sq ) → → j∈Iq



i∈Iq



→ lim HomSets (lim HomC (Uq (i), Uq (j)), Sq ) → → j∈Iq



i∈Iq



HomSets ( = lim → j∈Iq



lim



→ i→j∈Iq /j



HomC (Uq (i), Uq (j)), Sq )



ev i→j



−−−−→ Sq , where the map ev i→j is the map which evaluates an element in the HomSets at the map Uq (i) → Uq (j) induced by the structure map i → j. Using this identiﬁcation of β, the commutativity of (2.3.4.2) follows by a sequence of identiﬁcations similar to the proof of the commutativity of (2.3.4.1). 2.3.5. Proposition. Let F , F and F 



be sheaves on C, with a multiplication µ : p∗1 F × p∗2 F → F 



◦ ×. Then there is a multiplication of cosimplicial sheaves Gµ : p∗1 G(F ) × p∗2 G(F ) → G(F 



) ◦ × which is natural in µ, and is compatible with µ via the augmentations p∗1 α × p∗2 α : p∗1 F × p∗2 F → p∗1 G(F ) × p∗2 G(F ), α : F 



→ GF 



. If F = F = F 



, and µ is associative and commutative, then Gµ is also associative and commutative. Proof. The multiplication Gµ on the cosimplices of degree n is gotten by iterating the transformation µ → G0 µ of Lemma 2.3.4 n times. That this deﬁnes a map of cosimplicial sets follows directly from the commutative diagrams in Lemma 2.3.4. The commutativity and associativity of Gµ follow easily from the explicit description of G0 µ. 2.3.6. If F and G are in C˜R , we form the sheaf p∗1 F ⊗R p∗2 G on C × C by taking the sheaﬁﬁcation of the presheaf (X, Y ) → F (X) ⊗R G(Y ). This extends to the operation p∗1 (−) ⊗R p∗2 (−) : C+ (C˜R ) ⊗ C+ (C˜R ) → C+ (C × C R ). Given sheaves of R-modules F , F and F 



, a multiplication is a map µ : p∗1 F ⊗R → F 



◦ ×; we have the similar notion for complexes of sheaves. We have the following analog of Proposition 2.3.5. p∗2 F 



2.3.7. Proposition. Let F , F and F 



be sheaves of R-modules on C, (resp., complexes of sheaves of R-modules) with a multiplication µ : p∗1 F ⊗R p∗2 F → F 



◦×.
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There is a multiplication of cosimplicial sheaves of R-modules, (resp. cosimplicial C(ModR )-valued sheaves) G⊗ µ : p∗1 G(F ) ⊗R p∗2 G(F ) → G(F 



) ◦ × which is natural in µ, and is compatible with µ via the augmentations p∗1 α ⊗R p∗2 α : p∗1 F ⊗R p∗2 F → p∗1 G(F ) ⊗R p∗2 G(F ), α ◦ × : F 



◦ × → GF 



◦ ×. If F = F = F 



, and µ is associative and commutative, then G⊗ µ is also associative and commutative. Proof. The case of complexes of sheaves of R-modules follows directly from case of sheaves of R-modules. In this case, the multiplication of sheaves of Rmodules determines the multiplication µ0 : p∗1 F × p∗2 F → F 



◦ × of sheaves of sets by composing µ with the natural transformation ⊗F,F  . One sees directly from the deﬁnition of the multiplication Gµ that, if F F and F 



are sheaves of R-modules, then the multiplications Gn µ0 are R-bilinear, giving the multiplications Gn⊗ µ : p∗1 Gn (F ) ⊗R p∗2 Gn (F ) → Gn (F 



) ◦ × by the universal mapping property of ⊗R . That the maps Gn⊗ µ deﬁne a map of augmented cosimplicial objects follows from Proposition 2.3.5 and the uniqueness in the universal mapping property of ⊗R . The remainder of the assertions follow from Proposition 2.3.5 and the commutativity and associativity properties of the natural transformation ⊗∗∗ . 2.4. Flatness Fix a commutative ring R, and a Grothendieck site C. We call a sheaf of R-modules F ﬂat if the functor (−) ⊗R F : C˜R → C˜R is exact; we call a complex C ∗ of sheaves of R-modules ﬂat if C n is ﬂat for each n. We proceed to give a criterion for the Godement resolution of a ﬂat sheaf to be ﬂat. ˜ F and F in C˜R . Then (F ⊗R F )p is canonically 2.4.1. Lemma. Let p be a point of C, isomorphic to the R-module Fp ⊗R Fp . Proof. The sheaf F ⊗R F is the sheaf associated to the presheaf X → F (X) ⊗R F (X). Let f : I → C be the pro-object corresponding to the point p (see §1.3.7). Then, by Lemma 1.3.9, we have the canonical isomorphism lim F (f (i)) ⊗R F (f (i)) ∼ = (F ⊗R F )p . → i∈I



As Fp = lim F (f (i)); → i∈I



Fp = lim F (f (i)), → i∈I



and as tensor products commute with ﬁltered inductive limits, we have the canonical isomorphism Fp ⊗R Fp ∼ = (F ⊗R F )p . 2.4.2. Lemma. Suppose that C˜ has a conservative family of points P. Then a sheaf F of R-modules is ﬂat if and only if Fp is a ﬂat R-module for all p ∈ P.
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Proof. Let i : C˜ δ :=







Sets → C˜



p∈P



be the morphism of topoi associated to the family of points P (§2.1.4), giving us the functor  i∗ : C˜R → ModR , p∈P ∗



and the right adjoint to i , i∗ :







ModR → C˜R .



p∈P



If Fp is ﬂat for all p ∈ P, then, as i∗ is conservative, it follows from Lemma 2.4.1  that F is ﬂat. For the converse, let X be in C, and S = p Sp an object of C˜ δ . For X in C, we have ∼ Hom ˜ (X, ˜ i∗ S) i∗ S(X) = C



∼ ˜ S) = HomC˜ δ (i∗ X,  ˜ p , Sp ). = HomSets (X p



Thus, if we take Sq to be the one-point set for all q = p, we have ˜ p , Sp ). (2.4.2.1) i∗ S(X) = HomSets (X If now F is ﬂat, take an injective map of R-modules 0 → N → M , and let 0 → Nδ → Mδ be the sequence of objects of C˜ δ which is the sequence 0 → N → M at p, and zero at all q = p. Then, as i∗ is left-exact, we have the exact sequence in C˜R , 0 → i∗ N δ → i∗ M δ , from which we have the exact sequence of R-modules 0 → (i∗ N δ )p ⊗R Fp → (i∗ M δ )p ⊗R Fp , using the ﬂatness of F and Lemma 2.4.1. Let f : I → C be the pro-object associated to the point p. This gives us the (i)p . Let pro-object fp : I → Sets by fp (i) := f T := lim f . ← p I



Since I is ﬁltering, T is non-empty, indeed, for each i ∈ I, the category of objects over i is non-empty. The collection of maps f (j) → f (i) for j → i a map in I thus gives a canonical element in f (i)p , natural in i. (i) , N ) Pick an element t ∈ T . From (2.4.2.1), the projection of HomSets (f p



onto the factor N corresponding to the image of t in f (i)p deﬁnes a splitting to the δ natural map N → (i∗ N )p , and similarly for M . Thus, the sequence 0→N →M



is a direct summand of the sequence 0 → (i∗ N δ )p → (i∗ M δ )p ,
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from which it follows that 0 → N ⊗R Fp → M ⊗R Fp is injective, i.e., that Fp is a ﬂat R-module. ˜ and let F be 2.4.3. Proposition. Let P be a conservative family of points for C, a ﬂat sheaf of R-modules on C. Suppose that R satisﬁes the following property: A product of ﬂat R module is ﬂat. Then for each n, and each X in C, Gn F (X) is a ﬂat R-module. In addition the sheaf Gn F is a ﬂat sheaf on C. Proof. As a ﬁltered inductive limit of ﬂat R-modules is ﬂat, the second assertion follows from the ﬁrst, Lemma 2.4.2, and the description of the stalks of a sheaf as an inductive limit. For the ﬁrst assertion, by the inductive nature of the deﬁnition of the sheaves Gn F , it suﬃces to prove the case n = 0. We have the canonical isomorphism, as in the proof of Lemma 2.4.2,  ˜ p , Fp ) HomSets (X G0 F (X) := i∗ i∗ F (X) ∼ = p∈P



 



∼ =



Fp .



p∈P x∈Xp



By Lemma 2.4.2, each Fp is a ﬂat R-module, so the ﬂatness of G0 F (X) results from our hypothesis on R. 2.4.4. Remark. If R is noetherian, then the hypothesis on R in Proposition 2.4.3 is satisﬁed. Indeed, let {Mα | α ∈ A} be a set of ﬂat R-modules, and let M :=  α∈A Mα . Then M is ﬂat. Proof. It suﬃces to check that the functor − ⊗R M is exact on the full subcategory of ﬁnitely generated R modules. Let Ra → Rb → N → 0 be a presentation of a ﬁnitely generated R-module N , with a and b ﬁnite. We have the canonical isomorphism s   R s ⊗R M ∼ Mα = i=1 α



∼ =



s 



Mα



α i=1



∼ =







R s ⊗R Mα



α



for all ﬁnite s, giving the presentation   R a ⊗R Mα → R b ⊗R Mα → N ⊗R M → 0 α



α



of N ⊗R M . Thus we have the natural isomorphism  N ⊗ Mα . N ⊗R M ∼ = α



The result follows from the fact that the operation of taking products is exact in ModR .
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