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R´ esum´ e La description des ressources web par des m´eta-donn´ees compr´ehensibles par les machines est l’un des fondements du Web S´emantique. Resource Description Framework (RDF) est le language pour d´ecrire et ´echanger les connaissances du Web S´emantique. Comme ces donn´ees deviennent de plus en plus courantes, les techniques permettant de manipuler et d’explorer ces informations deviennent n´ecessaires. Cependant, la manipulation des donn´ees RDF est orient´ee “triple”. Ce type de repr´esentation est moins intuitif et plus difficile `a prendre en main que l’approche orient´ee objet. Notre objectif ´etait donc de r´econcilier les deux paradigmes en d´eveloppant une interface de programmation (API) permettant d’exposer les donn´ees RDF sous forme d’objet. ActiveRDF est une API dynamique de haut niveau qui abstrait l’acc`es `a diff´erents types de base de donn´ees RDF. Cette interface propose un acc`es aux donn´ees RDF sous la forme d’objets en utilisant la terminologie du domaine. Afin de pouvoir naviguer `a travers les donn´ees RDF et pour chercher une information, nous proposons Faceteer, une technique de navigation par facettes pour donn´ees semi-structur´ees. Cette technique ´etend les possibilit´es de navigation par rapport aux techniques existantes. Elle permet de construire visuellement et facilement des requˆetes tr`es complexes. L’interface de navigation est g´en´er´ee automatiquement pour des donn´ees RDF arbitraires. Un ensemble de mesures nous permet d’ordonner les facettes du navigateur afin d’am´eliorer la navigabilit´e. Les r´esultats de nos recherches sur ActiveRDF et Faceteer permettent un gain de temps substantiel dans la manipulation et l’exploration des donn´ees RDF pour les utilisateurs du Web S´emantique.
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Chapter 1



Introduction The final year internship took place in DERI Galway (Digital Enterprise Research Institute) in Ireland from January to June 2006 to close my engineering studies. DERI is a research institute working on the Semantic Web, an emerging technology that extends the current Web in a way that it can be processed by computers. This professional experience allowed me to apply the engineering skills acquired during my training at EPITA, a French computer science engineering school, in a real environment. This internship was also an initiation to the research on two scientific projects and has resulted in three scientific publications.



1.1 1.1.1



Objectives Initial objectives



Concerning this internship, a personal purpose was to obtain an introduction to the research for discovering what kind of work is performed in a research and development environment. The initial objectives of the internship were to implement a web-based version of SemperWiki [63], the prototype of my supervisor’s PhD thesis project. SemperWiki is a Semantic Personal Wiki that can be used as a Personal Knowledge Management tool [67]. SemperWiki is similar to a notebook where notes can be semantically annotated. These semantic annotations help to organise, find and retrieve information. SemperWiki is still in research and some of its functionality can be improved as explained below: Finding: The associative browsing could be improved by adding unsupervised learning techniques to categorise information. Knowledge reuse: SemperWiki does not allow the composition of knowledge sources and the reuse of the terminology could be improved. Collaboration: SemperWiki does not enable the collaboration between users and the application is not cross-platform due to the implementation as a local desktop application. Cognitive adequacy: the user interface could be improved by adding adaptive learning techniques on the user’s habit. The intelligent navigation of SemperWiki takes advantages of Semantic Web technologies (highly inter-connected structure) to propose an associative browser that guides the user in Renaud Delbru
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his searching. The main goal was to improve the intelligent navigation by artificial intelligence techniques such as unsupervised learning. To find a specific information, the user is able to choose his search strategy, teleporting with specific query or orienteering with the intelligent navigation, or the possibility to use both of them. The intelligent navigation could be improved in two ways: first by categorizing knowledge with clustering techniques and secondly by generating navigable and intuitive structures relative to the current navigation position. This navigation structure should orient the user in his search and should keep a sense of orientation in the information space. The structure generation is dependent on the clustering step because the readability could be greatly improved by ordering, grouping and prioritising the knowledge.



1.1.2



Objective evolution



These objectives have changed during the internship. We have implemented ActiveRDF [64], a library for accessing RDF (Resource Description Framework) data from Ruby programs in a object-oriented way. This API (Application Programming Interface) was supposed to help us in the development of SemperWiki and of Semantic Web applications in general. But ActiveRDF appeared more innovative and more challenging than expected and we decided to focus on the development of ActiveRDF. To improve SemperWiki navigation, we began to work on the facet theory [77] to understand how to extend the theory to RDF data and how to improve faceted navigation with unsupervised learning techniques. The discovery of an improved navigation technique, its formalisation, its implementation and its experimentation took priority over the development of unsupervised learning algorithms. The end of the internship was dedicated to the definition of a PhD thesis subject with Stefan Decker. This PhD thesis, on the topic of entity consolidation in the Semantic Web, will commence in DERI later this year.



1.2



Digital Enterprise Research Institute



DERI is a worldwide organisation of research institutes with the common objective of integrating semantics into computer science and understanding how semantics can improve computer engineering in order to develop information systems collaborating on a global scale. A major step in this project is the realisation of the Semantic Web. The Semantic Web [17] aims to give meaning to the current web and to make it comprehensible for machines. The idea is to transform the current web into an information space that simplifies, for humans and machines, the sharing and handling of large quantity of information and of various services.



1.2.1



DERI International



DERI International is constituted of four research institutes and has currently over 100 members. DERI Innsbruck, located at the Leopold-Franzens University in Austria, and DERI Galway, located at the National University of Ireland Galway in Ireland, are the two founding members and key players. DERI Stanford and DERI Korea are representative members of DERI in their country and are research institutes that have joined DERI International. DERI performs academic research and leads many projects in the Semantic Web and Semantic Web Service field. DERI has been successfully acquiring large European research Renaud Delbru
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projects in the Semantic Web area such as SWWS (Semantic Web-Enabled Web Services), DIP (Data, Integration and Processes), KnowledgeWeb or Nepomuk (Semantic Web desktop). DERI collaborates with several large industrial partners as HP, ILOG, IBM, British Tele¨ com, Thales and Tiscali Osterreich but also with medium-sized and small industrial enterprises. DERI is aware of industry requirements and maintains close relationships with industrial partners in order to validate research results and transfer them to industry. DERI also ´ has many research partners, such as the W3C, FZI Karlsruhe or Ecole Polytechnique F´ed´erale de Lausanne (EPFL).



1.2.2



DERI Galway



DERI Galway was founded in June 2003 by prof.dr. Dieter Fensel and is currently managed by prof.dr. Stefan Decker. DERI Galway is attached to the National University of Ireland Galway (NUIG) and Hewlett Packard Galway is its main industrial partner. DERI Galway currently has 76 members (with around 60 former members) composed of senior researchers, PhD students, master and bachelor students, management staffs and HP partners. DERI is a Centre for Science and Engineering Technology (CSET) funded principally by the Science Foundation Ireland (SFI) but also by Enterprise Ireland, the Information Society Technologies (EU) and the Irish Research Council for the Humanities and Social Sciences. Research in DERI Galway is organised around several clusters: Semantic Web Cluster is led by prof.dr. Stefan Decker. The main goal is to develop the foundational technologies that make data on the World Wide Web understandable to machines. Research topics are semantic desktop, digital libraries, social networks, collaborative software and search engines. Web Services & Distributed Computing Cluster is led by prof.dr. Manfred Hauswirth. The goal is to develop a scalable Semantic Web Service modeling and execution solution. Research topics are Semantic Execution Environment, Semantic Integration in Business and Industrial and Scientific Applications of Semantic Web Services. eLearning Cluster is led by Bill McDaniel and focuses on the development and the deployment of Semantic Web and collaborative software in eLearning. eGovernment Cluster is led by dr. Vassilios Peristeras and focuses on the development of government services infrastructure and on collaborative software and knowledge management in eGovernment.



1.3



My knowledge about the Semantic Web



I discovered the Semantic Web field during my last year of study, in my final project. The goal in that project was to develop a search engine based on the Wordnet1 ontology. The project was closer to the natural language area than to the Semantic Web area as seen by the employed technologies (segmentation, lexical labelling, disambiguation) but it was a good introduction to the Semantic Web field and to its foundation technologies (ontology and logic). Nevertheless, I had not before dealt with the foundation technologies such as RDF and RDF Schema but learned them during my internship. 1
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Work environment



The internship was carried out in the Semantic Web cluster under the supervision of ir. Eyal Oren and prof.dr. Stefan Decker. My main supervisor was Eyal Oren, a PhD student from the Netherlands, and my goal was to assist him in his thesis project, SemperWiki. My work during the internship was done in close collaboration with my supervisor in all the stages (research, design, implementation, publication). Relating to the research work, most of it was based on scientific publications. To gather relevant publications, we had an access to internet and to some digital libraries. During the research work, prof.dr. Stefan Decker and dr. Siegfried Handschuh were available to help us to formalise and develop some ideas or to improve our scientific publications. Concerning the technical equipment, a laptop was lent by DERI for the duration of the internship. We also had servers available to test our application prototypes and various equipment such as camera, computers and rooms for performing the experiments.
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Chapter 2



Organisation throughout the internship 2.1 2.1.1



Internship plan and deliverable Internship overview



The internship lasted from January to July and was split into four tasks. The timeline chart in Fig. 2.1 gives an overview of the whole internship planning. The first task was the starting up during fifteen days to learn about the current projects and goals of my supervisor. During this time, I also took control of the technologies that would be employed such as Ruby on Rails and RDF. The second task was the ActiveRDF project which lasted the whole internship. It was divided into three stages: an analysis and improvement of the first prototype; the design and implementation of the second prototype; and the design of the architecture of the third prototype. The third task took four months and consisted in developing the faceted navigation system Faceteer. It consisted of four steps: gathering and reading relevant publications about clustering and facet theory; developing a first prototype of our navigation system; formalising and deploying the final prototype; and publication writing. The last twenty days were dedicated to setting up my PhD proposal about entity consolidation and consisted principally of reading publications of related work and writing the proposal.



Figure 2.1: Timeline chart of the internship
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Figure 2.2: Timeline chart of the internship starting up stage



2.1.2



Internship starting up



The internship started with three weeks of preparations, as shown in Fig. 2.2, during which I performed the following tasks: • An analysis of SemperWiki; • A setting up of my internship workplan; • A training on Ruby on Rails and an analysis of ActiveRecord. The analysis consisted of reading SemperWiki publications and of an investigation of the prototype implementation and of its navigation system. This analysis gave me a better overview of the work and expectations of my supervisor. Following the analysis, a workplan for the initial objectives of the internship was defined. The workplan description and planning can be found, respectively, in Sect. A and in Sect. A.5. Please, note that these documents are the initial workplan and are not representative of the work really performed during the internship. A training on Ruby on Rails, the Ruby framework for web applications, and the analysis of one of its component, ActiveRecord, was completed. Ruby on Rails was the framework employed for developing web applications and ActiveRecord is its object-relational mapping API that inspired the development of ActiveRDF.



2.1.3



ActiveRDF



ActiveRDF is an object-oriented RDF API for Ruby that bridges the semantic gap between RDF and the object-oriented model by mapping RDF data to native Ruby objects. The ActiveRDF project was divided into three stages, one for each prototype as shown in Fig. 2.3. My supervisor had implemented a first prototype and the first stage was to analyse and test it and to add some functionality. The second and main stage was to make a reverse engineering of the first prototype, to design a new architecture and to implement a second prototype. This second prototype, far more advanced than the first, has resulted in two releases in the open-source community and in one accepted publication [64] at the 2nd Workshop on Scripting for the Semantic Web (SFSW2006). Following the two releases, user feedbacks and our case studies have emphasised some architectural deficiencies. The third and last stage was to design a more dynamic and modular architecture.



2.1.4



Faceteer



Faceteer is a Ruby API that allows the automatic generation of an advanced faceted browser for arbitrary RDF data and more generally for graph-based data. Renaud Delbru



Epita Scia 2006



CHAPTER 2. ORGANISATION THROUGHOUT THE INTERNSHIP SECTION 2.2. ANALYSIS



7



Figure 2.3: Timeline chart of ActiveRDF project The Faceteer project is divided into four stages as shown in Fig. 2.4. We began with the creation of the working bibliography, e.g. gathering publications about clustering methods and the facet theory to be aware of existing works. Following this task, a scientific talk was given in DERI about my work on the facet theory and clustering algorithms for semistructured data. Then, two prototypes were designed and implemented. The first prototype implements basic faceted navigation algorithms and some metrics that rank facets. A first publication [66] was submitted to present our work on navigation for Semantic Web data and to state our ranking metrics. Later, we raised some hypothesis about a new faceted navigation techniques for RDF data and we began to implement a second prototype, Faceteer, and a web interface, BrowseRDF. When the prototype was finalised and some RDF datasets ready to use, we performed an experimental evaluation on 15 subjects to test the usability over current interfaces. The Faceteer project was concluded by submitting two publications [65, 26] to present our work at the major International Semantic Web Conference (ISWC) and in a workshop on faceted search at SIGIR, the premier conference on Information Retrieval (the latter was unfortunately not accepted).



2.1.5



PhD proposal



At the end of the internship, I began to define a PhD thesis proposal with prof.dr. Stefan Decker about entity resolution in Semantic Web knowledge. The work consisted to gather and read publications about entity consolidation, ontology matching and merging, reasoning on the Semantic Web and description logic. The (current version of the ongoing) thesis proposal can be found in Sect. F.



2.2



Analysis



The long-term projects that were running during this internship required a different approach and planning than in an industrial environment. In a research environment, we do not know Renaud Delbru
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Figure 2.4: Timeline chart of Faceteer project
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beforehand how to solve the problem and it is therefore quite difficult to plan long term tasks. Tasks can change quite continuously and we must adjust the planning consequently. In the two projects, ActiveRDF and Faceteer, we follow the work methodology described below. This methodology is a kind of research driven by real application needs through an iterative process to deploy research prototype. The implementation of a prototype was cut into sub-tasks. Then, we determined the critical sub-tasks, ranked them in degree of priority and focused on the most important ones. We used an iterative process to design the prototype architecture. The iterative implementation of a prototype enabled us to observe practical results, to emphasise new research problems and to define, step by step, the next critical sub-tasks.



2.3



Internal checking



Research works (e.g. formalising ideas, developing prototypes, writing publications) performed during the internship were achieved in close collaboration with my supervisor. Generally, a meeting was held every week in which new ideas were discussed and formalised, the next important steps in the projects were defined or the objectives were reoriented according to the evolution of our work. During publication writing, several meetings with prof.dr. Stefan Decker or dr. Siegfried Handschuh were necessary to discuss how to formalise our research works and how to structure the publication. DERI also has a cluster meeting every two weeks where researchers state their work progression, present their research results and explain their next objective.
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Chapter 3



Background In less than one decade, the World Wide Web revolution has changed drastically the way people communicate and work by removing the notion of time and distance. Originally, the Web was only a scientific communication tools at the CERN (Conseil Europeen pour la Recherche Nucleaire). In 1989, Tim Berners-Lee introduces the idea of linked information systems by developing a program based on hypertext [14]. The project is then proposed and adopted for sharing research and ideas between people at CERN before its expansion on a large scale. One of the objectives of Tim Berners-Lee was to create a global information space where people can read, write and link any kind of documents. Nowadays, his vision is largely realised. The web is a huge, universal and widespread knowledge source. But, the challenge is now to organise the massive amount of knowledge and to improve the human-machine interaction through this complex information system.



3.1



Semantic Web



One major problem of the current web comes from its original design and its foundation, the HyperText Markup Language (HTML) designed to create and structure web resources. Typically, a web page contains mark-ups to tell a computer how to display information and hyperlinks to specify related resources. Computers are able to interpret such information for display purpose but the content of a web page, represented in natural languages, are only accessible to humans. Most information resources on the web are designed for humans consumption, therefore the machines can not easily understand their meaning. Humans are able to read and catch the meaning of a text but, for a machine, a text is only a sequence of characters and do not have any semantics. Hyperlinks also do not have meaning and computers can not understand the relationship between two documents. As a consequence, web applications such as search engines that help to find information have limited capacities. A search engine can find only documents that contain a term X, but can not find document by its author or creation date. In order to find a precise information, people must browse the web by following hyperlinks which are a time and energy consuming task. Another consequence is that the reuse or the integration of data can not be automatically performed and, generally, such a task is manually done by humans.
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One solution for organising knowledge and making the web comprehensible by machine is to describe information resources and their relationships with meaningful metadata.



3.1.1



Vision



The second objective of Tim Berners-Lee is to transform the Web into a Semantic Web in which information is given well-defined meaning [17]. The Semantic web aims to merge web resources with machine-understandable data to enable people and computers to work in cooperation and to simplify the sharing and handling of large quantities of information. The Semantic Web is an extension of the current Web and acts as a layer of resource descriptions on top of the current one. These descriptions are metadata, data about data, that specify various information about web resources such as their author, their creation date, their kind of content, etc. The semantic annotations will enable humans and computers to manipulate web knowledge as a database and to reason on this knowledge.



3.1.2



Technologies



The Semantic Web defines a set of standardised technologies and tools in order to provide a solid foundation for making the web machine-readable. The Semantic Web infrastructure is based on several layers, each corresponding to a specific technology, and is commonly represented as stack. A visual representation of the Semantic Web stack can be found in Fig. 3.1. URI-Unicode Unicode is the standardised character encoding used by computers. Unified Resource Identifier (URI), described in Sect. 3.2.2, is the standard for identifying resources. XML eXtensible Markup Language (XML) is the standard syntax for structuring and describing many kind of data but does not carry any semantics. RDF Resource Description Framework (RDF), presented in Sect. 3.2.3, is the standardised metadata representation. RDF Schema RDFS, based on RDF, is a standardised and simple modelling language to describe resources and offers a basis for logical reasoning. The RDFS language is presented in Sect. 3.2.8. SPARQL SPARQL is the emerging standard for querying and accessing RDF stores. An overview of its features can be found in Sect. 3.3.2. OWL-Rules Ontology Web Language (OWL), a more advanced assertional language, enables more complex resource descriptions and logical reasoning. The Semantic Web Rule Language [48] (SWRL) allows data derivation, integration and transformation [41]. Logic A reasoning system that infers new knowledge from ontologies and checks data consistency. Proof The “Proof” layer gives a proof of the logical reasoning conclusion by tracing the deduction of the inference engine.
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Figure 3.1: The Semantic Web stack Trust The trustfulness of Semantic Web information can be checked by the “trust” layer based on the “signature” and “encryption” layers.



3.2



Semantic Web data



Information found on the web is essentially for human consumption, represented in natural language and linked by hyperlinks. Data bring only few semantic so applications such as search engines are not able to catch the information meaning. As a consequence, data are disorganised, difficult to find and incomprehensible for a machine. To address the problem, the Semantic Web extends the knowledge representation of the web with metadata, in other words data which describe data. Metadata help to bridge the semantic gap by telling a computer how data are related and how to automatically evaluate these relations. The metadata layer of the Semantic Web is built on five components: XML provides a machine-readable and syntactic structure for describing data. URI is a global naming scheme to identify resources. RDF is a simple data model for describing resources that can be represented in XML and understood by computers. RDFS defines a vocabulary for describing the data model, for instance the resource and property types. Ontology is a common metadata vocabulary, a formal data model defined with RDFS (or other advanced assertional language as the web ontology language OWL). This section is an introduction to the RDF(S)1 syntax and concepts which are necessary to understand some notions used in the ActiveRDF project, presented in Sect. 4. 1



the term RDF(S) denotes both RDF and RDFS
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Basic concepts



In RDF, a statement is composed of three pieces of information called a triple: a subject, a predicate and an object. The subject specifies the resource that is described. Various resources (conceptual, physical and virtual) [58] can be described as a web page, a book, a person, an institution. The predicate, or property, is a binary relation between the subject and the object that is asserted to be true such as an attribute or a relationship. The object is the property value. Many facts about resources can be stated: the author of a web page, the title of a book, a person’s friends. Any set of statements can always be merged with another set of statements, even if the information differs or is contradictory. Moreover, RDF(S) generally follows the open world assumption. In other words, information not stated is unknown (rather than false). So a resource may have a property that we do not know.



3.2.2



Identification scheme



To identify a resource, RDF uses URI references. URI are similar to URL, it is a unique character string which identifies a web resource. The difference between an URI and an URL is that an URI is only an identifier. In fact, an URL is a specific instance of an URI and defines a location of an object, while a URI can function as a name or a location [72]. URI is a global and unambiguous way to reference resources that does not require a centralised naming authority [44]. The URI can includes a fragment identifier, separated from the URI by “#”. The part of the reference before the “#” indirectly identifies a resource, and the fragment identifier identifies a portion of that resource. For example, http://activerdf.org is the URI of the ActiveRDF homepage and its author is represented by the fragment http://activerdf.org#author. The XML qualified name (QName) syntax prefix:suffix is used as a shorthand for an URI. For instance, http://activerdf.org#author is abbreviated by activerdf:author where the prefix activerdf stands for http://activerdf.org. The QName prefixes used in the rest of the report are defined above: • The prefix rdf: stands for http://www.w3.org/1999/02/22-rdf-syntax-ns# • The prefix rdfs: stands for http://www.w3.org/2000/01/rdf-schema# • The prefix dc: stands for http://purl.org/dc/elements/1.1/ • The prefix foaf: stands for http://xmlns.com/foaf/0.1/



3.2.3



RDF data model



RDF has three basic elements: identified resources, anonymous resources and literals. Identified resources, commonly named URIrefs, are resources denoted by an URI reference. Anonymous resources, commonly named blank nodes, refer to resources that are not identified but a local identifier can be used to differentiate two blank nodes in an RDF graph. The identification of a resource is useless in two cases: either the resource identifier is unknown at the present time or it is meaningless, for instance to represent a person (in general, we do not use an URI to identify a human but rather his name). Literals are used to express basic properties of resources, such as names, ages, or anything that requires a human-readable description. A Renaud Delbru
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literal consists of three parts: a character string, an optional language tag and a data type. A literal is either a “plain literal” or a “typed literal”. A “plain literal” consists of a character string and an optional language tag as ”chat”@fr. A “typed literal” consists of a character string and a datatype URI as ”1”^^xsd:integer or ”xyz”^^. In RDF triples, subjects are RDF resources, properties are necessary identified resources and objects can be either RDF resources or literals. We can now formally define an RDF triple: Definition 1 (RDF Triple) Let T be a finite set of triples. T contains U a finite set of URIrefs, B a finite set of local blank node identifiers and L a finite set of literals. An RDF triple t ∈ T is defined as a 3-tuple (s, p, o) with s ∈ U ∪B, p ∈ U and o ∈ U ∪B∪L. The projections, subj : t → s ∈ U ∪ B, pred : t → p ∈ U and obj : t → o ∈ U ∪ B ∪ L, return respectively the subject, predicate and object of the triple.



3.2.4



Serialisation



RDF offers a model for describing resources. To be machine processable, a standard syntax is required to represent RDF statements as XML, the markup language recommended by the W3C. RDF imposes formal structure on XML to support the consistent representation of semantics [61]. Notation3 (N3) is another common standard serialisation formats for RDF triples and will be the serialisation technique used in the rest of this report. N3 is equivalent to RDF/XML syntax, but is more natural and easier to read for humans. N3 is a line-based, plain text format for representing RDF triples. Each triple must be written on a separate line. The subject, predicate and object are separated by spaces and the line is terminated by a period (.). Identified resources are specified by the absolute URI reference enclosed in angle brackets (). Blank nodes are in the form :name, where name is a local identifier. Literals are enclosed in double quotes (“”). An example of N3 would be: 1



< http :// renaud . delbru . fr / > < http :// purl . org / dc / elements /1.1/ author > " Renaud Delbru " .



N3 enables the definition of prefixes for namespaces to save space: 1



@prefix dc :



< http :// purl . org / dc / elements /1.1/ > .



2 3



3.2.5



< http :// renaud . delbru . fr / > dc : author " Renaud Delbru " .



RDF graph model



A set of RDF triples is called an RDF graph, term introduced by [51]. We can interpret a set of RDF statements as a labeled directed multi-graph whose labeled vertices are RDF resources and literals and whose labeled edges are RDF predicates. Each RDF triple represents a “vertex-arc-vertex” pattern and corresponds to a single arc in the graph [55] where vertices are necessarily subject and object of the triple. In fact, an RDF graph is not a classical graph [45]. Vertex and edge sets are not necessarily disjoined; edges connect not only vertices but also other edges. Furthermore, an edge in a RDF graph is not unique and can be duplicated, e.g. it can link an arbitrary number of vertex pairs. The formalisation of the RDF graph is: Renaud Delbru
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Figure 3.2: Graph representation of a triple Definition 2 (RDF Graph) An RDF graph G is a set of triples T and is defined as G = (V, E, lV , lE ) where V := {vx | x ∈ subj(T ) ∪ obj(T )} is a finite set of vertices (subjects and objects) with the labelling function lV : vx → x and E := {ex | x ∈ pred(T )} is a finite set of edges (predicates) with the labelling function lE : ex → x. The projections, source : E → V and target : E → V , return respectively the source and target nodes of edges. In the drawing convention of an RDF graph, URIrefs and blank nodes are drawn with an ellipse, and literals with a rectangle. URIref and literal are used as label for their respective shapes. A blank node does not usually have a label, but sometimes its local identifier is used. An edge between two nodes is drawn as an arrowed line from the subject to the object and are labeled by its URIref. Fig. 3.2 shows the labeled digraph representation of the previous example statement.



3.2.6



RDF vocabulary



A vocabulary is a set of terms (or words) that an entity knows and understand. The vocabulary, part of a specific language, allows two entities to construct sentences in order to communicate and exchange knowledge. To work correctly, the two entities must both know the terms defined in the vocabulary and must both understand them in the same manner. To understand the same term, the two entities must attach the same meaning to the term. RDF provides a model to specify such a vocabulary. The terms consists of URIs (labels for resources and arcs) and strings (labels for literals) and the feasible sentences from the vocabulary are the RDF triples. Definition 3 (RDF Vocabulary) Let T be a set of RDF triples. The vocabulary of T , voc(T ), is the finite set of URIrefs U and of literals L of T : voc(T ) := U ∪ L. In RDF, a vocabulary is a set of of concepts with a well-understood meaning to make assertions in a certain domain [44].



3.2.7



RDF core vocabulary



RDF defines a small vocabulary, a minimum set of terms that have a universal interpretation, and introduces the notion of resource property, resource type, reification, containers and collections. The prefix rdf: denotes URIrefs that belongs to the RDF vocabulary. RDF defines the concept of an RDF property with rdf:Property which represents the class of all RDF properties. In all RDF triples, we can infer that the predicate is an instance of rdf:Property. rdf:type is an instance of rdf:Property and is used to state that a resource is an instance of a class. A triple of the form Resource rdf:type Class states that Class is an instance of Renaud Delbru
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rdfs:Class and Resource is an instance of Class. RDF allows multi-typing, e.g. a resource can be an instance of several classes. To make a statement about a statement, RDF introduces the notion of reification. A blank node, instance of the class rdf:Statement, represent the statement to be described and the properties rdf:subject, rdf:predicate and rdf:object link the three nodes that constitute the statement. For instance, the reification of the statement dc:creator ”Renaud Delbru” is: 1 2



@prefix dc : < http :// purl . org / dc / elements /1.1/ > . @prefix rdf : < http :// www . w3 . org /1999/02/22 - rdf - syntax - ns # > .



3 4 5 6 7



_ : genid1 _ : genid1 _ : genid1 _ : genid1



rdf : type rdf : Statement . rdf : subject < http :// renaud . delbru . fr / > . rdf : predicate dc : author . rdf : object " Renaud Delbru " .



Sometimes, it is useful to handle a group of resources or literals. RDF vocabulary introduces the concept of “Container” and “Collection”. There are three kind of RDF containers: rdf:Bag, rdf:Seq and rdf:Alt. Each container is suitable for a non-finite group of items and has its own behavior and constraints. For a finite group of items, the collection rdf:List is defined. A complete description of these concepts can be found in [19]. RDF also introduces a class of particular literals, rdf:XMLLiteral, which is the class of XML literal values, e.g. literals that contain XML content.



3.2.8



RDF Schema



RDF core vocabulary offers only basic mechanisms for describing resources. But, we are not able to talk about classes of resources and their properties within a specific area of interest. In other words, we can not define a data model as in relational database or object-oriented programming. To support the definition of a domain-specific vocabulary for a data model, a semantic extension is required [19]. RDF vocabulary description language, RDF Schema, extends RDF core vocabulary and provides a framework to describe application-specific classes and properties. RDF(S) introduces the notion of class and property, hierarchy of class and property, datatype, domain and range restrictions and instance of class [58, 7]. To describe classes, RDFS defines two terms, a class rdfs:Class and a property rdfs:subClassOf, used in conjunction with the property rdf:type. The class rdfs:Class, instance of itself, is the class of resources that are RDF classes [19]. The transitive property rdfs:subClassOf, instance of rdf:Property, enables the definition of a hierarchy of classes. As class operates as a sets of instances, a subclass B of a class A acts as a subset of the class A and represents a group of more specific instances . RDFS does not impose any restrictions on the use of the rdfs:subClassOf property. A class can be a subclass of one or more classes, e.g. RDFS allows multi-inheritance. Fig. 3.3 shows such a hierarchy in RDFS. RDFS introduces the concept of resource with the class rdfs:Resource, instance of rdf:Class. All entities described by RDF are instances of rdfs:Resource and all other classes are subclasses of this class [19]. Figure 3.5 shows the RDFS schema and the relationships between Renaud Delbru
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Figure 3.3: An example of multi-inheritance hierarchy defined with RDF Schema



Figure 3.4: Domain and range property of RDF Schema rdfs:Resource and all the other resources. RDFS introduces also two other important concepts, rdfs:Literal and its subclass rdfs:Datatype. The class rdfs:Literal is the class of all literal values and rdfs:Datatype the class of all typed literals. To describe properties, RDFS defines three properties in addition of the RDF class rdf:Property: rdfs:subPropertyOf, rdfs:range and rdfs:domain. The transitive property rdfs:subPropertyOf, instance of rdf:Property, enables the definition of a hierarchy of properties. All resources related by one property B, subproperty of a property A, are also related by the property A. The properties rdfs:range and rdfs:domain are used to describe a property. The range specifies that the values of the property are instances of some classes. On the contrary, the domain specifies that all the resources having the property are instances of some classes. For example, in Figure 3.4, the property activerdf:knows has the class activerdf:Person as range and domain and states that the resources activerdf:renaud and activerdf:eyal are instances of the class activerdf:Person. RDFS defines other useful properties as rdfs:label and rdfs:comment. The property rdfs:label is used to provide a human-readable name and rdfs:comment a human-readable description for any resources [19].



3.3



Semantic Web data management



As seen in the previous section, RDF(S) is a standard for describing resources and is one of the foundations of the Semantic Web. To enable the emergence of the Semantic Web, an efficient management of RDF(S) data is required. This management includes, among other
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Figure 3.5: RDF(S) Schema things, the storage and querying of Semantic Web data. This section describes current approaches for storing and querying RDF(S) data. The first part introduces the basic requirements of an RDF store and presents some existing RDF storage systems. The second part presents SPARQL, the standard query language for RDF recommended by the W3C.



3.3.1



Storage



RDF data are commonly stored in a “triple store” or a “quad store”, names given to the database that deals with triples or quads (triple with a context), but are also stored directly in flat files or embedded in HTML page. The requirements for storing RDF data efficiently are different from relational database as stated in [11, 12]. Semantic Web data are dynamic, unknown in advance and supposed to be incomplete. Storage systems that require fixed schemas are not suitable for handling such data. In RDBMs, the database schema is known and fixed in advance. Data are organised in tables with attributes and relationships. In RDF, new class of resources, new attributes and new relationships between resources can appear at any time. Only properties from the RDF(S) vocabulary are known and fixed. Existing semi-structured storage for XML are also not appropriate for RDF: XML data model is a tree-like structure with elements and attributes which is rather different from the triple model of semantic web data representing a graph, where there is no hierarchy[11]. To address these requirements, two principal approaches were followed to store and manage RDF data: • Systems based on existing Data Base Management Systems (DBMS) and that store Renaud Delbru
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RDF data in a persistent data model by mapping the RDF model to the relational model. • Systems that implement a native store with their own index structure for triples. The following passage presents such systems: Jena is a Java framework for building Semantic Web applications developed by the HewlettPackard Company. It provides a programmatic environment for RDF, RDFS and OWL, RDQL and SPARQL and includes a rule-based inference engine. Jena provides a simple abstraction model of the RDF graph, triples based or resource centric. Jena can connect to various RDF stores for manipulating RDF data and uses existing relational databases, including MySQL, PostgreSQL, Oracle, Interbase and others, for persistent storage of RDF data. Sesame is a Java framework that can be deployed on top of a variety of storage systems (relational databases, in-memory, filesystems, keyword indexers, etc.). Sesame supports and optimises RDF schemas, has RDF Semantics inferencing and offers RQL, RDQL, SeRQL and SPARQL as query languages. Yars is a lightweight data store for RDF/N3 in Java with support for keyword searches and restricted datalog queries. YARS uses Notation3 as a way of encoding facts and queries. It implements its own optimised index structure for RDF based on a B+-tree [43]. The interface for interacting with YARS is plain HTTP (GET, PUT, and DELETE) and is built upon the REST principle. Redland provides a simple abstraction of the RDF model with a set of tools for parsing, storing, querying and inferencing RDF data. Redland can use various back-ends for persistent storage, such as a file-system, Berkeley DB, MySQL and others and can execute queries in RDQL or SPARQL. Redland supports many language interfaces such as C, Perl, Python, Java, Tcl and Ruby. At the moment, features implemented are different from one storage system to another. Research is still being done on storage systems. The most implemented features are: • A native triple store: B-Tree (Sesame, Yars), AVL-Tree (Kowari) [53]. • An RDBMS-support. • A general RDF model access (model-centric or resource-centric). • A query language support in the store such as SPARQL, RQL, RDQL. but not all storage systems provides features such as: • Context and named graphs to keep provenance of the data. • Vocabulary interpretation as RDF schema or OWL with inferencing. • Network based interface as offered by Yars. • Full text search. • Data sources aggregation. Renaud Delbru
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Query language



RDF query languages provides an higher-level interface than the RDF store API to access RDF data. Several query languages have been proposed following different styles such as SQL-like (RDQL, SeRQL, RQL), XPath-like (Versa), rules-like (N3, Triple) or language-like (Fabl, Adeline). But these languages lack both a common syntax and common semantics. The Semantic Web requires a standardised RDF query language and data access protocol to handle any RDF data sources and to provide interoperability between platforms and applications. To address this problem and meet the requirements described in [1], the W3C has recently designed a new query language SPARQL (SPARQL Protocol And RDF Query Language). SPARQL is the emerging standard for querying and accessing RDF stores. The rest of this section is an introduction to SPARQL, necessary to understand ActiveRDF, described in Sect. 4, and Faceteer, presented in Sect. 5. We do not cover all aspects of the language and protocol here and further details can be found in the SPARQL specifications [74]. 3.3.2.1



Basic concepts



SPARQL is not only a query language. In fact, SPARQL consists of three specifications: the query language specification, a XML format to serialise query results and a data access protocol for remotely querying databases. We are only focusing on the query language specifications. The query language provides facilities to retrieve information from RDF graphs but not for writing. Actually, we can not modify an RDF data source with SPARQL. The query model is based on matching graph pattern, an RDF graph with vertices replaced with variable names, and enables one to: • extract information in the form of URIs, blank nodes, plain and typed literals. • access named graphs. • query multiple graphs. • extract RDF subgraphs. • construct new RDF graphs from the queried graphs. The basic element in SPARQL is the triple pattern. A set of triple pattern gives a graph pattern. There are four kinds of graph patterns: basic, group, optional and alternative. Each of these graph patterns can be constrained with some values. The RDF graph defined above is used in the query examples of this section. The graph is divided in two named graphs, one describing “Alice” and “Bob”, the other describing “Carol” and “Eve”. The two named graphs form a general graph. Named graph: http://example.org/ns/Graph1 1 2 3 4



@prefix @prefix @prefix @prefix .
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ns : foaf : dc : rdf :



< http :// example . org / ns / > . < http :// xmlns . com / foaf /0.1/ > . < http :// purl . org / dc / elements /1.1/ > . < http :// www . w3 . org /1999/02/22 - rdf - syntax - ns # >
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5 6 7 8 9 10 11 12



_ : alice rdf : type foaf : name foaf : mbox foaf : knows foaf : age .



foaf : Person ; " Alice " ; < mailto : alice@work . org > ; _ : bob ; "24" ;



_ : bob rdf : type foaf : name foaf : knows foaf : mbox foaf : mbox foaf : age .



foaf : Person ; " Bob " ; _ : alice ; < mailto : bob@work . org > ; < mailto : bob@home . org > ; "42" ;



13 14 15 16 17 18 19 20 21 22 23 24 25 26



ns : book1 rdf : type dc : title dc : author



ns : Book ; " Alice ’ s Book " ; _ : alice ;



Named graph: http://example.org/ns/Graph2 1 2 3



@prefix ns : < http :// example . org / ns / > . @prefix foaf : < http :// xmlns . com / foaf /0.1/ > . @prefix rdf : < http :// www . w3 . org /1999/02/22 - rdf - syntax - ns # > .



4 5 6 7



_ : carol rdf : type ns : name



foaf : Person ; " Carol " ;



_ : eve rdf : type foaf : name foaf : knows foaf : age



foaf : Person ; " Eve " ; _ : fred ; "15" ;



8 9 10 11 12 13



3.3.2.2



Triple pattern



As opposed to an RDF triple, a SPARQL triple pattern can include variables. A variable can replace any part of a triple: the subject, the predicate and the object. In a query, variables are specified by a question mark, for example ?var represents the variable named “var”. Variables indicate data items of interest that will be returned by a query. A query is structured as follows: Renaud Delbru
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Namespace declaration The keyword prefix associates a specific URI, or namespace, with a short label. Select clause As in SQL, the select clause is used to define the data items (variables) that will be returned by the query. From clause The from and from named keywords enables the specification of one or multiple RDF datasets by reference to query. Where clause The graph pattern matching is defined in the where clause. Solution sequence modifier Sequence of solution can be modified with four keywords. The next example shows a triple pattern that uses a variable in place of the object: Simple query: Show me the title of “book1” 1 2



PREFIX dc : PREFIX ns :



< http :// purl . org / dc / elements /1.1/ > < http :// example . org / ns / >



3 4 5



SELECT ? title WHERE { ns : book1 dc : title ? title }



Since a variable matches any value, the triple pattern ns:book1 dc:title ?title will match only if the graph contains a resource “book1” that has a title property. Each triple that matches the pattern will bind an actual value from the RDF graph to a variable. All possible bindings are considered, so if a resource has multiple instances of a given property, then multiple bindings will be found. The table 3.1 shows the binding result for the variable “title” of the previous query. title ”Alice’s Book” Table 3.1: Query result of the simple query 3.3.2.3



Basic graph pattern



Triple patterns can also be combined to describe more complex patterns. A collection of triple patterns is a graph patterns. In the following example, the graph pattern consists of three triple patterns: one to match the author of a book and the two others to match the desired properties, the name and the mailbox of the author. Show me the mailbox and the name of the author of “book1” 1 2 3



PREFIX ns : PREFIX foaf : PREFIX dc :



< http :// example . org / ns / > < http :// xmlns . com / foaf /0.1/ > < http :// purl . org / dc / elements /1.1/ >



4 5 6 7



SELECT ? name ? mbox WHERE {
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ns : book1 dc : author ? author . ? author foaf : name ? name . ? author foaf : mbox ? mbox



8 9 10



}



11



A variable has a global scope within a graph pattern and the variable author will always be bound to the same resource. A resource that does not satisfy all of these patterns will not be included in the result. In our RDF graph, there is only one solution which satisfies the graph pattern as shown in the query result table 3.2. name mbox ”Alice” Table 3.2: Query result of the graph pattern 3.3.2.4



Optional graph pattern



RDF graphs are often semi-structured and some data may be unavailable or unknown. For instance, in our dataset, “Eve” mailbox is unknown. In the following query example, the variable mbox is unbound for this person and without the keyword optional applied to the triple pattern ?p foaf:mbox ?mbox, the graph pattern does not match. The optional keyword specifies optional parts of the graph pattern. In other words, if there is a triple with a predicate foaf:mbox and the same subject, a solution will contain the object of that triple as well, as shown in the query result table 3.3. Show me the name and, optionally, the mailbox of all people 1



PREFIX foaf : < http :// xmlns . com / foaf /0.1/ >



2 3 4 5 6 7 8



SELECT ? name ? mbox WHERE { ? p foaf : name ? name . OPTIONAL { ? p foaf : mbox ? mbox } }



In the example, a simple triple pattern is given in the optional part but, in general, this can be any graph pattern. name mbox ”Alice” ”Bob” ”Eve” Table 3.3: Query result of the optional pattern matching
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Alternative graph pattern



SPARQL provides a means of combining results of two or more alternative graph patterns. If more than one of the alternatives matches, all the possible pattern solutions are found. In our dataset, there is two property names that have the same meaning but a different URI. A basic solution to find the name of all the people would be to simply construct and run separate queries. But, the union keyword enables the specification of pattern alternatives and the writing of the following query example that matches all of the elements. The query pattern consists of two nested triple patterns joined by the union keyword. If an element resource matches either of these patterns, then it will be included in the query solution. Table 3.4 shows the query result and we can notice that all the names of the dataset are included. Show me the name of all people 1 2



PREFIX foaf : PREFIX ns :



< http :// xmlns . com / foaf /0.1/ > < http :// example . org / ns / >



3 4 5 6 7 8 9 10



SELECT ? name WHERE { { ? p foaf : name ? name } UNION { ? p ns : name ? name } } name ”Alice” ”Bob” ”Carol” ”Eve” Table 3.4: Query result of the pattern union



3.3.2.6



Constrained graph pattern



Graph patterns can be constrained by boolean-valued expressions over bound variables. These expressions are built with arithmetic logical operators or functions. The keyword filter is used within the graph pattern to restrict solution of a bound variable. In the following example, the value of the variable age is restricted and must be higher than 18. Only the resources with a property age and a property value higher than 18 will be returned by the query, as shown in table 3.5. Find people who are of age 1



PREFIX foaf :



< http :// xmlns . com / foaf /0.1/ >



2 3



SELECT ? person ? age
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WHERE { ? person foaf : age ? age . FILTER (? age > 18) } person :alice :bob



age 24 42



Table 3.5: Query result of the constrained graph pattern 3.3.2.7



Named graph



When querying a collection of graphs, the graph keyword is used to match patterns against named graphs. This is by either using an URI to select a graph or using a variable to range over the URIs naming graphs. The query below matches the graph pattern on each of the named graphs in the dataset and forms solutions which have the graph variable bound to URIs of the graph being matched, as shown in query result table 3.6. Show me the name of people in each named graph 1



PREFIX foaf : < http :// xmlns . com / foaf /0.1/ >



2 3 4 5 6 7 8 9



SELECT ? graph ? name WHERE { GRAPH ? graph { ? x foaf : name ? name } } graph 



name ”Alice” ”Bob” ”Eve”



Table 3.6: Query result of named graphs The query can restrict the matching applied to a specific graph by supplying the graph URI. The selection of a specific graph can be done also with the keyword from. This query looks for Bob’s name as given in the graph http://example.org/ns#Graph1. Show me the name of people in ns:Graph1 graph Renaud Delbru
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< http :// xmlns . com / foaf /0.1/ > < http :// example . org / ns / >



3 4 5 6 7 8 9 10 11



SELECT ? name WHERE { GRAPH ns : Graph1 { ? x foaf : mbox < mailto : bob@work . org > . ? x foaf : nick ? name } }



3.3.2.8



Query result forms



As seen in the previous example, a query result is similar to an SQL query result and comes as a table with a sequence of rows, where each row represent a bound variable. In addition to the keyword select, SPARQL provides three other keywords to change the form of the query result. The query forms are: select Returns all, or a subset of, the variables bound in a query pattern match. construct Returns an RDF graph constructed by substituting variables in a set of triple templates. describe Returns an RDF graph that describes the resources found. ask Returns a boolean indicating whether a query pattern matches or not. The elements of a sequence of solutions can be modified by: order by Indicates that the elements should be ordered by their atomic number property, in ascending or descending order. distinct Ensure solutions in the sequence are unique. limit Limit the maximum number of rows that should be returned. offset Indicates that the processor should skip a fixed number of rows before constructing the result set and allows pagination of the result set. 3.3.2.9



Other features



SPARQL also supports the matching of literals with arbitrary datatype and language tag. For instance, we can constrain literal values in a query to have a specific language tag as ”chat”@fr or a specific datatype as ”xyz”^^ or ”42”^^xsd:integer. Sometimes, it can be useful to test if a graph pattern has no solution. This kind of test is known as “Negation as Failure” in logic programming. SPARQL enables it to be expressed it by specifying an optional graph pattern that introduces a variable and testing if the variable is not bound. The following example matches only people with a name but no mailbox:
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Show me the name of people who have no mailbox 1 2



PREFIX foaf : PREFIX ns :



< http :// xmlns . com / foaf /0.1/ > < http :// example . org / ns / >



3 4 5 6 7 8 9 10



SELECT ? name WHERE { ? x foaf : name ? name . OPTIONAL { ? x foaf : mbox ? mbox } . FILTER (! bound (? mbox ) ) }



The previous example introduces a new test operator, bound(), which test if a variable is bound. SPARQL also introduces other test operators such as: isURI() Test if the variable value is an URI. isBLANK() Test if the variable value is a blank node. isLITERAL() Test if the variable value is a literal. 3.3.2.10



Summary



We’ve seen how SPARQL enables us to match patterns in an RDF graph using triple patterns, which are like triples except they may contain variables in place of concrete values. SPARQL is a very expressive and powerful language and enables the writing of complex queries. However, there are a number of issues that SPARQL does not address: • SPARQL is read-only and cannot modify an RDF dataset. • SPARQL does not provide aggregate functions as select count(?x) to count triples in a result set. • There is no fulltext search support. • We can not query variable length paths or recursive paths.



Renaud Delbru



Epita Scia 2006



28



Chapter 4



Manipulation of Semantic Web Knowledge: ActiveRDF Sommaire 4.1



4.2



4.3 4.4



4.5



4.6



4.7



4.8



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Overview of ActiveRDF . . . . . . . . . . . . . . . . . . . . . . . . . 4.2.1 Connection to a database . . . . . . . . . . . . . . . . . . . . . . . . 4.2.2 Create, read, update and delete . . . . . . . . . . . . . . . . . . . . . 4.2.3 Dynamic finders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Challenges and contribution . . . . . . . . . . . . . . . . . . . . . . . Object-oriented manipulation of Semantic Web knowledge . . . . 4.4.1 Object-relational mapping . . . . . . . . . . . . . . . . . . . . . . . . 4.4.2 RDF(S) to Object-Oriented model . . . . . . . . . . . . . . . . . . . 4.4.3 Dynamic programming language . . . . . . . . . . . . . . . . . . . . 4.4.4 Addressing these challenges with a dynamic language . . . . . . . . Software requirement specifications . . . . . . . . . . . . . . . . . . 4.5.1 Running conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.5.2 Functional requirements . . . . . . . . . . . . . . . . . . . . . . . . . 4.5.3 Non-functional requirements . . . . . . . . . . . . . . . . . . . . . . Design and implementation . . . . . . . . . . . . . . . . . . . . . . . 4.6.1 Initial design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.6.2 Improved design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.7.1 RDF database abstraction . . . . . . . . . . . . . . . . . . . . . . . . 4.7.2 Object RDF mapping . . . . . . . . . . . . . . . . . . . . . . . . . . Case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.8.1 Semantic Web with Ruby on Rails . . . . . . . . . . . . . . . . . . . 4.8.2 Building a faceted RDF browser . . . . . . . . . . . . . . . . . . . .



Renaud Delbru



29 29 29 30 30 30 30 31 32 32 33 33 35 36 37 37 38 41 42 42 50 59 59 60 60 60 61



Epita Scia 2006



CHAPTER 4. MANIPULATION OF SEMANTIC WEB KNOWLEDGE: ACTIVERDF SECTION 4.1. INTRODUCTION



4.8.3 Others . . . . 4.9 Conclusion . . . 4.9.1 Discussion . . 4.9.2 Further work



4.1 4.1.1



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



29



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . . . 61 . . . . . 61 . . . . . 62 . . . . . 62



Introduction Context



The Semantic Web [17] aims to give a meaning to the current World Wide Web and to make it comprehensible and processable by machine on a global scale. The idea is to transform the current web into an information space that simplifies, for humans and machines, the sharing and handling of large quantities of information and provides intelligent services and their interoperability. Several layers, including the current web as foundation, compose the Semantic Web. The key infrastructure is the Resource Description Framework (RDF) [17], an assertional language to formally describe the knowledge on the web in a decentralised manner [58]. RDF defines a model to describe various resources (conceptual, physical or virtual) [58] with assertions. An assertion, also called a statement, constitutes a triple with a subject, a property and an object. The triple can be read “A subject has a property of object”. An RDF entity is a set of triples describing the same resource. A resource has a unique identifier (Uniform Resource Identifier or URI). RDF also provides a foundation for more advanced assertional languages [46], for instance the vocabulary description language RDF Schema (RDFS). Since 1999, RDF has been finalised and related technologies as data storage systems and query languages are becoming mature. Thus, Semantic Web knowledge are now widespread and easily accessible. Several information sources are available in RDF or can be transformed in RDF and provide a support for the development of Semantic Web applications. But, manipulation of RDF data is not a trivial task and slows down the expansion of Semantic Web applications, since only a minority of developers have the abilities to develop such applications.



4.1.2



Problem statement



The Semantic Web provides a common infrastructure to share knowledge. Everyone is free to make, share and reuse any statement. As a consequence, this large scale infrastructure is decentralised and information is distributed among multiple data sources. Current programming interfaces to RDF stores do not provide an intuitive and transparent access to multiple data sources. Consequently, the manipulation of RDF data sources is not convenient and restricts their use. Programming interfaces to access and to manipulate various data stores must be generalised. RDF data can be embedded in a web page, stored in a file or in a database and extracted from a wide range of information sources (for example contacts from a local e-mail client). Data sources can have various forms and their manipulation requires multiple programming interfaces with their own syntaxes and features. We can not constrain people or organisations to use a common storage system. Each data store has his own advantages and can be more suitable than another for certain tasks. One general programming interface to
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manipulate data sources of various kind reduces the complexity of the application and extends accessibility to a wide range of developers. Furthermore, most of the programming interfaces are currently triple-based as opposed to the object oriented paradigm widely adopted. Triple-based representation is less intuitive than object-based, more susceptible to bugs and tends to be more complex. As a result, Semantic Web application code is tedious to write, prone to errors, and hard to debug and maintain. A high level programming interface that fulfills these previous requirements could make the development of Semantic Web applications easier and give the ability to exploit the full potentiality of RDF(S) without difficulty. To solve this problem, we present ActiveRDF, a “deeply integrated” [86] object-oriented RDF(S) API, and show that a dynamic language such as Ruby is more suitable than a statically typed and compiled language like Java to build such an API.



4.1.3



Outline



The rest of the chapter proceeds as follows. We begin with an overview of the principal features of ActiveRDF in Sect. 4.2. In Sect. 4.3, we discuss the principal challenges of this project and state our contribution. In Sect. 4.4, we introduce the concepts of object-relational mapping on which ActiveRDF is based, show the principal difficulties to map RDF(S) to an objectoriented model and explain why a dynamic scripting language is suitable for such an API. In Sect. 4.5, we state the software requirements and in Sect. 4.6, we present the application architecture and describe the implementation of each components. In Sect. 4.7, we present existing related works. In Sect. 4.8, we demonstrate some case study where ActiveRDF was used successfully. Then, we conclude in Sect. 4.9.



4.2



Overview of ActiveRDF



We now show the most salient ActiveRDF features with three examples. Please refer to the manual in Sect. B for more information on the usage of ActiveRDF. Sect. 4.6 will explain how the features are implemented.



4.2.1



Connection to a database



ActiveRDF supports various RDF data-stores, through back-end adapters. In the next example, ActiveRDF configures and instantiates a Yars connection with automatic mapping. 1 2 3 4 5



4.2.2



NodeFactory . connection : adapter = > : yars , : host = > ’ browserdf . org ’ , : context = > ’ people ’ , : cache_server = > : memory , : con st ru c t_ cl a ss _ mo de l = > true



Create, read, update and delete



ActiveRDF maps RDF resources to Ruby objects and RDF properties to methods (attributes) on these objects. If a schema is defined, we also map RDF Schema classes to Ruby classes Renaud Delbru
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and map predicates to class methods. The default mapping uses the local part of the schema classes to construct the Ruby classes; the defaults can be overridden to prevent naming clashes (e.g. foaf:name could be mapped to FoafName and doap:name to DoapName) as shown below. 1 2



class Person < IdentifiedResource set_class_uri ’ http :// m3pe . org / activerdf / test / Person ’



3 4



5



6



add_predicate ’ http :// usefulinc . com / ns / doap # name ’ , ’ DoapName ’ add_predicate ’ http :// xmlns . com / foaf /0.1/ name ’ , ’ FoafName ’ end



If no schema is defined, we inspect the data and map resource predicates to object properties directly, e.g. if only the triple :eyal :eats ”food” is available, we create a Ruby object for eyal and add the method eats to this object (not to its class). For objects with cardinality larger than one, we automatically construct an Array with the constituent values; we do not (yet) support RDF containers and collections. Creating objects either loads an existing resource or creates a new resource. The following example shows how to load an existing resource, interrogate its capabilities, read and change one of its properties, and save the changes back. The last part shows how to use standard Ruby closure to print the name of each of Renaud’s friends. 1 2



3 4 5



renaud = Person . create ( ’ http :// activerdf . m3pe . org / renaud ’) renaud . methods ... [ ’ firstName ’ , ’ lastName ’ , ’ knows ’ , ’ DoapName ’ , ...] renaud . firstName ... ’ renaud ’ renaud . firstName = ’ Renaud ’ renaud . save



6 7 8 9



4.2.3



renaud . knows . each do | friend | puts friend . firstName end



Dynamic finders



ActiveRDF provides dynamic search methods based on the runtime capabilities of objects. We can use these dynamic search methods to find particular RDF data; the search methods are automatically translated into queries on the dataset. The following example shows how to use Person.find by firstName and Person.find by knows to find some resources. Finders are available for all combinations of object predicates, and can either search for exact matches or for keyword matches (if the underlying data-store supports keyword search). 1 2 3 4



eyal = Person . find_by_firstName ’ Eyal ’ renaud = Person . find_by_knows eyal all_johns = Person . find_by_ke ywo rd _na me ’ john ’ other = Person . f i n d _ b y _ k e y w o r d_ n a m e _ a n d _ a g e ’ jack ’ , ’30 ’
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Challenges and contribution



Object-oriented models are widely employed by software developers and architects and most of the new information systems are based on this paradigm. As semantic Web technology is emerging, one of the main difficulties is to learn and understand the syntax and semantic of RDF in order to use its full power and to exploit the benefits of Semantic Web technology in object-based systems. To spread the development of Semantic Web applications, software development community requires an easy to use API that transforms the Semantic Web language into an object-oriented model and that unifies access to RDF data sources. The development of an object-oriented RDF API has been suggested several times [33, 80, 86], but developing such an API faces several challenges. The Semantic Web infrastructure is dynamic and decentralised and most of the existing works do not take in account these specificities constraining the way of using Semantic Web knowledge. Using a statically typed and compiled language such as Java does not address the challenges correctly (as explained in Sect. 4.4.4). A scripting language such as Ruby on the other hand, allows us to fully address these challenges and develop ActiveRDF, our “deeply integrated” object-oriented RDF API. The main challenges are: • To bridge the semantic gap between the triple-based model of RDF and the objectoriented model. • To provide an programming interface that respects the RDF paradigm and supports all its functionality while keeping intuitiveness and simplicity of use. • To decrease RDF database coupling and programming complexity by separating software application from RDF data storage systems. The contributions of our work are: (i) a demonstration that a dynamic scripting language such as Ruby is more appropriate to design and implement an object-oriented RDF mapping API, (ii) an architectural model that fully supports RDF(S) and abstracts any kind of RDF data store, (iii) a simple to use, intuitive and efficient object-oriented RDF mapping API that allows software developers and architects to integrate more easily Semantic Web technology into object-based systems.



4.4



Object-oriented manipulation of Semantic Web knowledge



ActiveRDF bridges the gap between the triple-based RDF model and the object-oriented programming language. ActiveRDF abstracts database access through a domain driven data access. An object-oriented manipulation of Semantic Web data helps to integrate Semantic Web technology in modern software architecture and exploit its benefits. But the mapping between the two models is not straightforward, because of the dynamic and semi-structured nature of RDF and the open-world semantics of RDF Schema. Not all programming languages are suitable and the mapping of RDF entities to native programming language objects requires a dynamic and flexible language. The rest of the section introduces object-relational mapping (ORM) and its benefits, presents the principal differences between RDF(S) and object-oriented model and discusses what kind of programming language is appropriated to address the challenge.
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Object-relational mapping



ActiveRDF is strongly inspired by the programming technique that links databases to objectoriented language concepts, commonly named object-relational mapping. More precisely, ActiveRDF adapts the widely used ORM pattern, ActiveRecord, found in Ruby on Rails for RDF stores. ORM exposes relational database information as objects and facilitates management of relational databases. Currently, a large part of software, such as dynamic web sites or business applications, uses relational database management systems to store a large amount of data and object oriented programming to process the data. Object-oriented programming paradigm has changed the way in which programmers and software engineers think about software. A system is decomposed into programming objects representing real-world objects which interact within the system. Each object encapsulates specific data and behavior. With this encapsulation, the system is more flexible and easier to maintain, code is more readable and easier to understand improving the reusability of software components. On the opposite, relational database is relatively effective to store and manage large amount of data but its programming interface is complex. Mapping database information to objects enables us to benefit from the two paradigms. But, a semantic gap exists between object-oriented representation and relational representation. The relation data model is based on set theory, a low abstraction level, whereas the object-oriented model, based on encapsulation, has an higher abstraction. The developer must continually manage the data conversion between the two forms. ORM addresses the problem by making a bridge between the two paradigms. The mapping tool provides a domain driven data access using the domain terminology and assures the persistence of data transparently. It becomes simpler for the developer to manipulate objects than a set of tuples. For instance, to find a person in a database, it is more natural for a developer to write Person.find by name(”Alice”) than a SQL query as ”SELECT * FROM person WHERE name = ’Alice’ LIMIT 1;”. To summarise, an ORM tool provides interesting benefits such as faster and simpler software development. The programming code is reduced since the developers do not need to write all of the mapping code and is much more understandable because the developers access data through domain model objects. Applications built with domain model objects are much more maintainable and work regardless the kind of storage system due to the loosely database coupling.



4.4.2



RDF(S) to Object-Oriented model



RDF Schema defines an object-oriented model for RDF [52] to conceptualise a domain of knowledge. The domain model is organised into a hierarchy of classes with relationships between classes and instances. RDFS is similar to an object-oriented model but differs semantically on many points. [52] shows some important differences and similarities between Semantic Web languages and object-oriented languages.
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Class and instances Object-oriented Classes symbolise types and define the structure and behavior of objects. Classes can have only one superclass. Multiinheritance is typically not allowed. A class inherits behavior from its superclasses. An instance belongs to only one class, e.g has a single type. A class is known in advance and fixed. A class can not change in time. An instance is constrained by its class and inherits attributes and data from its class.



RDF(S) Classes represent sets of individuals. Classes can have several superclasses. A class is a subset of individuals of its superclasses. An individual can belong to multiple classes, e.g. an individual can have multiple type. Class definitions are open. New classes can be created and classes can change (new property, new data, new relationship) during run-time. An instance can have properties, relationships and data not defined in its class(es). Instances can belong to new classes and can have new types during run-time.



Table 4.1: Class and instance model comparison Properties and values Object-oriented Properties are only accessors to data.



Properties are defined locally to a class and its subclasses through inheritance.



Instance properties constrain the type of value attached.



RDF(S) Properties belong to a hierarchy of property class. Properties are individuals and have their own properties, relationships and data. Classes do not define their properties. It is the properties that define the classes to which they apply (with the property rdfs:domain) or they can be inferred from individuals or the classes to which they apply. Individuals can have arbitrary value for any properties. The property rdfs:range indicates the class(es) that the values of a property must be members of, but it is not a constraint in the proper term.



Table 4.2: Properties and values model comparison Summary Providing such an object-oriented API for RDF data is not straightforward, given the following issues: Type system The semantics of classes and instances in (description-logic based) RDF Schema
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and the semantics of (constraint-based) object-oriented type systems differ fundamentally. Property-centric Properties are stand-alone entities, can be applied to any class and can have any kind of values. Properties are independent from specific classes contrary to object-oriented model where attributes are local to a class. Semi-structured data RDF data are semi-structured, may appear without any schema information and may be untyped. In object-oriented type systems, all objects must have a type and the type defines their properties. Inheritance RDF Schema permits instances to inherit from multiple classes (multi-inheritance), but many object-oriented type systems only permit single inheritance. Flexibility RDF is designed for integration of heterogeneous data with varying structure. Even if RDF schemas (or richer ontologies) are used to describe the data, these schemas and data may well evolve and should be expected to be unstable and incomplete. An application that uses RDF data should be flexible and not depend on a static RDF Schema. Given these issues, we investigate, here, the suitability of dynamic scripting languages for RDF data.



4.4.3



Dynamic programming language



Object-oriented languages have a strict object management policy. ActiveRDF requires a flexible programming language to surpass object limitations and to define a Domain Specific Language in order to support fully the RDFS specifications. Furthermore, RDF data do not have a static data model. In other words, when the program is designed, the data model is partially known and can changes at run-time. ActiveRDF requires a programming language that enables the writing of applications that can change their structure while it is running. Most programming languages can have such behavior and address the two requirements above with more or less difficulties. But some languages are more suitable since they were designed with such features. These kind of programming languages are called dynamic scripting languages such as Ruby or Python. There is no exact definition of “dynamic scripting languages”, but we can generally characterise them as high-level programming languages, less efficient but more flexible than compiled languages [68]. Interpreted Scripting languages are usually interpreted instead of compiled, allowing quick turnaround development and making applications more flexible through runtime programming. Reflection Scripting languages are usually suitable for flexible integration tasks and are supposed to be used in dynamic environments. Scripting languages usually enable strong reflection (the possibility of easily investigating data and code during runtime) and runtime interrogation of objects instead of relying on their class definitions.
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Meta-programming Scripting languages usually do not strongly separate data and code, and allow code to be created, changed, and added during runtime. In Ruby, it is possible to change the behaviour of all objects during runtime and for example to add code to a single object (without changing its class). Dynamic typing Scripting languages are usually weakly typed, without prior restrictions on how a piece of data can be used. Ruby for example has the “duck-typing” mechanism in which object types are determined by their runtime capabilities instead1 of by their class definition. The flexibility of a dynamic scripting languages (as opposed to statically-typed and compiled languages) enables the development of a truly object-oriented RDF API.



4.4.4



Addressing these challenges with a dynamic language



The development of an object-oriented API has been attempted using a statically-typed language (Java) in RdfReactor2 , Elmo3 and Jastor4 . These approaches ignore the flexible and semi-structured nature of RDF data and instead: 1. assume the existence of a schema, because they rely on the RDF Schema to generate corresponding classes, 2. assume the stability of the schema, because they require manual regeneration and recompilation if the schema changes and 3. assume the conformity of RDF data to such a schema, because they do not allow objects with different structure than their class definition. Unfortunately, these three assumptions are generally wrong, and severely restrict the usage of RDF. A dynamic scripting language on the other hand is very well adapted for exposing RDF data and allows us to address the above issues5 : Type system Scripting languages have a dynamic type system in which objects can have no type or multiple types (although not necessarily at one-time). Types are not defined prior but determined at runtime by the capabilities of an object. Property-centric With dynamic typing and polymorphism, properties can have any kind of values, and meta-programming handles properties as stand-alone objects that can be dynamically added or removed from objects. Semi-structured data Once again, the dynamic type system in scripting languages does not require objects to have exactly one type during their lifetime and does not limit object functionality to their defined type. For example, the Ruby “mixin” mechanism allows us to extend or override objects and classes with specific functionality and data at runtime. 1 Ruby also has the strong object-oriented notion of (defined) classes, but the more dynamic notion of duck-typing is preferred. 2 http://rdfreactor.ontoware.org/ 3 http://www.openrdf.org/doc/elmo/users/index.html 4 http://jastor.sourceforge.net/ 5 We do not claim that compiled languages cannot address these challenges (they are after all Turing complete), but that scripting languages are especially suited and address all these issues very easily.
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Inheritance Most scripting languages only permits single inheritance, but their meta-programming capabilities allow us to either i) override their internal type system, or ii) generate a compatible single-inheritance class hierarchy on-the-fly during runtime. Flexibility Scripting languages are interpreted and thus do not require compilation. This allows us to generate a virtual API on the fly, during runtime. Changes in the data schema do not require regeneration and recompilation of the API, but are immediately accounted for. To use such a flexible virtual API the application needs to employ reflection (or introspection) at runtime to discover the currently available classes and their functionality. To sum up, dynamic scripting languages offer us exactly those properties to develop a virtual, dynamic and flexible API for RDF data. Our arguments apply equally well to any dynamic language with these capabilities. We have chosen Ruby as a simple yet powerful scripting language, which in addition allows us to use the popular Rails framework for easy development of complete Semantic Web applications.



4.5



Software requirement specifications



ActiveRDF must provide to software developers and architects with a simple interface to manipulate RDF data in order to integrate Semantic Web technology in object-oriented systems. This section defines the requirements for designing our object-oriented RDF mapping API. We present the user requirements and the functional requirements of the system and we state the non-functional requirements as the usability or the implementation constraints.



4.5.1



Running conditions



ActiveRDF will be used by user application to abstract one or several RDF storage systems. The environment where ActiveRDF will operate can have various forms. An RDF store can be a desktop application, a flat file or a RDF database management system and is situated locally, e.g. on the same system as the user application, or on a network. The user application can perform read and write accesses. The two main running conditions that follow this environment definition are schematised in Fig. 4.5.1: • Fig. 4.1a shows an unshared access to one or several RDF stores, e.g. only one application accesses the database. • Fig. 4.1b shows a concurrent access to one or several RDF stores, e.g. multiple applications access the same database.
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(b) Concurrent access



Figure 4.1: Running condition diagrams In the unshared access, only one application accesses one or several RDF stores via ActiveRDF. The user application instantiates one connection for each database and can execute read and write accesses to the database of its choice. In the concurrent access, the user application is not the only one that uses a database and performs read and write operations. A problem of cache synchronisation with the database can occur as explain below. For example, if we have an application A that has a caching copy of some part of an RDF graph in memory. We also have an application B that accesses the database directly. B could now change some data that A has in cache without A’s knowing it. A’s cache is now inconsistent with the database and needs to be synchronised to ensure data consistency.



4.5.2



Functional requirements



ActiveRDF will be used as a layer between the user application and RDF storage systems. The ActiveRDF layer will act as an abstraction layer on top of RDF storage systems and will provide native Ruby object to the user application. The RDF storage systems are accessible locally or remotely through a network. When user application uses a remote access to one or more RDF stores, some use cases must be taken into account to keep database consistency, for example when several applications access the same database at the same time. Use-cases can be divided into five main patterns: database access, RDF mapping, RDF manipulation, Rails integration and domain-specific extension. Each use-case pattern involves user and system requirements that is described below. 4.5.2.1



Database abstraction



The first use-case pattern is the database abstraction. There are various kind of RDF storage systems, each one with its own features. The user application must be able to choose what kind of RDF storage systems it accesses. ActiveRDF must provide a simple interface to configure and manage multiple database connections. Since some RDF storage systems classify data into contexts (named graphs), the database connection interface must handle context access when it is supported. ActiveRDF must transparently assure the persistence of data. If only one application uses ActiveRDF, users can enable a cache system in order to minimise network traffic flow or disk Renaud Delbru
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access and to fetch data from the database only when we need it. When multiple applications access the same database, the user must have the possibility to disable the cache system to keep data consistency. ActiveRDF users must have the ability to add a new database adapter easily. The programming interface of a database adapter must be composed by a small number of abstract methods. User requirements An user must be able to: • configure and instantiate diverse RDF database connections; • manage multiple database connections; • manage access to contexts on a data storage; • enable or or not the cache system; System requirements ActiveRDF must: • provide a set of low level methods that uniformly abstracts the control of various RDF databases; • transparently assure the persistence of data; • assure data consistency. 4.5.2.2



RDF mapping



In order to execute operations on RDF data through native Ruby objects, ActiveRDF must map Ruby objects to RDF entities and Ruby methods to RDF operations. The RDF mapping use-case is divided into two sub use-cases: domain model and domain logic mapping. ActiveRDF must provide an interface to map either manually or automatically an RDF schema to a hierarchy of Ruby classes. In manual mode, the user must describe the mapping process and choose the object terminology to use. In automatic mode, ActiveRDF must choose itself an intuitive terminology to use. User requirements An user must be able to: • write its own class model; • enable or or not the automatic schema generation. System requirements The domain model mapping process must follow the basic instructions below: • Each RDF namespace corresponds to one Ruby module; • An RDF triple is interpreted as a Ruby object: an RDF subject is one Ruby object, an RDF predicate is an object attribute and an RDF object is an object attribute value; The domain logic mapping process must follow the next basic instructions: Renaud Delbru
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• Each Ruby object method (instantiation, attribute accessors, find methods, etc.) corresponds to an operation on the RDF database; • Database operations are translated into queries and executed with an adapter. 4.5.2.3



RDF manipulation



RDF data manipulation is done by executing some operations through native Ruby objects. Such an operation is divided into two groups: read access and write access. A read access retrieves information from the RDF store whereas a write access modifies the RDF store. The user must be able to perform the following read operations on the RDF store: • load an RDF resource with its properties by instantiating a Ruby object; • load a property value through Ruby object accessors; • find a specific resource; • query the database; • ask database to verify if a resource exists, if a resource is a literal or a blank node, etc. The write operations allowed are: • creating a new resource (RDF class or RDF instance); • deleting a resource (RDF class or RDF instance); • adding a new property to an RDF resource; • deleting a property to an RDF resource; • updating property values of an RDF resource. 4.5.2.4



Rails integration



The user can integrate ActiveRDF with Rails, a popular web application framework for Ruby. In this case, ActiveRDF must replace ActiveRecord (the Rails data layer for relational database). The programming interface of ActiveRDF and ActiveRecord must be identical to minimise code changes if the user chooses to use ActiveRDF instead of ActiveRecord. ActiveRDF must follow the terminology of ActiveRecord and have the same method “fingerprints” (data output and input). As ActiveRecord, the user must be able to configure the behavior of ActiveRDF through Rails config files. User requirement • the user can configure ActiveRDF with Rails configuration interface. System requirement • the programmming interface must be compatible with ActiveRecord; Renaud Delbru
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Domain-specific extension



The domain model of ActiveRDF must fully support RDF(S) and must be extensible with domain-specific model such as the Foaf, Dublin Core or OWL schema. If multiple domain-specific extensions are available, the user must have the possibility to choose which one to load. User requirements • The user can create and add a domain-specific extension to ActiveRDF. • The user can choose which domain-specific extensions to load. System requirement • ActiveRDF data model can be extended with domain-specific extensions.



4.5.3 4.5.3.1



Non-functional requirements Usability



ActiveRDF must provide a programming interface that can be employed by most of the software developers and programmers after a short training time to achieve any particular manipulation of RDF data. ActiveRDF requires a simple interface manipulation with an intuitive terminology that reduces the time to accomplish any particular RDF data processing task. To reduce the training time and allow quickly efficient programming, ActiveRDF must be well documented and easy to understand just by observing programming examples and unit tests. As ActiveRDF will be released, all components of the application must be well tested. Each use cases and classes must have its own test units to quickly identify and fix software faults. ActiveRDF must be evaluated by several users to provide feedback on usability in order to define requirements for the next release. 4.5.3.2



Maintainability



ActiveRDF will be designed using a layered architecture to make it more modular and to reduce interdependency between components. A coding style will be defined and should be followed to encourage the development of maintainable code. 4.5.3.3



Performance and scalability



ActiveRDF will be used to manipulate small RDF stores for personal use or large stores for professional use. The mapping of RDF entities to Ruby objects must able to load and manipulate millions of triples. Accesses to RDF stores must be minimised to reduce network traffic and disk accesses. Frequency of read and write/update operations on a database must be minimal.
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If the cache system is enabled, the memory consuming must be scalable. The cache system must provide different mechanism to store data, as decentralised storing or automatic garbage collector. When ActiveRDF instantiates a connection with an RDF store, an automatic schema generation can be performed. The database look-up must be optimised to extract all schema information in a minimum time, even if the database contains million of triples. 4.5.3.4



Configurability



Each Semantic Web application has different goals and needs. The user must have the ability to configure ActiveRDF: database connection instantiation, cache system, automatic schema generation and loading of domain-specific extensions. 4.5.3.5



Implementation constraints



ActiveRDF will be developped with the Ruby programming language and must be OS independent. Any external components used must be free and open source. ActiveRDF must replace ActiveRecord and be easy to integrate into the web application framework Ruby on Rails. ActiveRDF and ActiveRecord interface must be compatible. A first prototype of ActiveRDF already exists and can be reused in the new implementation. A reverse engineering process must be applied to analyse and determine the structure and functionality that can be reused. ActiveRDF must be based on the standardised languages RDF(S) and SPARLQ. The features and terminology proposed by ActiveRDF must be identical to those found in the RDF and SPARQL specifications [51, 74].



4.6



Design and implementation



In this section, we describe the design and implementation of ActiveRDF. Two architectures have been designed. The implementation of the first architecture, described in Sect. 4.6.1, has permited to check the suitability of the Ruby language and has resulted in two public releases. Following the two releases, user feedbacks and our case studies have emphasised some architecture deficiencies. To address them, a more modular and dynamic architecture has been designed and is outlined in Sect. 4.6.2.



4.6.1 4.6.1.1



Initial design Architecture



In this section, we give a brief overview of the initial architecture of ActiveRDF. ActiveRDF follows ActiveRecord pattern [36, p. 160] which abstracts the database, simplifies data access and ensures data consistency, but adjusted for RDF data.
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Figure 4.2: Overview of the initial architecture of ActiveRDF ActiveRDF is composed of four layers, presented in diagram form in Fig. 4.2: Virtual API The virtual API is the application entry point and provides all the ActiveRDF functionality: it provides the domain model with all its manipulation methods and generic search methods. Cache A caching mechanism can be used to reduce access to the database and improve time performance (in exchange for memory). Mapping The layer maps RDF data to Ruby objects and data manipulation to Ruby methods. Adapter Provides access to a specific RDF data-store by translating generic RDF operations to a store-specific API. 4.6.1.2



Adapter



The adapter is the first abstraction layer and is used by the higher level layers. The adapter layer provides a generic interface that simplifies and unifies communication with a specific RDF data-store. The adapter interface (AbstractAdapter in Fig. 4.3) offers a simple API composed by a set of low-level functions consisting of: add Add a new triple in the database. remove Remove a triple from the database. query Execute a query on the database. save Save all changes in the database. The low-level API is purposely kept simple, so that new adapters can be easily added. Each RDF storage system has its own adapter that wraps the implementation of the low-level functions. For instance, the Redland adapter calls specific methods of the Redland module API and the Yars adapter generates HTTP commands based on the REST principle. The configuration of a database connection is done during its initialisation. The instantiation of a new connection is user-definable and the available parameters are: Renaud Delbru
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Figure 4.3: Adapter modelling adapter Type of adapter to use (yars, redland, sparql, jena, ...). host Host of the data storage server. port Communication port with the database server. proxy Proxy address if necessary. context Allow to choose the context (named graphs) of the database. cache server Allow to configure the cache system. construct class model Enable automatic construction of the class model. ActiveRDF initialises a connection for each database context and stores the instantiated connection in the node factory, a central component of ActiveRDF. At any time, the user can switch the connections to execute tasks on a different database or on a different context. 4.6.1.3



Data model



In this section, we describe the internal RDF data model implemented in ActiveRDF. ActiveRDF has its own representation of an RDF graph. The initial RDF data model describes incompletely the RDF(S) model but only its main concepts, as explained below. An RDF graph is composed of nodes linked by edges. There are two kind of nodes: internal nodes that have incoming and outgoing edges and external nodes that have only incoming edges. An internal node is called a resource and usually links other nodes whereas an external node is called a literal and usually contains raw data. There are two types of resources: a resource identified by an URI and an anonymous resource, or blank node, that is not identified by an URI. Fig. 4.4 shows the internal representation of such a graph in ActiveRDF. The data model is constituted of five classes, two abstract classes and three concrete classes. The most abstract element is the node (Node in Fig. 4.4) that generalises two principal elements, resources and literals. Literal is the class of all the literals whereas Resource is an abstract concept that generalises the identified and anonymous resources (respectively IdentifiedResource and AnonymousResource in Fig. 4.4). Each RDF class in a RDF schema is mapped to a Ruby class which is necessarily a subclass of IdentifiedResource. Each RDF instance is mapped to a Ruby instance of a data Renaud Delbru



Epita Scia 2006



CHAPTER 4. MANIPULATION OF SEMANTIC WEB KNOWLEDGE: ACTIVERDF SECTION 4.6. DESIGN AND IMPLEMENTATION



45



Figure 4.4: The class hierarchy of the initial data model



Figure 4.5: Sequence diagram of the find method model class. If an RDF instance does not have a class in the schema, it belongs directly to the IdentifiedResource class. If an RDF instance does not have an URI, it is instantiated as an AnonymousResource. With only these basic concepts, ActiveRDF is able to represent most of the RDF graph encountered. 4.6.1.4



Mapping



The mapping layer converts RDF triples into class and instance in ActiveRDF data model and data model objects into RDF triples. The mapping component also translates data model manipulations to specific tasks on the database. For example in Fig. 4.5, when the user application calls a find method, the mapping layer translates this action into a specific query on the data-store and then converts information retrieved from the database into data model objects.
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We distinguish three principal mapping operations: a conversion of data manipulation tasks to database transactions, a data interpretation between ActiveRDF and a data-store and a data model construction. Data manipulation ActiveRDF translates manipulation tasks that retrieve information (for instance a find method or an attribute accessor) into a query. ActiveRDF builds and executes a query through the query engine (QueryEngine in Fig. 4.5, cf. 4.6.1.6). The query engine is in charge of translating the query into a query string with the right query language and sending the query transaction to a database through an adapter. But, in absence of a standardised query language that provides read and write access to RDF data-stores, the write transactions, such as create a new resource or update an attribute, are performed by the specific methods add and delete of the data-store adapter. Data interpretation The adapter supervises the mapping of data model objects to modulespecific objects and vice-versa. For instance in Fig. 4.5, when ActiveRDF retrieves RDF data from a Redland storage system, the Redland adapter translates Redland objects into ActiveRDF objects. On the contrary, when ActiveRDF sends data model objects to the database, the Redland adapter converts data into Redland objects. The adapter only interprets information, the construction of data model objects is left to the node factory as described below. Data model construction The node factory supervises the construction of the data model, e.g. classes and instances that represents RDF entities. The node factory is the only component that knows how to build data model objects. For instance, when an URI is sent to the node factory, the node factory retrieves information to know if the URI stands for an RDF class or an RDF instance and then creates the right object with the right attributes in the data model. All RDF properties associated with an RDF class or instance are mapped to a class or instance attribute. Attributes are kept separated from the data model object and stored in the attribute container (AttributeContainer). The attribute container enables ActiveRDF to dynamically add or remove an attribute from a class or an instance and keeps attribute values for each objects. The node factory can extract the RDF schema from a data source, e.g. all the RDF classes with their relationships and properties. Then, RDF entities are mapped to data model objects and the data model are updated dynamically. Classes and attributes are named in accordance to the local name of their URIs (cf. 3.2.2) or to their label property (cf. 3.2.8). 4.6.1.5



Cache



The cache layer keeps in memory all RDF entities retrieved to decrease database access and improve response time. The cache stores all resources identified with an URI. Blank nodes can not be identified and can not be stored. The node factory supervises the cache system and indexes each identified resource with their attribute values in a map table. This map table can be replaced by an external module as memcache6 to store data on one or several remote servers. 6



http://www.danga.com/memcached/
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When cache system is activated, each time an instantiation is necessary, the node factory verifies in the cache if the RDF entity has been already instantiated. In this case, the node factory returns directly the instance without querying the database. Otherwise, the node factory creates and stores in the cache a new object. 4.6.1.6



Virtual API



The virtual API implements and hides the domain logic and offers the user all the possible RDF data manipulation. The virtual API is not a generated API (hence the name virtual ): some functionality is determined dynamically during run-time. This virtual API provides three functionalities: a query engine to build a query in a object-oriented way, a static API that provides generic manipulation methods and a dynamic API that provides object-specific manipulation methods. The static and dynamic API act as an abstraction layer on top of the query engine and provide higher level functionality. Query engine The query engine provides an object-oriented interface that can abstract several query languages. The user can build a query step by step with the following methods: add binding variable defines the bound variables in the select clause. add counting variable defines a variable that returns the number of results. add condition adds a triple pattern in the where clause. keyword search adds a keyword search condition on a triple. order by changes the order of the elements in the result. The example below shows how to construct a query that retrieves all people who know thirty-year-old people: Query construction example 1



2



3



knows = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / test / knows ’) age = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / test / age ’) value = Literal . create ( ’30 ’)



4 5 6 7 8 9



qe = QueryEngine . new qe . a dd _ bi nd i ng _ va ria bles (: s ) qe . add_condition (: s , knows , : x ) qe . add_condition (: x , age , value ) qs = qe . generate



When a query is built, the query engine can translate it into different query languages or execute it on a database. As seen in Fig. 4.6, the query engine is modular and can be extend easily with a new generator to support other query languages.
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Figure 4.6: Query engine modelling Static API The static API provides generic methods for classes and instances. All class contains a method create to load or create a node and the Resource class offers a method add predicate to explicitly define a new property for an RDF class. In addition, the identified resource classes have a parametrable method to find and retrieve resources. The find method searches a specific resource in the database according to the values of some attributes or by keyword searching if the database support this feature. The find method automatically restricts its search on RDF instances that belong to the class where the method is called. For example, IdentifiedResource.find(:name => ”Renaud”) will search all resources that have a property name with the value “Renaud” whereas Person.find(:name => ”Renaud”) will perform the same search, but only on the instances belonging to the class Person. Instances have two static methods, save and delete, that, respectively, save or delete the instance with all its attributes in the database. Dynamic API The dynamic API extends identified resources to add attributes accessors and a set of high-level methods, called dynamic finders as in Rails [82, p 209], to perform search on property values. ActiveRDF uses Ruby reflection and meta-programming to provide such functionality. When the user uses an attribute accessor or a dynamic finder, the method does not exists but its call can be caught by Ruby with the method missing mechanism. As described in Fig. 4.7, ActiveRDF catches the message find by name, extracts the attribute name and calls the static method find with the correct parameters. Attribute accessors use the terminology of RDF predicates. For instance, the RDF class Person has properties such as firstname and lastname. ActiveRDF uses the property name to add attribute accessors to the class Person and to its instances, for example renaud.firstname. The dynamic finders permit to search resources in the database that match a given value for a specific property. As for the attribute accessors, ActiveRDF uses the terminology to create such search methods by concatenating find by with attributes names. For instance, in the previous example, the user can perform a search with: 1 2 3



Person . find_by_firstname (" Renaud ") Person . f i n d _ b y _ f i r s t n a m e _ a n d _ l a s t n a m e (" Renaud " , " Delbru ") Person . f in d _ b y _ k e y w or d _ f i r s t n a me (" Ren ")



4.6.1.7



Implementation features



We now briefly summarize the features available in the initial design: Renaud Delbru
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Figure 4.7: Sequence diagram of a dynamic finder 1. Adapters provide access to various data-stores and new adapters can easily be added since they require only little code. 2. The virtual API offers read and write access and uses the mapping layer to translate operations into database tasks. 3. The virtual API offers dynamic search methods (using Ruby reflection) and uses the mapping layer to translate searches into RDF queries. 4. The virtual API offers a RDF manipulation language (using Ruby meta-programming) which uses the mapping layer to create classes, instances and methods that respect the terminology of the RDF data. 5. The mapping layer is completely dynamic and maps RDF Schema classes and properties to Ruby classes and methods. In the absence of a schema the mapping layer infers properties of instances and adds it to the corresponding objects directly achieving dataschema independence. 6. The caching layer (if enabled) minimises database communication by keeping loaded RDF resources in memory and ensures data consistency by making sure not more than one copy of an RDF resource is created. 7. The implementation design ensures integration with Rails: we have created ActiveRDF to be API-compatible with the Rails framework. The functionality of the initial ActiveRDF architecture (especially if combined with Rails) allows rapid development of Semantic Web applications that respect the main principles of RDF. It is also noticeable that Ruby fulfills our recommendations in term of flexibility and dynamic power and enables the creation of an object-RDF mapping API that adapts its structure to RDF data during run-time. 4.6.1.8



Implementation deficiency



The initial design of ActiveRDF addresses most of the challenges and provides an usable API but some deficiencies have been emphasised, as described in this section. Renaud Delbru
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Adapter The adapter layer has two main problems: • adapter implementation and translation of module-specific objects into ActiveRDF objects or the other way round are not well separated. For instance, if we add a new adapter based on the REST principle for a SPARQL endpoint, we must reimplement the HTTP interaction and a SPARQL translation component. We can avoid this duplication of code by separated the interface, the implementation and the translation in order to reuse them separately. • the adapter layer translates RDF data directly into data model object which results in a high coupling between the database abstraction and the data model. A lower level representation of RDF data is required to separate the two components. Data model The data model is based on the Ruby object model and has the same limitations, e.g. it does not support multi-inheritance and multi-typing. The initial representation is too far from the RDF model specification. We can not manage all properties in the same way, e.g. subclass and type properties are not attributes of data model objects but are features of Ruby. ActiveRDF must implement its own dynamic object model to be able to perfectly represent the RDF(S) model or any other ontology. The data model also lacks some of exploration features such as inverse properties which is actually difficult to implement because they were not considered in the design. Mapping The automatic schema creation involves name clashes with Ruby object names because of the mapping layer that does not separate data model objects with Ruby objects. ActiveRDF can map RDF namespaces to Ruby modules and use them to classify data model objects and separate them from Ruby objects. Virtual API The virtual API depends on the domain logic to implement all its functionality. But the domain logic is scattered between many components. To decrease coupling between the virtual API and the other layers, ActiveRDF requires one layer, as the query engine, that manages all database tasks. The query engine lacks functionality, but its architecture is not modular enough and is difficult to extend. The design of the query engine must be reconsidered as an abstraction layer for all database accesses.



4.6.2



Improved design



The initial architecture has shown some weakness in its modularity and was not able to completely support the RDF(S) features. We have revised the architectural pattern to improve the modularity and the domain model representation to strictly adhere to RDF(S) specification. In this section, we introduce our early work on the improved design of ActiveRDF. At the present time, the improved design of ActiveRDF has no concrete implementation. 4.6.2.1



Architecture



It can be remarked that ActiveRDF have a vertical structure composed of a stack of components where high-level components, such as the Virtual API, rely on lower level, such as the Mapping or Adapter. One of the main problem in the initial architecture of ActiveRDF Renaud Delbru
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Figure 4.8: Overview of the improved architecture of ActiveRDF was the high dependence between two components. To build an architecture containing well separated components, we follow the Layers architectural pattern that helps to structure applications that can be split into groups of subtasks. Each group of subtasks is at a particular level of abstraction and each level only depends on the previous lower level [20, p. 31]. As described in [20, p. 48], such an architectural pattern has several benefits: • If each level of abstraction is clearly defined, then the tasks and interfaces of each layer can be standardised. • Standardized interfaces between layers usually confine the effect of code changes to the layer that is changed. Then, the modification or the exchange of a component does not affect the other parts of the application. • Since lower levels are independent from the others, these components can effortlessly reused. For instance, the Adapter layer, which is the lower level component and does not depend on other components, can be reused as a stand-alone application. The improved architecture, schematised in Fig. 4.8, is composed of five layers and of an intermediate data model accessible by all layers: Graph The graph model is the intermediate representation of RDF data inside ActiveRDF. All data exchange between components are based on this data model. Domain interface In the same way as the Virtual API in the previous architecture, the domain interface is the application entry point and provides all the ActiveRDF functionality. This layer extends the graph layer and hides graph structure behind domain Renaud Delbru
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Figure 4.9: Variable binding result modelling in ActiveRDF model objects (RDF class and RDF instance) and graph manipulation behind domain logic. Cache In addition to improving time performance, the cache system stores the complete RDF graph, e.g. all RDF data retrieved and domain-specific extensions loaded (in particular the RDF(S) extension). The caching mechanism also supervises access to the complete graph and decides when it is necessary to query the database. Query engine The query engine abstracts database communication at a higher level than the adapters. This layer supervises all operations that must be performed on the database, even writing operations. Federation The federation service keeps all instantiated database connections, supervises task distribution over one or multiple data stores and aggregates results when many databases have been queried together. Adapter As in the initial architecture, the adapter layer is a low-level database abstraction. This layer provides RDF data in a low-level representation (triples) or in intermediate representation (graph). 4.6.2.2



Triple model



The triple model is the low-level representation of RDF data. It defines two main container classes, Triple and VariableBindingResult, since a query result comes as an RDF graph (set of triples) or as a set of tuples (ResultTuple in Fig. 4.9) containing an ordered list of values for each query variable. A query variable can bind four kinds of result elements: an URI, a blank node, a literal or a boolean. Query results can come as an RDF graph and are represented as a list of Triple object. A triple is constituted of a subject, a predicate and an object. A subject is either an URI or blank node, a predicate is always an URI and an object can be an URI, a blank node or a literal. The five basic elements (URI, BlankNode, Literal, Boolean and Variable) are reused in the graph model as node identifiers. The Variable element enables to representation of a query graph pattern directly with the graph model presented below. Renaud Delbru
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Figure 4.10: Example of node objects linked by references 4.6.2.3



Graph model



The graph model is the intermediate representation of RDF data inside ActiveRDF. The graph model is similar to the RDF graph specified in [51] and can be seen as a labeled directed multigraph. The graph stores and organises RDF data retrieved, but does not carry any semantics. Its interpretation is left to the domain interface layer. A graph is named and can be composed by multiple named graphs. A graph is composed of a set of nodes and a node keeps a reference to its outgoing and incoming edges. A node also contains a triple model object that can be an URI, a literal, a blank node, a boolean or a binding variable. For example, Fig. 4.10 shows two node objects, one containing the URI ns:renaud, the other containing a literal ’Renaud Delbru’. The two nodes are linked by their mutual references. The graph logic implements many basic operations on a RDF graph such as: • get node(id) returns a node • sources(edge) returns all the source nodes of an edge • targets(edge) returns all target nodes of an edge • outgoing edges(node) returns all outgoing edges of a node • incoming edges(node) returns all incoming edges of a node • neighbors(node) returns all adjacent nodes of a node The graph enables easy and efficient access to triple pattern. It acts as a triple index and enables the retrieval of triple in accordance to the following triple patterns: (*, *, *), (s, *, *), (s, p, *), (s, *, o), (*, p, *), (*, p, o), (*, *, o), (s, p, o). All data exchanged between layers come as graphs. The graph model is also used to build queries and query results. The graph model has a standardised interface that enables the easily testing of other graph implementation.
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Figure 4.11: Level of RDF data abstraction 4.6.2.4



Domain interface



The domain interface layer extends the graph model and gives a meaning to the graph and to its components. The domain interface is composed of two main components: the domain model and the domain logic. The domain model provides an object-oriented view of the RDF nodes and the domain logic offers all the manipulations on these objects. Fig. 4.11 shows the mechanism of abstraction. The first level includes a low-level representation of RDF data, e.g. triples with URIs, blank nodes, literals, etc. The second level is the intermediate representation of RDF data, e.g. a graph, where each triple is transformed into a pattern Node-Edge-Node. The third level is the high-level representation of RDF data, e.g. the objectoriented view of RDF entities, where a node and its set of edges are interpreted as an object with some attributes. Domain model The domain interface layer implements its own object structure and object interaction, based on the graph model, and acts as a simple domain specific language that offers more freedom than Ruby object model. With this new object model, we are able to surpass the limitations of the Ruby object structure and to support multi-inheritance and multi-typing. The domain model holds two kinds of objects, class and instance, classified into namespaces. RDF namespaces are mapped to Ruby modules, RDF classes to subclasses of ActiveRDF::DomainModel::Class and RDF instances instances of ActiveRDF::DomainModel::Instance. ActiveRDF::DomainModel::Class and ActiveRDF::DomainModel::Instance are subclasses of ActiveRDF::DomainModel::Object and allows us to keep a distinction between classes and instances. Each class and instance belong to their module to reduce name clashes with other RDF classes and with Ruby classes. For instance, the RDF class rdfs:Property and the RDF property rdf:type will belong, respectively, to the Ruby module Rdfs and Rdf. The Ruby class and the Ruby instance can be reached directly with Rdfs::Property and Rdf::type. This mechanism provides users with a shorthand to easily access all loaded RDF entities and respects the qualified name syntax (cf. Sect. 3.2.2) and the domain terminology, e.g. prefix:name.
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Figure 4.12: Sequence diagram of rdf:subclass of attribute accessor Domain logic The domain logic supervises the construction of the domain model and provides on top of it functionality to manipulate and exlore the RDF graph. The object model manager (OMM) interprets the graph model, e.g. nodes and edges, and extends nodes with domain model objects as described in Fig. 4.11. The domain model object keeps a reference of the node which it extends. In this way, the object has a direct access to the graph and to the information stored in the graph, e.g. edges and adjacent nodes. For example, a node that contains an URI foaf:Person and with two edges foaf:name and rdf:subclass of is converted into a Ruby class Foaf::Person that responds to the attribute accessors name and subclass of. Fig. 4.12 shows the runtime scenario of the attribute accessors Person.subclass of. The class Person responds by retrieving all adjacent nodes that are linked by the edge rdf:subclass of and asks the OMM to extend nodes with domain model objects before returning results. The OMM has a NamespaceManager that can create or delete namespaces during run-time and each namespace is extended with a ClassManager and a InstanceManager that provide interfaces to add, remove and access objects in a namespace. The object model logic is closed to the virtual API and extends objects with a static and dynamic interface very similar to those found in the initial architecture. The methods provided use the query engine for complex tasks (search, create, delete) or use graph logic for simple tasks (attribute accessor, attribute update). The graph model allows us to implement attribute accessors for each inverse property, e.g. the incoming edges of a node. For instance, if the node ns:renaud has several incoming edges dc:author, the instance Ns::renaud will have an attribute inverse author that returns all resources with ns:renaud as author. Domain specific extension The OMM converts the RDF graph into a set of objects linked by attributes. But, these objects and their attributes do not have a meaning. The object model logic can load domain specific extensions to give a personality to classes and a logic to attributes. The RDF(S) extension implements the logic of RDF and RDFS. Classes as rdfs:Class or rdf:Property and attributes as rdf:type and rdfs:subclass of are understood by ActiveRDF. In Fig. 4.13, we can notice that two classes Foaf::Person and Ns::French are connected to
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Figure 4.13: Rdfs::Class by an attribute type and to Rdfs::Resource by an attribute subclass of. When a node is interpreted by the OMM as a class, the class object is automatically linked to these objects. Another kind of basic RDF(S) reasoning is done by the OMM during domain model object creation. The RDF(S) domain extension specifies its own object semantics that allow multi-inheritance and multi-typing. We override Ruby native methods such as class, ancestors or is a? to provide a transparent access to inheritance properties. For example, a node ns:renaud with two edges rdf:type, one linking a node foaf:Person the other a node ns:French, are mapped to the instance object Ns::renaud in Fig. 4.13. Given the previous Ruby methods, the instance Ns::renaud will return: 1 2



3 4 5 6



Ns :: renaud . class -> [ Foaf :: Person , Ns :: French ] Ns :: renaud . type -> [ Foaf :: Person , Ns :: French , Rdfs :: Resource , DomainModel :: Instance ] Ns :: renaud . is_a ?( Foaf :: Person ) -> True Ns :: renaud . is_a ?( Ns :: French ) -> True Ns :: renaud . is_a ?( Rdfs :: Resource ) -> True Ns :: renaud . is_a ?( DomainModel :: Instance ) -> True



Multi-inheritance is supported by following the Rdfs::subclass of attribute to traverse the class hierarchy. For instance, when the is a? method is called, we recursively follow the subclass of attribute to go through the hierarchy and verify if the class given as parameter matches one of the superclasses. A certain freedom is left to the user with the domain specific extensions. A user can extend or change the behavior of ActiveRDF with its own domain logic. For instance, the Renaud Delbru
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user can define the transitivity or other particular properties on attributes or some automation in classes. It is also possible to write an OWL domain extension later and use it instead of the RDF(S) extension. 4.6.2.5



Cache



The cache layer stores the complete RDF graph in memory. The “complete graph” contains domain specific extensions and all RDF data retrieved. The cache system has a look-up manager that decides to query the database when some information is not available in the complete graph. When the object model logic notices that an information (a node) is absent in the complete graph, for example when a user accesses an attribute of some instance, the object model logic asks the look-up manager to query the database and retrieve the information. The query result is caught by the update manager that updates the complete graph and returns the node reference to the object model logic. 4.6.2.6



Query engine



All operations sent to an adapter are done with the query engine layer. Several kinds of queries can be built and most are based on the SPARQL specifications found in [74] and summarised in 3.3.2. The query engine provides the same functionality and terminology as the standardised query language and adds some new query possibilities such as keyword searching or adding and deleting triples. The query engine is fully object-oriented and translates queries into a graph representation. In accordance with the SPARQL specification, a query is composed of: • A select clause that defines the binding variables and the type of operation: select, ask, construct, describe, add and delete. • A from clause to specify named graphs on which the operation is executed. • A where clause that defines a graph pattern: a graph with binding variables and with some constraints on binding variables as filter, is bound, is uri, ... • A solution sequence modifier as order by, limit, offset and distinct. A Query object represents an empty query. This object has some parameters that need to be defined such as the select clause that requires an operation and the where clause that requires a graph pattern. A solution sequence modifier can also be defined through the query object. A graph pattern is constituted of basic elements of the triple model and is structured with the graph model. Fig. 4.14 represents a query graph pattern that contains query variables, URI and literals and performs a keyword searching. A graph pattern can be constituted of the union of graph patterns or can include optional graph patterns. A special kind of node works in the same way as the union or the optional operators to link two graphs. The last feature allows us to add some constraint such as a filter operator on a node containing a binding variable.
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Figure 4.14: Graph model representation of a query 4.6.2.7



Federation



In certain use cases, the user needs to manage several databases at the same time. The federation service layer helps the user to handle database connections. The service stores one connection for each database and ensures it gives the right database(s) for a task coming from the query engine. The federation service can: • send a given task to a specific database. • distribute a given task among several databases. • aggregate several results into one result. When the federation service distributes a read operation among several databases, it receives different results from the databases. These results must be combined before they return to the query engine. As the database adapter returns a graph as a query result, the federation service has to merge all the graphs into one graph. 4.6.2.8



Adapter



In Fig. 4.15, an adapter is broken down into three components: • a Connector that implements data storage system communications, • a Translator that translates graph to triples and triples to graph • an abstraction’s interface for each adapter that includes a reference of a connector and of a translator. A database adapter can have several implementations, according to the communication interface used and the kind of data sent and retrieved. The connector and translator enables the decoupling of the database abstraction from its implementation [38]. In that way, an adapter can be configured by choosing a connector and a translator among those that are available:
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Figure 4.15: Adapter with connector and translator Redland Adapter 1 2 3 4



class RedlandAdapter @graph2triples = SparqlTranslator . new @triples2graph = RedlandTranslator . new @connector = RedlandConnector . new



5 6 7



8 9 10



4.7 4.7.1



def query ( graph ) result = connector . query ( graph2triples . translate ( graph ) ) return triples2graph . translate ( result ) end end



Related works RDF database abstraction



Many Semantic Web storage systems were developed, each with their own benefits and disadvantages and with their own interface. To build RDF applications regardless of the storage system, developers need a standard interface that abstracts several kinds of storage systems. One goal of ActiveRDF is to provide an abstraction layer API on top of several RDF stores and to separate the application from the database programming. Similar works were done for the Java platform such as RDF2GO7 and JRDF8 . RDF2GO is very similar to the database abstraction layer of ActiveRDF and has the same goal which is to abstract triple and quad stores. RDF2GO currently supports the Jena, Yars and Sesame data-stores, and provides six low-level methods that must be implemented to add a new adapter. It follows a triple-centric model and supports datatype and blank node contrary to ActiveRDF. 7 8
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The main goal of JRDF is to create a standard set of APIs for manipulating several triple store implementations in a common manner. JRDF currently supports Jena and Sesame but does not provide an interface to easily add a new adapter contrary to RDF2GO and ActiveRDF. It provides some interesting features missing in RDF2GO and ActiveRDF such as inferencing and transactions.



4.7.2



Object RDF mapping



Another fundamental issue for developing Semantic Web applications is the mapping of the domain model to native objects of the programming language. Many related works for almost all programming languages were developed, but only few provide advanced functionality and fully respects RDF specifications. Some approach is oriented to automatic code generation from RDF data, but none follows a dynamic model approach such as ActiveRDF. Class::RDF9 is a Perl extension for object RDF mapping that uses domain terminology for classes and attributes. It offers a set of basic functionality to create, delete and search RDF triples through Perl objects and class model must be defined manually. The rdfobj10 API acts as a python version of Class::RDF and offers the same functionality. PHP has also its API, rdfworld.php11 , that converts RDF Resources into PHP objects with appropriate properties. Java has many object RDF mapping API such as Rdf2java12 , Kazuki13 or RDFReactor14 . Rdf2java maps RDF(S) to Java classes but requires the manual writing of the class model and does not support multi-inheritance. Kazuki supports OWL and generates a java API from a set of OWL ontologies but only works with Jena. RDFReactor also supports OWL and generates Java interface from an OWL data store. RDFReactor offers some useful features such as inverse properties, and multi-inheritance is supported through design patterns [84].



4.8



Case study



We have not yet performed an extensive evaluation of the usability and improved productivity of ActiveRDF (compared to common RDF APIs) and of its scalability and performance versus large datasets. Instead we report here some anecdotal evidence in our own development of applications that use ActiveRDF. The first application, a faceted browser for navigating and exploring arbitrary RDF data, was developed in combination with Rails. Other applications were Ruby scripts to prepare RDF datasets for application testing and to perform statistical analysis on some dataset.



4.8.1



Semantic Web with Ruby on Rails



Rails is a RAD (rapid application development) framework for web applications. It follows the model-view-controller paradigm. The basic framework of Rails allows programmers to quickly populate this paradigm with their domain: the model is (usually) provided by an 9



http://search.cpan.org/~zooleika/Class-RDF-0.20/RDF.pm http://map.wirelesslondon.info/docs/rdfobj.html 11 http://chxo.com/rdfworld/index.htm 12 http://rdf2java.opendfki.de/cgi-bin/trac.cgi 13 http://projects.semwebcentral.org/projects/kazuki/ 14 http://rdfreactor.ontoware.org/ 10
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existing database, the view consists of HTML pages with embedded Ruby codes, and the controller is some simple Ruby code. Rails assumes that most web applications are built on databases (the web application offers a view of the database and operations on that view) and makes that relation as easy as possible. Using ActiveRecord, Rails uses database tables as models, offering database tuples as instances in the Ruby environment. ActiveRDF can serve as data layer in Rails. Two data layers currently exist for Rails: ActiveRecord provides a mapping from relational databases to Ruby objects and ActiveLDAP provides a mapping from LDAP resources to Ruby objects. ActiveRDF can serve as an alternative data layer in Rails, allowing rapid development of semantic web applications using the Rails framework.



4.8.2



Building a faceted RDF browser



We have used ActiveRDF in the development of our faceted navigation engine and of our prototype faceted browser, described in the next chapter. All RDF data manipulation inside the faceted navigation engine is performed through domain model objects dynamically generated by ActiveRDF. The domain-driven data access allowed us to focus essentially on the implementation of the faceted navigation algorithm, removing tasks such as database communication management and RDF triple manipulation. The browser prototype is implemented in Ruby, using ActiveRDF and Rails. After finishing the theoretical work on the automated facet construction and the development of the faceted navigation engine, the browser application was developed in only several days. In total, there are around 140 lines of code: 50 lines for the controller and 90 lines for the interface which includes all RDF manipulations for display. The browser application was successfully used on a Yars database and on a Redland database, without any changes in the code application, and tested against datasets containing up to '100.000 triples.



4.8.3



Others



Many RDF manipulation tasks were performed in our work. ActiveRDF helped us to quickly write Ruby scripts that perform datasets preparation such as transforming, cleaning or consolidating RDF data. Many RDF datasets were set up: Citeseer (around 40.000 triples); Famous building, CIA world factbook, FBI, DBLP, IMDB, ...15 (from some thousand of triples to million of triples); or Wordnet16 . Statistical analysis algorithms were written with ActiveRDF (cf. Sect. 5.4.3 and Sect. 5.8.2) and launched on the previous datasets containing up to one million triples without crashing.



4.9



Conclusion



We have presented ActiveRDF, a high level dynamic RDF API, that abstracts different kinds of RDF databases with a common interface and provides a full object-oriented programmatic access to RDF(S) data that uses domain terminology. We have shown how ORM techniques can be applied to RDF database, allowing a more intuitive manipulation of RDF data. We 15 16
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have shown what are the principal challenges to generating such an API and how these challenges can be addressed with a dynamic and flexible programming language. We have described how a dynamic domain-centric API can be generated from arbitrary RDF dataset with the Ruby scripting language, allowing programmers to use effortlessly and efficiently the expressive power of RDF without knowing it at all.



4.9.1



Discussion



As opposed to other approaches that focus on code generation for the class model, ActiveRDF proposes an automatic and dynamic generation of the full domain model while keeping an interface to manually extend the domain model. One could argue that statically generated classes have one advantage: they result in readable APIs, that people can program with. In our opinion, that is not a viable philosophy on the Semantic Web. Instead of expecting a static API one should anticipate various data and introspect it at runtime. On the other hand, static APIs allow code-completion, but that could technically be done with virtual APIs as well (using introspection during programming). Our current implementation suffers from some limitations, as explained in Sect. 4.6.1.8, that we address in Sect. 4.6.2 with a new architecture modelling. Another limitation in our work is the absence of extensive evaluation on the usability, the scalability and the performance of ActiveRDF. But at the present time, ActiveRDF has not received any negative user feedbacks on these. ActiveRDF is by design restricted to direct data manipulation; we do not perform any reasoning, validation, or constraint maintenance. In our opinion, those are tasks for the RDF store, similar to consistency maintenance in databases.



4.9.2



Further work



Further works are needed to implement the new architecture of ActiveRDF and to deploy a new release. An evaluation is required to know, in concrete terms, its scalability and performance against real-life datasets. No higher level RDF APIs provide federated queries among several RDF storage systems. A global view and control over all the data sources, as if the developer manipulates only one virtual data source, could greatly enhance the application possibilities. ActiveRDF must implement a federation and integration service on top of the RDF database abstraction.
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Introduction



The Semantic Web [17] consists of machine-understandable data expressed in the Resource Description Framework. Compared to relational data, RDF data is typically very large, highly interconnected and heterogeneous, without following one fixed schema [5]. As Semantic Web data emerges, techniques for browsing and navigating this data are necessary. Because RDF data is large-scale, heterogeneous and highly interconnected, any technique for navigating such datasets should (a) be scalable; (b) support graph-based navigation; and (c) be generic and independent of a fixed schema.



5.1.1



Problem statement



We identified four existing interface types for navigating RDF data: (1) keyword search, e.g. Swoogle1 , (2) explicit queries, e.g. Sesame2 , (3) graph visualisation, e.g. IsaViz3 , and (4) faceted browsing [50, 79, 89]. None of these fulfill the above requirements: keyword search suffices for simple information lookup, but not for higher search activities such as learning and investigating [57]; writing explicit queries is difficult and requires schema knowledge; graph visualisation does not scale to large datasets [37]; and existing faceted interfaces are manually constructed and domain-dependent, and do not fully support graph-based navigation. Existing facet-based interfaces [50, 79, 89] are not completely suited for Semantic Web data, because (i) they are typically based on relational data, which is homogeneous with low complexity and low connectivity [5]; and (ii) they are manually constructed by predefining facets over a given and fixed data schema. Creating a true faceted classification system of a domain knowledge is not a trivial task. It requires an expert in the domain and involves considerable intellectual effort to codify the domain entities and their properties. The limitation to manually defined facets has been recognised as a major limitation, and automatic facet construction has been noted as a major research challenge [47]. In the heterogeneous Semantic Web we will often not have one fixed data schema and data will be typically very large. We need an improved faceted interface that (i) allows complete navigation in highly interconnected graphs; (ii) automatically constructs facets to handle arbitrary data; and (iii) is scalable and effective on large data-sets. 1
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Renaud Delbru



Epita Scia 2006



CHAPTER 5. EXPLORATION OF SEMANTIC WEB KNOWLEDGE: FACETEER SECTION 5.2. FACET THEORY



5.1.2



65



Contribution



Our main goal was to propose an automatic domain-independent generation of navigation interface for RDF data. We present our approach, based on the facet theory, and propose an architecture to navigate into arbitrary semi-structured data. The navigation interface, on top of the architecture, provides a visual querying interface to browse RDF data. The user can then navigate easily into the RDF graph without any background knowledge in the semantic web domain. At the same time, the user learns the structure and the subject of the information space by following explicit relations between the different information objects. The Faceteer project has resulted in an improved faceted browsing technique for RDF data and more generally for graph-based data with: 1. a formal model of our faceted browsing, allowing for precise comparison of interfaces and a set of metrics for automatic facet ranking; 2. a Ruby API that enables us to automatically generate a faceted browser for arbitrary RDF data; 3. BrowseRDF4 , our faceted browser prototype developed with the Faceteer API and the web application framework Ruby on Rails; 4. an analysis of facets in existing RDF datasets and an experimental evaluation of our faceted browser against other exploration techniques.



5.1.3



Outline



We briefly introduce the facet theory in Sect. 5.2. Then, we formally explain how to map RDF to the facet theory in Sect. 5.3. We present our interface in Sect. 5.3.1 and its functionality in Sect. 5.3.2. The interface is compared to other works in Sect. 5.8.1. We present our metrics for automatic facet ranking in Sect. 5.4 and evaluate them in Sect. 5.8.2. In Sect. 5.5, we show our preliminary approach to partition facets and restriction values in order to improve the navigation. The software requirements and the design of the Faceteer API are given in Sect. 5.6 and in Sect. 5.7.



5.2



Facet Theory



Faceted navigation is based on the theory of facet analysis and more particularly on the faceted classification from the library and information science. The theory of facet analysis was formalised by S.R. Ranganathan [77] in the 1930s to improve bibliographic classification systems and by members of the UK Classification Research Group in the 1950s. One problem with classification systems is that usually items can be classed differently according to the purpose. A faceted classification allows the assignment of multiple classifications to an object, allowing searching and browsing of related information through several classes. The faceted classification reflects a natural way of thinking, because it separates out the various elements of any complex subject. A facet is a metadata attribute and should represent one important characteristic of the classified entities [77]. The restriction values of a facet are specific properties of entities that 4
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form a near-orthogonal set of controlled vocabularies. Facets and restriction values define a coordinate system [70] and allow us to constrain the information space to a set of desired entities. A faceted classification system requires that: • data are faceted, e.g. partitioned in an orthogonal set of category; • each facet contains several restriction values that can be flat (year: 1990, 1991, ...) or hierarchical (year: 20˚ century → {< 1950, > 1950} → ...); • each facet can be single-valued or multi-valued (“colour blue” or “colour blue and red”).



5.2.1



Faceted navigation



An exploratory interface allows users to find information without a-priori knowledge of its schema and to learn how information is organised and classified. Especially when the structure or schema of the data is unknown, an exploration technique is necessary [87]. Faceted browsing [89] is a data exploration technique for large datasets and is a type of multi-dimensional navigation, which guides the search process, step by step. An example of such navigation is the ITunes interface, the Amazon interface5 or the Flamenco project6 . Faceted browsing is based on a faceted classification system. In faceted browsing the information space is partitioned using orthogonal conceptual dimensions of the data. These dimensions are called facets and represent important characteristics of the information elements. Each facet has multiple restriction values and the user selects a restriction value to constrain relevant items in the information space. Concept from different facets can be dynamically combined to form multi-concept descriptors [3]. A collection of art works can for example have facets such as type of work, time periods, artist names and geographical locations. Users are able to constrain each facet to a restriction value, such as “located in Asia”, to limit the visible collection to a subset as shown in Fig. 5.1b. Step by step other restrictions can be applied to further constrain the information space. In Fig. 5.1c, a second constraint “created in the 19th century” is applied, reducing the information space to only 26 works of art. A faceted interface has several advantages over keyword search or explicit queries: it allows exploration of an unknown dataset since the system suggests restriction values at each step; it is a visual interface, removing the need to write explicit queries; and it prevents dead-end queries, by only offering restriction values that do not lead to empty results.



5.2.2



Differences and advantages with other search interfaces



The two main types of search interface that a user encounters on the web are the “keyword searching” and the “hierarchical browsing”. Even if these interfaces are widely used, they are not optimal to explore unknown data or find a precise information. Keyword searching works well when we know precisely what information we look for and what keywords are to be employed. But it is a time and energy consuming task. Keyword searching consists in a query refinement loop: the user sends a first query, analyses the search results and refines his query with a new set of keywords until he finds the desired information. 5 6
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(c) Restricted information space on geographical location and time period



Figure 5.1: Information space being reduced step by step Hierarchical browsing categorises information with a controlled vocabulary organised into a hierarchical structure. This kind of interface helps the user to find information when he does not know exactly the terminology or keywords to use with a search engine. In general, hierarchical browsing is a more time consuming task than keyword searching and is not suitable to search for specific information. The wider the hierarchy is, the harder it becomes to find information. A citation from Gary Marchionini [56] states that: “End users want to achieve their goals with a minimum of cognitive load and a maximum of enjoyment. . . . humans seek the path of least cognitive resistance and prefer recognition tasks to recall tasks.” Against keyword searching, faceted browsing allows a lower cognitive load. Instead of using our brain to cluster search results and to learn how to refine the results, the system clusters the search results for us and proposes a way to refine the results. According to Joseph Busch [69]: “Four independent categories [facets] of 10 nodes each can have the same discriminatory power as one hierarchy of 10,000 nodes.” In fact, the ability to label an item and to slice data in multiple ways allows us to construct completely different semantically pure hierarchies on the fly by combining simple elements from multiple facets. The set of facets does not have to be exhaustive to efficiently classify information entities as opposed to hierarchical taxonomy.



5.3



Extending facet theory to graph-based data



RDF is an assertional language that formally describes the knowledge on the web. The knowledge representation is called an ontology and conceptualises a domain knowledge. An ontology describes entities with several conceptual dimensions and is equivalent to the coordinate system required by a faceted classification system. Resources can be view as entities and predicates as entity properties. Renaud Delbru
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Figure 5.2: Faceted browsing prototype More precisely, an RDF statement is a triple (subject, predicate, object) defining the property value (predicate, object) for an entity (subject) of the information space. Subjects are RDF resources, objects can be either RDF resources or literals. The facet theory can be directly mapped to navigation in semi-structured RDF data: information elements are RDF subjects, facets are RDF predicates and restriction-values are RDF objects. In terms of the facet theory, each RDF resource is an entity, defined by one or more predicates (entity characteristics). RDF resources can have literal properties (whose value is a literal) or object properties (whose value is another resource); facet restriction values are thus either simple literals or complex resources (with facets themselves).



5.3.1



Browser overview



A screenshot of our BrowseRDF prototype7 , automatically generated for arbitrary data, is shown in Fig. 5.2. This particular screenshot shows the FBI’s most wanted fugitives8 . These people are described by various properties, such as their weight, their eye-color, and the crime that they are wanted for. These properties form the facets of the dataset, and are shown on the left-hand side of the screenshot. Users can browse the dataset by constraining one or several of these facets. At the topcenter of the screenshot we see that the user constrained the dataset to all fugitives that 7 8



available at http://browserdf.org. http://sp11.stanford.edu/kbs/fbi.zip
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Figure 5.3: Combining two constraints in the Faceted browsing prototype



Figure 5.4: Keyword search in the Faceted browsing prototype weigh 150 pounds, and in the middle of the interface we see that three people have been found conforming to that constraint. These people are shown (we see only the first one), with all information known about them (their alias, their nationality, their eye-color, and so forth). The user could now apply additional constraints, by selecting another facet (such as height) to see only the fugitives that weigh 150 pounds and measure 5’4” as in Fig. 5.3. The user could also, instead of selecting another facet, enter a keyword to constrain the current partition and to see only resources that match the keyword, as shown in Fig. 5.4. The browser prototype supports advanced operations as constraining the information space with complex resources, e.g. resources that are described by facets. In Fig. 5.5, the dataset is restricted to all fugitives that have a citizenship labeled “American”. The user selected the facet “citizenship”, then selected another facet “label” to constrain citizenship resources.



Figure 5.5: Constraining with complex resources in the Faceted browsing prototype
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Functionality



The goal of faceted browsing is to restrict the search space to a set of relevant resources (in the above example, a set of fugitives). Faceted browsing is a visual query paradigm [71, 39]: the user constructs a selection query by browsing and adding constraints; each step in the interface constitutes a step in the query construction, and the user sees intermediate results and possible future steps while constructing the query. We now describe the functionality of our interface more systematically, by describing the various operators that users can use. Each operator results in a constraint on the dataset; operators can be combined to further restrict the results to the set of interest. Each operator returns a subset of the information space; an exact definition is given in Sect. 5.3.4. 5.3.2.1



Basic selection



The basic selection is the most simple operator. It selects nodes that have a direct restriction value. The basic selection allows for example to “find all resources of thirty-year-olds”, as shown in Fig. 5.6a. It selects all nodes that have an outgoing edge, labelled “age”, that leads to the node “30”. In the interface, the user first selects a facet (on the left-hand side) and then chooses a constraining restriction value.



(a) Basic selection



(b) Existential selection



(c) Join selection



Figure 5.6: Selection operators



5.3.2.2



Existential selection



There might be cases when one is interested in the existence of a property, but not in its exact value, or one may be interested simply in the non-existence of some property. For example, we can ask for “all resources without a spouse” (all unmarried people), as shown in Fig. 5.6b. In the interface, instead of selecting a restriction value for the facet, the user clicks on “any” or “none” (on the left-hand side, after the facet name). 5.3.2.3



Join selection



Given that RDF data forms a graph, we often want to select some resources based on the properties of the nodes that they are connected to. For example, we are looking for “all resources who know somebody, who in turn knows somebody named Stefan”, as shown in
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Fig. 5.6c. Using the join-operator recursively, we can create a path of arbitrary length9 , where joins can occur on arbitrary predicates. In the interface, the user first selects a facet (on the left-hand side), and then in turn restricts the facet of that resource. In the given example, the user would first click on “knows”, click again on “knows” and then click on “first-name”, and only then select the value “Stefan”. 5.3.2.4



Intersection



When we define two or more selections, these are evaluated in conjunction. For example, we can use the three previous examples to restrict the resources to “all unmarried thirty-years old who know some other resource that knows a resource named Stefan Decker”, as shown in Fig. 5.7. In the interface, all constraints are automatically intersected.



Figure 5.7: Intersection operator



5.3.2.5



Inverse selection



All operators have an inverse version that selects resources by their inverse properties. For example, imagine a dataset that specifies companies and their employees (through the “employs” predicate). When we select a person, we might be interested in his employer, but this data is not directly available. Instead, we have to follow the inverse property: we have to look for those companies who employ this person. In the user interface, after all regular facets, the user sees all inverse facets. The inverse versions of the operators are: Inverse basic selection For example, when the graph only contains statements such as “DERI employs ?x”, we can ask for “all resources employed by DERI”, as shown in Fig. 5.8a. Inverse existential selection We could also find all employed people, regardless of their employer, as shown in Fig. 5.8b. Inverse join selection The inverse join selection allows us to find “all resources employed by a resource located in Ireland”, as shown in Fig. 5.8c. We can merge the last example with the intersection example to find “all unmarried thirtyyear-olds who know somebody –working in Ireland– who knows Stefan”, as shown in Fig. 5.9. 9



The path can have arbitrary length, but the length must be specified; we, or any RDF store [5], do not support regular expression queries, as in e.g. GraphLog [23].
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(a) Inverse basic selection
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(b) Inverse existential selection



(c) Inverse join selection



Figure 5.8: Inverse operators



Figure 5.9: Full selection
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Figure 5.10: Information space without inversed edges



5.3.3



RDF graph model to facet model



In this section, we formalise our facet model in terms of a graph, compatible with an RDF graph. Here, we introduce the graph entities making up the information space, then we formalise concepts of our facet theory as entities, facets, restriction values and partitions of the information space. This formalisation defines the terms used in the rest of the chapter and will drive the implementation of these concepts in the Faceteer engine in Sect. 5.7. 5.3.3.1



Information space



We consider the information space as a graph, very similar to an RDF graph. Fig. 5.10 presents such a graph. We only consider the explicit statements in an RDF document and do not infer additional information as mandated by the RDF semantics. The latter is not a “violation” of the semantics, because we assume the RDF store to already perform the necessary inferences; we regard a given RDF graph simply as the graph itself. We recall the definition of an RDF graph G = (V, E, lV , lE ) where V is the set of vertices, E the set of edges, lV and lE the labelling functions for, respectively, vertices and edges. The projections, source : E → V and target : E → V , return respectively the source and target vertices of edges. A more formal definition in term of RDF triples can be found in Sect. 3.2.5. The difference with the def. 2 is that V and E are disjoined10 . A set of entities constitutes the graph, they themselves are composed of vertices and edges. We consider here only one kind of vertices and differentiate two kinds of edges: directed and inversed. In an RDF graph, edges are directed and go in only one direction, e.g. given two vertices v1 and v2 , an edge is directed from v1 to v2 . A useful feature is to be able to go in both directions, e.g. from v1 to v2 and from v2 to v1 . Thus, we add an inversed edge for each directed edge in the RDF graph, as shown in Fig. 5.11. Definition 4 (Inverse edge) For each directed edges of the RDF graph e ∈ E + | source(e) = v1 ∧ target(e) = v2 linking two vertices v1, v2 ∈ V , we assume the existence of an inversed 10



In RDF E and V are not necessarily disjoined but here we restrict ourselves to graphs in which they actually are.
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Figure 5.11: Inversed edge in the information space



Figure 5.12: Entity in the information space edge e− ∈ E − |source(e− ) = v2, target(e− ) = v2, labeled with l− . E + and E − are disjoined and E + ∪ E − = E. Definition 5 (Entity) An entity is a sub-graph G0 of an information space, or star-network of vertices, extracted by taking all adjacent vertices of a vertice v. E denotes the set of entities of an information space. An entity G0 is defined as G0 = (v, V 0 , E 0 , lV , lE ) where v ∈ V, V 0 ⊆ V, E 0 ⊆ E | ∀e ∈ E 0 , source(e) = v ∧ target(e) ∈ V 0 . Fig. 5.12 represents the entity ns:renaud, with three directed edges and one inversed edge, extracted from the graph in Fig. 5.10. Definition 6 (Partition) A partition P is a set of entities of an information space, P ⊆ E. 5.3.3.2



Facets



An information space is described by a finite number of facets. For example, the graph in Fig. 5.10 has four distinct facets: dc:author, foaf:name, foaf:mbox and foaf:knows. Definition 7 (Facet) In a information space or a partition, a label is associated to one or several edges. A facet fl is a set of labelled edges. fl := {e ∈ E | lE (e) = l} F denotes the set of facets of an information space. The projection, f acet : P → F , returns the set of facets associated with a partition. f acet(P ) := {fl ∈ F | ∀e ∈ P ∧ e ∈ E, ∃l : lE (e) = l}
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definition select(fl , v 0 ) = {v ∈ V | ∀e ∈ fl , ∃v ∈ V : source(e) = v, target(e) = v 0 } select− (fl , v 0 ) = {v ∈ V | ∀e ∈ fl , ∃v ∈ V : source(e) = v 0 , target(e) = v} exists(fl ) = {v ∈ V | ∀e ∈ fl : source(e) = v} exists− (fl ) = {v ∈ V | ∀e ∈ fl : target(e) = v} not(fl ) = V − exists(fl ) not− (fl ) = V − exists− (fl ) join(fl , V 0 ) = {v ∈ V | ∀e ∈ fl , ∃v ∈ V : source(e) = v, target(e) ∈ V 0 } join− (fl , V 0 ) = {v ∈ V | ∀e ∈ fl , ∃v ∈ V : source(e) ∈ V 0 , target(e) = v} intersect(V 0 , V 00 ) = V 0 ∩ V 00



Table 5.1: Operator definitions 5.3.3.3



Restriction values



Each facet has a set of restriction values. The restriction values of a facet fl are the set of vertices that have an incoming link labelled with l. Definition 8 (Restriction values) The projection, Rv : F → V , returns the set of restriction values of a facet. Rv(fl ) := {v ∈ V | ∃e ∈ fl , target(e) = v} From a set of restriction values of a facet fl , a partition P can be extracted from the information space. The partition implies a new set of facets FP = f acet(P ), possibly empty.



5.3.4



Expressiveness



In this section we formalise our operators as functions on an RDF graph. The formalisation precisely defines the possibilities of our faceted interface, and allows us to compare our approach to existing approaches (which we will do in Sect. 5.8.1). The graph on which the operations are applied is defined in the previous section. Table 5.1 gives a formal definition for each of the earlier operators. The operators describe faceted browsing in terms of set manipulations: each operator is a function, taking some constraint as input and returning a subset of the resources that conform to that constraint. The definition is not intended as a new query language, but to demonstrate the relation between the interface actions in the faceted browser and the selection queries on the RDF graph. In our prototype, each user interface action is translated into the corresponding SPARQL query and executed on the RDF store. The primitive operators are the basic and existential selection, and their inverse forms. The basic selection returns resources with a certain property value. The existential selection returns resources that have a certain property, irrespective of its value. These primitives can be combined using the join and the intersection operator. The join returns resources with a property, whose value is part of the joint set. The intersection combines constraints conjunctively. The join and intersection operators have closure: they have sets as input and output and can thus be recursively composed. As an example, all thirty-year-olds without a spouse would be selected by: intersect(select(age, 30), not(spouse)).
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Ranking facets and restriction values



By applying the previous definitions, a faceted browser for arbitrary data can be built. But if the dataset is very large, the number of facets will typically also be large (especially with heterogeneous data) and users will not be able to navigate through the data efficiently. Therefore, we need an automated technique to determine which facets are more useful and more important than others. In this section, we develop such a technique. To automatically construct facets, we need to understand what characteristics constitute a suitable facet. A facet should only represent one important characteristic of the classified entity [77], which in our context is given by its predicates. We need to find therefore, among all predicates, those that best represent the dataset (the best descriptors), and those that most efficiently navigate the dataset (the best navigators). In this section, we introduce facet ranking metrics. First, we analyse what constitutes suitable descriptors and suitable navigators, and then derive metrics to compute the suitability of a facet into a dataset. We demonstrate these metrics on a sample dataset.



5.4.1



Descriptors



What are suitable descriptors of a data set? For example, for most people the “page number” of articles is not very useful: we do not remember papers by their page-number. According to Ranganathan [77], intuitive facets describe a property that is either temporal (e.g. yearof-publication, date-of-birth), spatial (conference-location, place-of-birth), personal (author, friend), material (topic, colour) or energetic (activity, action). Ranganathan’s theory could help us to automatically determine intuitive facets: we could say that facets belonging to either of these categories are likely to be intuitive for most people, while facets that do not are likely to be unintuitive. However, we usually lack background knowledge about the kind of facet we are dealing with since this metadata is usually not specified in datasets. Ontologies, containing such background knowledge, might be used, but that is outside the scope of the report.



5.4.2



Navigators



A suitable facet allows efficient navigation through the dataset. Faceted browsing can be considered as simultaneously constructing and traversing a decision tree whose branches represent predicates and whose nodes represent restriction values. For example, Fig. 5.13a shows a tree for browsing a collection of publications by first constraining the author, then the year and finally the topic. Since the facets are orthogonal they can be applied in any order: one can also first constrain the year and topic of publication, and only then select some author, as shown in Fig. 5.13b. A path in the tree represents a set of constraints that select the resources of interest. The tree is constructed dynamically, e.g. the available restriction values for “topic” are different in both trees: Fig. 5.13b shows all topics from publications in 2000, but Fig. 5.13a shows only Stefan Decker’s topics.



5.4.3



Facet metrics



Regarding faceted browsing as constructing and traversing a decision tree helps to select and use those facets that allow the most efficient navigation in the tree. In this section we define Renaud Delbru
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(b)



Figure 5.13: Faceted browsing as decision tree traversal this “navigation quality” of a facet in terms of three measurable properties (metrics) of the dataset. All metrics range from [0..1]; we combine them into a final score through (weighted) multiplication. We scale the font-size of facets by their rank, allowing highlighting without disturbing the alphabetical order11 . The metrics need to be recomputed at each step of the decision tree, since the information space changes (shrinks) at each decision step. We give examples for each metric, using a sample12 of the Citeseer13 dataset for scientific publications and citations, but these example metrics only apply on the top-level (at the root of the decision-tree). We would like to rank facets not only on their navigational value, but also on their descriptive value, but we have not yet found a way to do so. As a result, the metrics are only an indication of usefulness; badly ranked facets should not disappear completely, since even when inefficient they could still be intuitive. 5.4.3.1



Predicate balance



Tree navigation is most efficient when the tree is well-balanced because each branching decision optimises the decision power [81, p. 543]. We therefore use the balance of a predicate to indicate its navigation efficiency. For example, we see in Table 5.2a that institution and label are well balanced, but publication type is not, with a normalised balance of 0.3. Table 5.2b shows in more detail why the type of publications is unbalanced: among the 13 different types of publications, only three occur frequently (proceeding papers, miscellaneous and journal articles); the rest of the publication types occur only rarely. Being a relatively unbalanced predicate, constraining the publication type would not be the most economic decision. 11



font scaling has not yet been implemented. http://www.csd.abdn.ac.uk/~ggrimnes/swdataset.php 13 http://citeseer.ist.psu.edu/ 12
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We compute the predicate balance balance(p) from the distribution ns (oi ) of the subjects over the objects as the average inverted deviation from the vector mean µ. The balance is normalised to [0..1] using the deviation in the worst-case distribution (where Ns is the total number of subjects and n is the number of different objects values for predicate p): Pn



balance(p) = 1 − 5.4.3.2



i=1 | ns (oi ) − µ | (n − 1)µ + (Ns − µ)



Object cardinality



A suitable predicate has a limited (but higher than one) amount of object values to choose from. Otherwise, when there are too many choices, the options are difficult to display and the choice might confuse the user. For example, as shown in Table 5.2c, the predicate type is very usable since it has only 13 object values to choose from, but the predicate author or title would not be directly usable, since they have around 4000 different values. One solution for reducing the object cardinality is object clustering [47, 88], discussed in Sect. 5.5. We compute the object cardinality metric card(p) as the number of different objects (restriction values) no (p) for the predicate p and normalise it using the a function based on the Gaussian density. For displaying and usability purposes the number of different options should be approximately between two and twenty, which can be regulated through the µ and σ parameters. card(p) = 5.4.3.3



  0  exp



−



(no (p)−µ)2 2σ 2



if no (p) ≤ 1 otherwise



Predicate frequency



A suitable predicate occurs frequently inside the collection: the more distinct resources covered by the predicate, the more useful it is in dividing the information space [25]. If a predicate occurs infrequently, selecting a restriction value for that predicate would only affect a small subset of the resources. For example, in Table 5.2d we see that all publications have a type, an author, a title, and an URL, but that most of them do not have a volume, number, or journal. We compute the predicate frequency f req(p) as the number of subjects ns (p) = |exists(p)| in the dataset for which the predicate p has been defined, and normalise it as a fraction of the total number of resources ns : ns (p) f req(p) = ns



5.5



Partitioning facets and restriction values



The previous metrics represent the facet requirements for a efficient navigation. Unfortunately, large datasets tend to have a high number of different object values, thus rendering a rather low score on the object cardinality metric. Exploration is therefore difficult, since users cannot get an visual overview of the available object values for each facet. Furthermore, several types of resources can compose an heterogeneous dataset. Facets tend to be numerous and segmented, e.g. that apply only to a small group of resources. As Renaud Delbru
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predicate institute label url title text author pages editor isbn .. . type



balance 1.00 1.00 1.00 1.00 0.99 0.96 0.92 0.82 0.76 .. . 0.30



(a) balance



type inproc. misc article techrep. incoll. phd book unpub. msc inbook proc.



perc. 40.78% 28.52% 19.44% 7.59% 2.66% 0.47% 0.21% 0.19% 0.07% 0.05% 0.02%



(b) objects in type
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predicate title url author pages text booktitle number address journal editor .. . type



objects 4215 4211 4037 2168 1069 1010 349 341 312 284 .. . 13



(c) cardinality predicate type author title url year pages booktitle text number volume journal .. .



freq. 100% 99% 99% 99% 91% 55% 37% 25% 23% 22% 20% .. .



(d) frequency



Table 5.2: Sample metrics in Citeseer dataset
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stated in the evaluation result in Sect. 5.8.2, facets must be divided into groups that apply to a same type of resources in order to improve navigation and infer intuitive facets with the frequency metric. Cluster analysis is a mature domain in which various techniques have been developed in statistics and machine learning area. The principal goal of cluster analysis is to reduce the amount of information by extracting hidden data patterns [4, 88]. The resulting operation can be viewed as a generalisation of the data information. We can combine clustering and facet theory[47] to group similar or related facets and restriction values together in order to improve the navigation process by offering a more ”intelligent” orientation in the RDF graph. This approach involves two phases: 1. Partition resources in order to group facets. The property rdf:type can be used for this task. But, in the case where this information is not known, a basic solution would be to clusterise entities by their properties in common. A binary vector space model can be used for this task. 2. Clusterise facet values if there are more than 20 different values. For this step, each type of data (ordinal, textual) must have its own clustering algorithm. The clustering process must be used online, e.g. clusterise information on the fly. Therefore, a high performance algorithm takes precedence on the quality of resulting clusters.



5.5.1



Clustering RDF objects



Clustering algorithms need a notion of “similarity” for semi-structured data. In standard information retrieval techniques, similarity between texts is given by a vector-space model in which keywords form dimensions, texts form vectors, and similarity is computed through vector distance. The clustering of the restriction values depends on the domain type of the facet. We can encounter four kind of objects in semi-structured data [88]: Ordinal literal object Ordinal values (e.g. date, size or age) can be grouped as ranges, e.g. 17th century, 18th century or clustered. Clustering these data is fast because it has only one dimension. Textual literal object Textual values (e.g. a book abstract or painting description) can be clustered using textual similarity, or they can be ordered, since the textual domain is also an ordered domain (alphabetically). Clustering can give a hierarchy of restriction values or a flat set of restriction values. Nominal literal object Nominals (for example colors) are named entities, without order or meaning (although one could argue that colours can be ordered, according to their spectral order), and can therefore not be clustered in a useful manner or must be considered as textual values. Resource Resources are complex objects, such as authors, with mixed attribute types. Resources are clusterised manually by selecting facets and restriction values during the faceted navigation process.
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Figure 5.14: General architecture of a navigation system built with Faceteer



5.6



Software requirements specifications



Faceteer must provide developers with an API to easily build a faceted navigation interface for any RDF data stores. Faceteer must hide the logic of facet theory and must provide a simple programming interface that guides the navigation process. This section states the requirements for designing our faceted navigation engine, Faceteer. Firstly, we introduce the running conditions of Faceteer and present the functional and non-functional requirements. 5.6.0.1



Running conditions



The navigation interface will be a web based application developed with Ruby on Rails or a local based application developed with a Graphical User Interface toolkit for Ruby. Faceteer will be built on top of ActiveRDF, described in Sect. 4, to abstract RDF databases and to expose RDF entities as Ruby objects. Fig. 5.14 schematises the general architecture of a navigation system built with Faceteer.



5.6.1



Functional requirements



A navigation system must have two main user interfaces: • The application entry point in which the user will select the RDF store to explore and enable the navigation options as facet ranking or clustering. • The exploration interface in which the user will explore the RDF store with a facet-based navigation. Since Faceteer engine takes advantages of ranking and clustering algorithms to improve the navigation, the API must include a programming interface to plug and test different implementations of these algorithms. Renaud Delbru
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Entry point



Before beginning the exploration phase, the user must choose an RDF data store. An user must be able to: • indicate a local or a remote data store; • enable and configure some options as clustering and ranking. Then, Faceteer must • save the user choices; • instantiate the connection to the data store with ActiveRDF. 5.6.1.2



Exploration view



The exploration interface must provide the general actions that can be performed by the user to navigate inside the data store and must display the current state of the exploration. The state of an exploration can be resumed as a set of constraints applied on the information space and as a partition of the information space. User requirements • The user must have an overview of the set of facets that describe the current partition; • The user must distinguish the type of each facets; • The user has to know how many entities are related to a facet; • The user must be able to recognise efficient facets. • The user must have an overview of the current restrictions applied on the information space. • The user must have an overview of the entities of the current partition. System requirements From the user requirements above, we can state that an exploration interface must be able to: • display each constraint; • display each entity of the partition with all their attributes; • display a summary of each entity cluster if clustering is enabled; • paginate the results if the partition has a too high number of entities that con not be displayed on one page; 5.6.1.3



Exploration actions



Two main actions are necessary in a faceted browser to constraint the information space, the selection of facets and the selection of restriction values. A faceted navigation must prevent dead-ends and, therefore, must not display actions that result in a empty partition. Renaud Delbru
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User requirements The exploration inside the data store is principally performed with facets. The user has to choose a facet to explore a new partition. To navigate, a user must: • have an access to the facets of the current partition; • be able to select a facet in order to explore its associated partition. • be able to return to a previous partition. In a faceted navigation, the user can find a specific information by selecting restriction values. To restrict the information space, a user must be able to: • select an entity or an entity cluster to add a constraint on the information space; • enter a keyword to add a keyword constraint on the information space; • remove, at any time, a specific constraint or all the constraints currently applied to the information space. System requirements The system has to take in account all user actions and, at each step of the exploration phase, must: • update the set of facets; • update the partition.



5.6.2 5.6.2.1



Non-functional requirements Usability



Faceteer must provide a simple and concise programming interface that can be used to develop a navigation interface on arbitrary RDF data stores. A developer must be able to implement a full faceted navigation in a few lines of code. As Faceteer will be released, the programming interface must be well documented and all components of the application must be well tested. Each use cases and classes must have its own test units to quickly identify and fix software faults. 5.6.2.2



Performance and scalability



Faceteer can be used on small or large data stores. The engine must be effective and scalable against RDF stores that contains millions triples. Ranking and clustering algorithms must be usable on-line. For usability, each navigation step does not have to take more than two seconds. 5.6.2.3



Implementation constraints



Faceteer will be developed with the Ruby programming language and must be OS independent. ActiveRDF will be the API layer that abstracts communication with the database. Any external components used must be free and open source. Since HTTP is a simple stateless request/response protocol, if Faceteer is employed to develop a web application, the system must be stateless and does not use session object. Renaud Delbru
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Figure 5.15: Overview of the Faceteer engine architecture



5.7 5.7.1



Design and implementation Architecture



The Faceteer architecture is composed by four layers and is based on ActiveRDF to communicate with RDF database, as shown in Fig. 5.15. Navigation controller provides all the functionality required to build a faceted navigation interface. User application can retrieve facets and entities of the current partition and can execute legal navigation actions to add or remove constraints on the information space. Facet logic supervises the navigation and keeps up to date the current state of the exploration which is stored in a tree of constraints. The facet logic layer retrieves facets and entities and infers the legal actions from the current applied restrictions. Facet model is the representation of the facet theory concepts, defined in Sect. 5.3.3, and is composed of facets, restriction values, partitions and constraints. ActiveRDF interface provides database access. The layer contains a set of pre-defined queries to retrieve information about the current state of the exploration.



5.7.2



Navigation controller



The navigation controller is the main interface of the Faceteer engine. It hides all the facet logic and provides all the methods required to build a faceted navigation interface: select facet selects a facet of the current partition and changes the focus to the partition associated with the facet. cancel facet cancels the last facet selection and moves back the focus on the last partition. Renaud Delbru
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Figure 5.16: Facet and restriction values modelling in Faceteer apply constraint apply property constraint, apply entity constraint, apply keyword constraint and apply partition constraint selects a value, constrains a facet and adds the constraint to the current partition. remove constraint removes one or all constraints currently applied on the information space. get facets returns the facets of the current partition. get entities returns the entities of the current partition.



5.7.3



Facet model



The facet model layer is the object-oriented representation of the concepts defined in our facet formalisation in Sect. 5.3.3. Facets are divided into two kinds, a direct facet that comes from a directed edge, and an inverse facet that comes from an inversed edge. As the def. 7 in Sect. 5.3.3 states, a facet is created for each RDF predicate and each inverse predicate and has a label, the URI of the predicate. The set of facets describing the current partition are stored in the container Facets, as shown in Fig. 5.16. Facets have a set of restriction values (RestrictionValues in Fig. 5.16), e.g. vertices with a label in the formalisation (def. 8 in Sect. 5.3). The label of a restriction value is either a literal value or the URI of a resource. Another kind of objects not defined in the formalisation represents the constraints. Constraints are restrictions that can be applied on a partition (set of entities as defined in def. 5, Sect. 5.3) and are composed by a pair . In Fig. 5.17, we differentiate four types of constraints: PropertyConstraint restricts a partition only on the existence or not of a property, as defined in the “existential selection” functionality in Sect. 5.3.2.2. EntityConstraint allows to perform a “basic selection”, formalised in Sect. 5.3.2.1. When an entity is selected as restriction value for a facet, its label is used as constraint value. Renaud Delbru
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Figure 5.17: Partition and constraints modelling in Faceteer KeywordConstraint allows also to perform a “basic selection”. All entities must have a label or part of label that matches the keyword. PartitionConstraint defines a constraint with another partition, e.g. a set of entities is selected as restriction value for the facet. A “join selection”, formalised in Sect. 5.3.2.3 is performed through partition constraints. Each facet involves a partition in the information space. Therefore, a partition is always associated to a facet. A partition object (Partition in Fig. 5.17) keeps the label of the facet which it is associated and has a set of constraints. A partition is, in fact, a set of entities that satisfy the constraints and acts as a set of restriction values for the associated facet. For instance, a partition can have the following constraints: • • • All entities that satisfy the previous constraints will be included in the partition and will be used as legal restriction values for the facet. The second constraint, an existential selection, introduces the symbol any, which is used as a value in a property constraint, specify that we desire the existence of the property foaf:mbox in the partition. Another symbol is none and means that we require the non-existence of the property in the partition. The third constraint is a partition constraint and states that the facet foaf:knows is restricted with a partition. To satisfy this constraint, entities must have a relation foaf:knows to all vertices that belongs to PartitionA. The whole restrictions applied to the information space can be represented as a tree of partition, as shown in Fig. 5.18a.



5.7.4



Facet logic



The facet logic layer supervises the faceted exploration and handles two tasks: the modification of restrictions applied to the information space and the conversion of restrictions into a query to retrieve facets and entities of the current partition. Renaud Delbru
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(b) Query translation



Figure 5.18: Example of partition tree 5.7.4.1



Converting restrictions



When Faceteer must retrieve facets or entities, the whole partition tree is converted into a query. This partition tree represents the current state of the exploration and contains all the constraints that are currently applied on the information space. Each constraint is converted into a graph pattern query (c.f. Sect. 3.2): • an entity constraint acts as a “basic selection” and is converted into a simple triple pattern query ?s foaf:name ’Renaud Delbru’. • a keyword constraint is converted into ?s yars:keyword ”keyword”. • a property constraint acts as a “existential selection” and is converted into ?s foaf:mbox ?mbox • a partition constraint acts as a “join selection” and is converted into a join query ?s foaf:knows ?o . ?o foaf:name ’Eyal Oren’. Fig. 5.18 shows the conversion of a partition tree into a graph pattern query. When a partition has more than one constraint, constraints are evaluated in conjunction with the “intersection” operator formalised in Sect. 5.3.2.4. The partition having the focus of attention determines the correct bound variable to select in the query. For example, in Fig. 5.18, the “Partition A” in grey has the focus of attention and specifies the binding variable, ?o, to be selected in order to get all the entities of the partition. 5.7.4.2



Adding and removing restrictions



At the beginning of the exploration, an initial partition that represents the information space and the root of the partition tree is instantiated. Then, when the user selects a facet or a restriction value, a constraint is added to the information space. To give an overview of the mechanism, we describe two use cases, adding an entity constraint and adding a partition constraint, and explain the internal mechanism to remove a constraint.



Renaud Delbru



Epita Scia 2006



CHAPTER 5. EXPLORATION OF SEMANTIC WEB KNOWLEDGE: FACETEER SECTION 5.7. DESIGN AND IMPLEMENTATION



88



Figure 5.19: Adding an entity constraint Adding an entity constraint The present use case, represented as a sequence diagram in Fig. 5.19, describes how a simple entity constraint is applied on the information space. The navigation starts with an initial partition that contains no constraint, called information space. When a facet foaf:name is selected, a new partition PartitionA is instantiated and associated with the facet. A partition constraint is added to the information space partition. Then, the partition tree is converted into a query to retrieve facets and entities that will restrict the PartitionA. The entity ’Renaud Delbru’ is selected as constraint for the facet foaf:name. The previous partition constraint associated with foaf:name is removed and, instead, an entity constraint is added to the information space partition. Adding a partition constraint The present use case, schematised as a sequence diagram in Fig. 5.20, describes how to make a join selection through partition constraints. Information retrieval tasks, e.g. get facets and get entities, are omitted for clarity. When a facet foaf:knows is selected, an empty partition, PartitionA, constrains the information space. Restriction values that appear are complex entities and another facet foaf:name is selected to restrict this set of entities. A partition constraint is added to PartitionA until a restriction value is selected. Then, the entity ’Eyal Oren’ is selected as a restriction value for the facet foaf:name and the same process as the previous use case is performed. The partition constraint associated with foaf:name is removed and, instead, an entity constraint is added to PartitionA. PartitionA is, now, composed only by entities that satisfy the constraint . To finish, the current partition is applied as a constraint for the information space and the focus of interest returns on the information space.
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Figure 5.20: Adding a partition constraint



Figure 5.21: Facet ranking modelling Removing a constraint A constraint can be removed at any time and changes operate instantly. An entity, keyword or property constraint is removed by removing the constraint in the correct partition. A partition constraint is removed by removing the partition, e.g. a node in the partition tree. All constraints applied on the partition are also removed. Removing a partition constraint is similar to remove a branch in the partition tree. 5.7.4.3



Other features



The facet logic also handles the ranking of the facets. The set of facets, Facets, have a sort method that delegates to the FacetRanking object, in Fig. 5.21, the computation of each metrics and of the final ranking. The facet logic layer is able to transform any partition tree into a list and to serialise the list into a string that can be sent to the client side. The serialisation of the current state of the exploration is useful when Faceteer engine is used in a web application that requires to be stateless.
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ActiveRDF layer



The ActiveRDF interface handles the information retrieval tasks from an RDF store through ActiveRDF. It implements a set of generic methods that retrieve specific information such as facets (direct and inverse) and restriction values from a partition. The methods take as parameter a partition that has the focus of attention and convert the whole partition tree into a query with the correct binding variables. The convertion task is performed by the PartitionConverter object.



5.8



Evaluation



We first evaluate our approach formally, by comparing the expressiveness of our interface to existing faceted browsers. We then report on an experimental evaluation of our facet metrics on existing datasets. In Sect. 5.8.3, we report an experimental evaluation with test subjects that has been performed to compare our interface to alternative generic interfaces.



5.8.1



Formal comparison with existing faceted browsers



Several approaches exist for faceted navigation of (semi-)structured data, such as Flamenco [89], mSpace [79], Ontogator [50], Aduna Spectacle14 , Siderean Seamark Navigator15 and Longwell16 . Our formal model provides a way to compare their functionality explicitly. Existing approaches cannot navigate arbitrary datasets: the facets are manually constructed and work only on fixed data structures. Furthermore, they assume data homogeneity, focus on a single type of resource, and represent other resources with one fixed label. One can for example search for publications written by an author with a certain name, but not by an author of a certain age, since authors are always represented by their name. Table 5.3 explicitly shows the difference in expressive power, indicating the level of support for each operator. The existing faceted browsers support the basic selection and intersection operators; they also support joins but only with a predefined and fixed join-path, and only on predefined join-predicates. The commercial tools are more polished but have in essence the same functionality. Our interface adds the existential operator, the more flexible join operator and the inverse operators. Together these significantly improve the query expressiveness. operator selection inv. selection existential inv. exist. not-exist. inv. not-exist. join inv. join intersection



BrowseRDF + + + + + + + + +



Flamenco + − − − − − ± − +



mSpace + − − − − − ± − +



Ontogator + − − − − − ± − +



Spectacle + − − − − − ± − +



Seamark + − − − − − ± − +



Table 5.3: Expressiveness of faceted browsing interfaces 14



http://www.aduna-software.com/products/spectacle/ http://www.siderean.com/ 16 http://simile.mit.edu/longwell 15
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Other related work



Some non-faceted, domain-independent, browsers for RDF data exist, most notably Noadster [78] and Haystack [75]. Noadster (and its predecessor Topia) focuses on resource presentation and clustering, as opposed to navigation and search, and relies on manual specification of property weights, whereas we automatically compute facet quality. Haystack does not offer faceted browsing, but focuses on data visualisation and resource presentation. Several approaches exist for generic visual exploration of RDF graphs [35, 34] but none scales for large graphs: OntoViz17 cannot generate good layouts for more than 10 nodes and IsaViz18 is ineffective for more than 100 nodes [37]. Related to our facet ranking approach, a technique for automatic classification of new data under existing facets has been developed [25], but requires a predefined training set of data and facets and only works for textual data; another technique [6], based on lexical dispersion, does not require training but it is also limited to textual data.



5.8.2



Analysis of existing datasets



We evaluate our metrics on some existing datasets. We asked test subjects to select intuitive facets from various datasets. We then compared these intuitive rankings to our automatic ranking and analyse how to detect intuitive predicates using our notion of “efficient navigation predicates”. We asked 30 test subjects to identify the most appropriate exploration predicates in three datasets19 (scientific citations from Citeseer, FBI’s most wanted fugitives and famous architectural buildings in the world). We then computed our metrics on each dataset and compared the results with the manually selected facets. Note that the subjects were asked for relevant “descriptors”, while our metrics denote efficient “navigators”, but we hope to find a correlation between these two. Table 5.4 shows the subjects’ preferred predicates of the Citeseer dataset. The table lists the type of facet (according to Ranganathan’s classification20 ) and their metric value; the frequency and cardinality metrics list in parenthesis the subject cardinality and object cardinality. predicate author title year booktitle



kind personal nominal temporal nominal



frequency 0.99 (4216) 0.99 (4216) 0.91 (3899) 0.37 (1593)



cardinality 0 (4037) 0 (4215) 0.07 (33) 0 (1010)



balance 0.96 0.995 0.34 0.7



Table 5.4: Preferred predicates in Citeseer dataset



5.8.2.1



Inferring intuitive facets from metrics



Fig. 5.22a shows a histogram of the subject cardinality of each predicate (predicate frequency) in the Citeseer dataset. We observe that predicate frequencies occur in several levels: some 17



http://protege.stanford.edu/plugins/ontoviz/ http://www.w3.org/2001/11/IsaViz/ 19 http://sp11.stanford.edu/kbs 20 plus a “nominal” type for e.g. “title”, “name”. 18
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(b) Object Cardinality



(c) Average Deviation



Figure 5.22: Plots of non-normalised metrics for Citeseer dataset
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(b) Object Cardinality



(c) Average Deviation



Figure 5.23: Plots of non-normalised metrics for FBI dataset
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standard RDF predicates (e.g. type and label) occur in almost all resources; some (e.g. title and author) are common to several resource types; some (e.g. booktitle and volume) are applicable to an often-occurring type (e.g. article); and some (e.g. as institution) apply only to an infrequent type (such as thesis). The various levels indicate the heterogeneity of the dataset: there are various types of resources and not all predicates apply to all types. Comparing the histogram to Table 5.4, we see that all manually preferred facets have a high frequency, when we take the dataset fragmentation into account. The top three (“author”, “title” and “year”) have a high frequency over the whole dataset (they are common to all types of publications). “Booktitle” does only apply to 30% of the publications, but looking carefully, it turns out it applies to 100% of the “inproceedings” publications. We can derive that frequency of a predicate is a good indication of its intuitiveness, but only if we take the dataset segmentation into account. Given a heterogeneous dataset, it is necessary to visually separate facets that apply to different resource types, and rank them according to their frequency inside their segment. In the FBI dataset, which is an homogeneous dataset with only one type of resource, it is noticeable in Fig. 5.23a that predicate frequencies occur in only one level. RDF predicates are common to all resources and, in this case, we can not derive intuitiveness of facet for this dataset. 5.8.2.2



Reducing choices through clustering



A second observation from Table 5.4 shows that the object cardinality of each selected facet is very high, resulting in very many possible restriction values for each facet. In most cases, we actually see in Fig. 5.22b that the restriction values are unique (there are as many object values as there are subjects). As such, these facets are not useful navigators: they have too many restriction values to display. To solve this problem, we need to group (cluster) the restriction values before presenting them. To further support this observation, we see in Fig. 5.22c that the chosen facets are unbalanced (balance is the inverted average deviation). Most predicates (such as “author” and “title”) seem quite well-balanced, but only because they have unique values for each subject. It seems that we either have unique predicates (balanced but with very high cardinality, such as “author”) or unbalanced predicates (with a low cardinality, such as “year”). To remedy to the first situation (high cardinality), we need to cluster the object values of each predicate into equally-sized clusters. The second situation (low cardinality and unbalanced) does not have a correct solution as far as we know.



5.8.3



Experimentation



We have performed an experimental evaluation to compare our faceted browser to alternative generic interfaces, namely keyword-search and manual queries. A summary of the experimentation results can be found in Sect. D and the original experimentation report can be found in Sect. E.
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Prototype



The evaluation was performed on our prototype, shown earlier in Fig. 5.2. The prototype is a web application, accessible with any browser. We use the Ruby on Rails21 web application framework to construct the web interface, The Faceteer to translate the interface operators into RDF queries and ActiveRDF to abstract the RDF store. The abstraction layer of ActiveRDF uses the appropriate query language transparently depending on the RDF datastore. We used the YARS [43] RDF store because its index structure allows it to answer our typical queries quickly. 5.8.3.2



Methodology



Mimicking the setup of Yee et al. [89], we evaluated22 15 test subjects, ranging in RDF expertise from beginner (8), good (3) to expert (4). None were familiar with the dataset used in the evaluation. We offered them three interfaces, keyword search (through literals), manual (N3) query construction, and our faceted browser. All interfaces contained the same FBI fugitives data mentioned earlier. To be able to write queries, the test subjects also received the data-schema. In each interface, they were asked to perform a set of small tasks, such as “find the number of people with brown eyes”, or “find the people with Kenyan nationality”. In each interface the tasks were similar (so that we could compare in which interface the task would be solved faster and more correctly) but not exactly the same (to prevent reuse of earlier answers). The experimentation questionnary is given in Sect. C. The questions did not involve the inverse operator as it was not yet implemented at the time. We filmed all subjects and noted the time required for each answer; we set a two minute time-limit per task. 5.8.3.3



Results



Overall, our results confirm earlier results [89]: people overwhelmingly (87%) prefer the faceted interface, finding it useful (93%) and easy-to-use (87%). As shown in Table 5.5, on the keyword search, only 16% of the questions were answered correctly, probably because the RDF datastore allows keyword search only for literals. Using the N3 query language, again only 16% of the questions were answered correctly, probably due to unfamiliarity with N3 and the unforgiving nature of queries. In the faceted interface 74% of the questions were answered correctly. Where correct answers were given, the faceted interface was on average 30% faster than the keyword search in performing similar tasks, and 356% faster than the query interface. Please note that only 10 comparisons could be made due to the low number of correct answers in the keyword and query interfaces. Questions involving the existential operator took the longest to answer, indicating difficulty understanding that operator, while questions involving the basic selection proved easier to answer suggesting that arbitrarily adding query expressiveness might have limited benefit, if users cannot use the added functionality. 21 22



http://rubyonrails.org evaluation details available on http://m3pe.org/browserdf/evaluation.
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keyword query faceted



solved 15.55% 15.55% 74.29%



unsolved 84.45% 84.45% 25.71%



(a) Task solution rate



easiest to use most flexible most dead-ends most helpful preference
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keyword 13.33% 13.33% 53.33% 6.66% 6.66%



query 0% 26.66% 33.33% 0% 6.66%



faceted 86.66% 60% 13.33% 93.33% 86.66%



(b) Post-test preferences



Table 5.5: Evaluation results



5.9



Conclusion



Faceted browsing [89] is a data exploration technique for large datasets. We have shown how this technique can be employed for arbitrary semi-structured content. We have extended the expressiveness of existing faceted browsing techniques and have developed metrics for automatic facet ranking, resulting in an automatically constructed faceted interface for arbitrary semi-structured data. Our faceted navigation has improved query expressiveness over existing approaches and experimental evaluation shows better usability than current interfaces. We have analysed several existing Semantic Web datasets and have indicated possible improvements to automatic facet construction: finding homogeneous patterns in descriptors and clustering the object values. Our work suffers from two limitations. Our implementation has performance problems in large datasets (with over a million triples), mostly because of suboptimal implementation for certain tasks such as parsing HTTP result of Yars or querying database to retrieve entities (results could not be paginated, the feature was not implemented in Yars). Another limitation of our work is that the quality of the automatically generated interface depends on the quality of the data, normalised and cleaned datasets give a clean and efficient interface.



5.9.1



Further work



Preliminary work was done to find how to improve the faceted navigation but further research is needed in order to develop heuristics that find intuitive facets, algorithms that clusterise faceted data and domain specific extensions that take semantics such as subclass hierarchies in RDF schema into account. Another problem that needs further work is how to correctly visualise inverse properties in the interface: RDF does not offer a mechanism for specifying inverse labels. A practical solution will be to inverse labels using basic linguistic grammatical inflection. Our additional expressiveness does not necessarily result in higher usability; future research is needed to evaluate the practical benefits of our approach versus existing work. Faceted interfaces are still far from supporting the typical query requirements for graph data [5]; the challenge is not to incorporate such extended query functionality, but to keep such a powerful interface easily usable.
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Chapter 6



Internship assessment 6.1 6.1.1



Benefits for DERI ActiveRDF



ActiveRDF, a high level RDF API, abstracts different kinds of RDF databases with a common interface and provides fully object-oriented programmatic access to RDF data that uses domain terminology. The ActiveRDF project offers a useful Ruby API for manipulating RDF data to the Semantic Web community, allowing easy development of Semantic Web applications. As such, it provides a solid basis for experimenting with new Semantic Web applications to my supervisor, other researchers in DERI and Semantic Web practitioners in general. ActiveRDF contributes to the research community with an accepted scientific publication [64] at the SFSW2006 workshop in the European Semantic Web conference. Many users have shown interest for ActiveRDF and have provided useful feedback and contributions. ActiveRDF is gaining visibility in the community and has involved a collaboration with the TecWeb Lab at PUC-Rio University in Brazil. The project is still in research and continue to be developed. It has identified new challenging research problems such as database federation and data integration.



6.1.2



Faceteer



Faceteer offers an exploration technique for arbitrary Semantic Web data with a much better expressiveness than existing approaches. Our work also provides metrics for automatic facet ranking, allowing an automatically construction of faceted interface. The experimental evaluation, done on test subjects, shows better usability than current interfaces. The Faceteer project has shown how faceted browsing can be employed for arbitrary RDF data and contributes to the research community with two accepted scientific publications, one at the SemWiki workshop [66] and one at the ISWC conference [65]. One publication containing preliminary new results was rejected [26] but the paper is being extended and will be resubmitted in the future. Faceteer will be used by my supervisor as a navigation interface in his SemperWiki project. It offers researchers in DERI a ready-to-use advanced navigation interface for their Semantic Web prototypes. Our results in the Faceteer project are very promising and DERI will continue research in this area.
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Personal benefits



The internship consisted not only of computer engineering work but was also an introduction to the research work. This internship has enforced my engineering skills and has permitted me to acquire research skills and a knowledge of the Semantic Web.



6.2.1



Technical knowledge



The realisation of the projects has required a good understanding of RDF (its semantics and features), of the Semantic Web infrastructure (decentralised, dynamic and heterogeneous) and of other techniques such as the paradigm of object-relational mapping or the facet theory. These projects, done with the programming language Ruby, enable me to learn and use the advanced features, such as reflection and meta-programming, and the dynamic power of Ruby.



6.2.2



Engineering skills



An engineer working in a research environment must understand the problem that researchers try to solve and must find an appropriate and realistic technical solution. The implementation of research results is not trivial, there is often a gap between the theory and the practice due to the technical limitations. An engineer must be able to adapt its technical solution or must discuss with the researcher to find an alternative solution if no correct solutions exist. An engineer must be able to explain clearly the technical solution chosen, the reasons and the benefits of his choice.



6.2.3



Research skills



This internship made me aware of the challenges of a research institute and of the research community, the importance of the collaboration with other research institutes and industrial partners and the importance of the communication of our research results. DERI introduces me to research methods as the implementation driven research, the proof techniques, the observational studies and the empirical process of a research project (background, hypothesis, methods, results and conclusion). As an example, in front of a research problem, we must first define clearly the problem. Then, we must define the research context and must build a working bibliography to be aware of other works in order to not “re-invent the well” and to find the position of our work (what is new in our approach). Building a good working bibliography is not a trivial task and requires a certain time to gather relevant and truthful information about related work, then to read and understand them. But it is a key element in the success of a project. After having raised some hypothesis, implemented a solution and performed some experimental evaluation, we must communicate our results in a clear form to the research community through a scientific publication. Some scientific writing styles must be followed (such as the IMRAD1 method) to help the author to organise and communicate his results.



6.2.4



Experience



The time spent in DERI and in a foreign country was a great professional and personal experience. The multi-cultural environment of DERI (its members were mostly foreign people 1



Introduction, Method, Result, Analysis, Discussion
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from all over the world) has permitted me to meet several people with different backgrounds all sharing the same interest. This internship in Ireland was a good training; it improved my English skills and introduced me to the research environment. The internship gives me the desire to continue to work in the research environment and in the Semantic web field, and I plan to begin a PhD (about entity resolution in the Semantic Web) in DERI in the following year.
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Glossary Hyperlink[2] A hyperlink is a reference or navigation element that links one section of a document to another one and that brings the referred information to the user when the navigation element is selected by the user. Page 10 Serialisation[2] Serialization is the process of encoding a data structure or an object as sequences of bytes to transmit it across a network connection link. The series of bytes or the format can be used to re-create an object that is identical in its internal state to the original object (a clone). Page 14 Transitive[2] A binary relation R over a set X is transitive if it holds for all a, b, and c ∈ X, that if a is related to b and b is related to c, then a is related to c. Page 16 Class[2] A general concept, category or classification. Something used primarily to classify or categorize other things. Page 15 Ontology[2] In computer science, an ontology is a data model that represents a domain and is used to reason about the objects in that domain and the relations between them. Page 12 Resource[2] (as used in RDF)(i) An entity; anything in the universe. (ii) As a class name: the class of everything; the most inclusive category possible. Page 10 Semantic[2] Concerned with the specification of meanings. Often contrasted with syntactic to emphasize the distinction between expressions and what they denote. Page 1
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List of Acronyms API[2] . . . . . . . . Application Programming Interface Interface that a computer system, library or application provides in order to allow requests for services to be made of it by other computer programs, and/or to allow data to be exchanged between them. DBMS[2] . . . . . Data Base Management System A database management system is a system or software designed to manage a database, and run operations on the data requested by numerous clients. DSL[2] . . . . . . . . Domain-Specific Language A domain-specific programming language is a programming language designed to be useful for a specific set of tasks, as YACC for parsing and compilers or GraphViz, a language used to define directed graphs, and create a visual representation of that graph. HTML[2] . . . . . HyperText Markup Language HyperText Markup Language is a markup language designed for the creation of web pages with hypertext and other information to be displayed in a web browser. HTML is used to structure information — denoting certain text as headings, paragraphs, lists and so on and can be used to describe, to some degree, the appearance and semantics of a document. OWL[2] . . . . . . . Web Ontology Language Web Ontology Language is a markup language for publishing and sharing data using ontologies on the Internet. RDF[2] . . . . . . . Resource Description Framework Resource Description Framework (RDF) is a family of World Wide Web Consortium (W3C) specifications originally designed as a metadata model using XML but which has come to be used as a general method of modeling knowledge, through a variety of syntax formats (XML and non-XML). RDFS[2] . . . . . . Resource Description Framework Schema RDFS or RDF Schema is an extensible knowledge representation language, providing basic elements for the definition of ontologies, otherwise called RDF vocabularies, intended to structure RDF resources. URI[2] . . . . . . . . Uniform Resource Identifier Uniform Resource Identifier (URI), is a compact string of characters used to identify or name a resource. The main purpose of this identification is to enable interaction with representations of the resource over a network, typically the World Wide Web, using specific protocols. Renaud Delbru
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URL . . . . . . . . . . Uniform Resource Locator A Uniform Resource Locator is a Uniform Resource Identifier (URI) which, “in addition to identifying a resource, provides a means of locating the resource by describing its primary access mechanism (e.g., its network ‘location’).”[16] W3C[2] . . . . . . . World Wide Web Consortium The World Wide Web Consortium is an international consortium where member organizations, a full-time staff and the public work together to develop standards for the World Wide Web. XML[2] . . . . . . . eXtensible Markup Language The Extensible Markup Language is a W3Crecommended general-purpose markup language for creating special-purpose markup languages, capable of describing many different kinds of data.
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Renaud Delbru



Epita Scia 2006



I



Appendix A



Workplan A.1



Introduction



Semantic Personal Knowledge Management is the support of Personal Knowledge Management using Semantic Web and Wiki technologies [85]. One tool for SPKM is SemperWiki [63], a Linux desktop application. SemperWiki is implemented with Ruby and the GTK toolkit and is focused on the usability and the desktop integration as a personal wiki. My work, during this next six months, will be to implement a web-based version of the SemperWiki project and to improve the intelligent navigation (associative browsing) by artificial intelligence techniques such as clusterisation, classification or personal profiles learning.



A.2



Limitations of SemperWiki



As we will see, SemperWiki is a prototype implementation of an SPKM system, with some limitations that can be partially resolved by a web-based version.



A.2.1



Personal Knowledge Management tools



Personal Knowledge Management requires the following functionalities [85]: Authoring: allowing knowledge externalisation on all three knowledge layers (syntax, structure and semantics). • Syntactical authoring • Structural authoring • Semantic authoring • Integrated authoring Finding and reminding: find existing knowledge without personal effort and be notified of forgotten knowledge. • Keywords and structured query • Associative browsing • Data clustering and data classification • Notification Knowledge reuse: allows the compositional creation of complex knowledge, and leveraging existing knowledge. • Composition • Rule execution (inferencing) • Terminology reuse
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II



Collaboration: necessary for combining and sharing knowledge. • Communication infrastructure • Security and privacy • Interoperability • Context management Cognitive adequacy: balances the personal effort and the perceived benefit during the management of personal knowledge. • Adaptive interfaces • Authoring freedom



A.2.2



SemperWiki



SemperWiki is a Semantic Wiki that can be used as a Personal Knowledge Management tool. It is a desktop application which allows ease of use, real-time updates and desktop integration. SemperWiki attempts to fulfil each requirement as follows: Authoring: SemperWiki is a Semantic Wiki and encompass all three knowledge layers (syntax, structure and semantics) simultaneously. Finding and reminding: SemperWiki includes a query engine which allows keywords, embedded queries, and associative intelligent navigation using faceted browsing. Knowledge reuse: SemperWiki allows to reuse knowledge with logical inferencing (embedded query) and by terminology reuse. Collaboration: SemperWiki is a personal tool and offers no collaboration between users. Cognitive adequacy: Semperwiki does not impose constraints on the knowledge organisation, it leaves freedom of authoring. We see that SemperWiki does not address all the requirements, particularly the Collaboration requirements. To summarise, the lacking points of SemperWiki, respectively for each requirement, are: Finding and reminding: It does not offer reminding or notification of forgotten knowledge and the associative browsing could be improved by adding clusterisation or classification techniques to categorise information. Knowledge reuse: It does not allow composition of knowledge sources and terminology reuse could be improved. Collaboration: There is no collaboration between users and the application is not crossplatform. That is due to the implementation as a desktop application. Cognitive adequacy: User interface could be improved by adding adaptative learning techniques on the user’s habit.



A.3



Development approach



The web-based version of SemperWiki should be a Collaborative Knowledge Management tool and a Personal Knowledge Management tool. It should include the following requirements in addition to the requirement already included in SemperWiki :
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• Cross-platform, • Collaboration between users, • Knowledge reuse by using existing knowledge sources, • Intelligent navigation with organised knowledge, • Adaptive interface based on the user’s habit.



A.3.1



Collaboration and cross-platform



A web-based version of Semperwiki will allow cross-platform and collaboration between users. This version, working on a server side, could be accessible by any users, who have permission, and work on any platforms (platform independent). It requires a good security and privacy of data that could be exchanged between the server and the user. This web-based version will be built using Ruby On Rails, an open-source web framework for rapid application development. To minimise the loss of reactivity, we can use the AJAX development technique which allow the creation of interactive web applications and rich graphic user interfaces.



A.3.2



Finding information and intelligent navigation



For finding specific information, the user will be able to choose his search strategy (teleporting with specific query or orienteering with an intelligent navigation) or the possibility to use both of them. Intelligent navigation could be improved in two ways, by categorizing knowledge with clustering techniques and by generating navigable and understandable structures relative to the current navigation position. This navigation structure should orient the user in his search and should keep a sense of orientation in the information space. The structure generation is dependent on the clustering step because the readability could be greatly improved by ordering, grouping and prioritising the knowledge.



A.3.3



Unsupervised Clustering of Semantic annotations



Cluster analysis is a common technique for managing large datasets. It allows to group data objects into individual or hierarchical clusters according to their similarity. Objects in a same cluster are similar or related; objects in different clusters are dissimilar. Such analysis is useful for data classification or visualisation. In our case, the clustering method should be unsupervised, i.e. the user does not know how many and which data classes can be formed, instead we should use the data to estimate parameters for the classification. Our clustering algorithm should have the following properties : • The user should be able to navigate rapidly in the structure. Therefore, the number of clusters should be small. • Clusters should be unexclusive (contrary to other algorithms as in the K-means algorithm), because a resource can belong to different groups. • Clusters should be precise and comprehensible: each cluster should be succinctly presentable in the navigation structure. Renaud Delbru
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• The algorithm should be unsupervised. The user does not know how many clusters exist and the process should thus be invisible. • The algorithm should rapidly converge. The user should not have to wait for the building of the structure navigation. • The algorithm should be scalable in time and space. • The algorithm should be incremental. It would be inefficient to fully rebuild clusters after each change of the RDF graph. • The algorithm should be compatible with faceted browsing. A multi-dimensional clustering would be best.



A.4



Tasks



Given the possible approaches to address the different limitations of semperwiki, the principal tasks of the project will be: 1. Implement a simple web based version of SemperWiki with Ruby on Rails and an RDF database instead of a relational database. 2. Write a report enumerating the possible clustering algorithms on RDF graph, analysing their advantages and disavantages. 3. Choose a clustering algorithm that best satisfies the properties defined in the last section, and implement it. 4. Improve the web-based semantic wiki application, the user interface and the navigation structure.



A.5



Workplan planning



Week:



12/01/06 – 20/01/06



Description: • Discovery of ActiveRDF, SemperWiki and earlier works of Eyal. • Read some articles on clustering techniques. • Begin work plan.
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Week:



V



23/01/06 – 27/01/06



Description: • Take in hand Ruby On Rails. • Made prototype of web based version of SemperWiki. • Finish work plan.



Week:



30/01/06 – 03/02/06



Description: • Work on ActiveRDF (SPARQL query support, generation of find by * methods). • Work on web based version of SemperWiki to support new version of ActiveRDF. • Read some articles on clustering techniques.



Weeks:



06/02/06 – 17/02/06



Description: • Make a generic stand alone faceted browser with RoR and ActiveRDF (port existing algorithm, use AJAX to make interface). • Add some improvements to ActiveRDF (continue SPARQL query support). • Continue to read some articles and begin to write a report on clustering techniques for RDF data for faceted browsing.
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Weeks:



VI



20/02/06 – 04/03/06



Description: • Continue to read articles on clustering techniques and to write the report. • Look for improvements on faceted browsing and implement them. • Continue to improve ActiveRDF (add management of blank node, containers and reification).



Weeks:



06/03/06 – 17/03/06



Description: • Continue to read articles on clustering techniques, to write the report and begin to make a RDF base to test algorithms. • Include faceted browsing into web based version of SemperWiki. • Begin to write with Eyal the article on ActiveRDF for the workshop.



Weeks:



20/03/06 – 31/03/06



Description: • Finish the report on clustering algorithms. • Finish the article on ActiveRDF for the workshop with Eyal.



Weeks:



03/04/06 – 28/04/06



Description: • Implement and test clustering algorithms.
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Weeks:



VII



01/05/06 – 02/06/06



Description: • Implement and test clustering algorithms. • Include the clustering algorithms into web based version of SemperWiki.



Weeks:



05/06/06 – 16/06/06



Description: • Make an interface with AJAX for web based version of SemperWiki.



Weeks:



19/06/06 – 07/07/06



Description: • Write my internship report.
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ActiveRDF Manual ActiveRDF Tutorial: Object-Oriented Access to RDF data in Ruby Renaud Delbru [email protected] and Eyal Oren [email protected] March 23, 2006 http://activerdf.m3pe.org
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Introduction



The Semantic Web is a web of data that can be processed by machines [15, p. 191]. The Semantic Web enables machines to interpret, combine, and use data on the Web. RDF is the foundation of the Semantic Web. Each statement in RDF is a triple (s, p, o), stating that the subject s has a property p with object (value) o. Although most developers have an object-oriented attitude, most current RDF APIs are triple-based. That means that the programmer cannot access the data as objects but as triples. ActiveRDF remedies this dichotomy between RDF and OO programs: it is a objectoriented library for accessing RDF data from Ruby programs. • ActiveRDF gives you a domain specific language for your RDF model: you can address RDF resources, classes, properties, etc. programmatically, without queries. • ActiveRDF offers read and write access to arbitrary RDF data, exposing data as objects, and rewriting all methods on those objects as RDF manipulations. • ActiveRDF is dynamic and does not rely on some fixed dataschema: objects and classes are created on-the-fly from the apparent structure in the data. • ActiveRDF can be used with various underlying datastores, through a simple system of adapters. • ActiveRDF offers dynamic query methods based on the available data (e.g. find a person by his first name, or find a car by its model). • ActiveRDF can cache objects to optimise time performance, and preserves memory by lazy fetching of resources. • ActiveRDF can work completely without a schema, and predicates can be added to objects and classes on the fly • ActiveRDF is integrated1 with Rails, a highly popular web application framework; ActiveRDF is putting the Semantic Web on Rails.



B.2



Overview



ActiveRDF is an object mapping layer of RDF data for Ruby on Rails. ActiveRDF is similar to ActiveRecord, the ORM layer of Rails, but instead of mapping tables, rows and columns, it maps schema, nodes and predicates. Let’s begin with a small example to explain ActiveRDF. The program connects to a YARS database, maps the resource of type Person to a Ruby class model. Then, we create a new person and initialize his attributes. 1



require ’ active_rdf ’



2 3 4 1



NodeFactory . connection ( : adapter = > : yars ,



ActiveRDF is similar to ActiveRecord, the relational-database mapping that is part of Rails.
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5 6



X



: host = > ’ m3pe . org ’ , : context = > ’ test - people ’)



7 8 9 10



class Person < IdentifiedResource set_class_uri ’ http :// foaf / Person ’ end



11 12 13 14 15



renaud = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) renaud . firstName = ’ Renaud ’ renaud . lastName = ’ Delbru ’ renaud . save



We will now present the features of ActiveRDF, how to connect to a an RDF database, how to map RDF classes to Ruby classes and how to manage RDF data.



B.3



Connecting to a data store



ActiveRDF supports various of RDF database, through back-end adapters that translate RDF manipulations to the API or query language of that database. At the moment, we have written only two adapters, one for Redland [10] and one for YARS [43]. To initialise a connection to your datastore, you call NodeFactory.connection. This method takes a hash with parameters as input; first decide which adapter that you want to use (depending on the type of datastore), the available parameters depend on the chosen adapter.



B.3.1



YARS



YARS is a lightweight RDF store in Java with support for keyword searches, (restricted) datalog queries, and a RESTful HTTP interface (GET, PUT, and DELETE). YARS uses N3 as syntax for RDF facts and queries. To initialize a connection to a YARS database, you call NodeFactory.connection, and state that you want to use the YARS adapter. The available parameters for the connection are: the hostname2 of the YARS instance (default is localhost); the port on which the YARS database is listening (default is 8080); and the context to use for this database (default is the root context): 1 2 3



connection = NodeFactory . connection ( : adapter = > : yars , : host = > ’ m3pe . org ’ , : port = > 8080 , : context = > ’ test - context ’)



4 5 6



connection . kind_of ?( AbstractAdapter ) = > true connection . object_id == NodeFactory . connection . object_id = > true



After calling this method a connection is instantiated with the database until the end of the program. You can have only one connection instance, but you can call this method with new parameters anywhere in your program to initialise a new connection. 2



don’t specify the protocol (HTTP), only the hostname
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Redland



Redland is an RDF library that can parse various RDF syntaxes, and store, query, and manipulate RDF data. Redland offers access to the RDF data through a triple-based API (in various programming languages, including Ruby). To initialize a connection to a Redland database, the connection method takes only one additional parameter, the location of the store (a local file or in-memory): 1



2



B.4



connection = NodeFactory . connection (: adapter = > : redland , : location = > : memory ) connection . kind_of ?( AbstractAdapter ) = > true



Mapping a resource to a Ruby object



ActiveRDF maps RDF types (RDFS classes) to Ruby classes, RDF resources to Ruby objects and RDF predicates to Ruby attributes.



B.4.1



RDF Classes to Ruby Classes



To map a resource type to a Ruby class, ActiveRDF needs the definition of a class model, that contains the URI of the RDF type. This class must inherit from either IdentifiedResource or AnonymousResource. ActiveRDF maps RDF classes to Ruby classes. This mapping is used to create proper instances of found resources, e.g. if the triple eyal rdf:type foaf:Person is found, then eyal will be instantiated as a Ruby class Person. When an instance of Person (say renaud is created and saved into the datastore, ActiveRDF automatically adds the statement renaud rdf:type foaf:Person to the datastore. To manage this relation between RDF classes and Ruby classes, ActiveRDF (1) requires that the Ruby classes are named the same as the RDF classes, and (2) it needs to know the base URI of the RDF class. The rest is done automatically: ActiveRDF will automatically extract all properties of the class from the information in the datastore. Let us explain this with an example. We define two classes, Page and Person. Page is the Ruby representation of the RDF class http://semperwiki.org/wiki/Page, which is an identified resource. Person represents foaf:Person, which is an anonymous resource: 1 2 3



class Page < IdentifiedResource set_class_uri ’ http :// semperwiki . org / wiki / Page ’ end



4 5 6 7



class Person < AnonymousResource set_class_uri ’ http :// xmlns . com / foaf /0.1/ Person ’ end



The next release of ActiveRDF will not require you to explicitly state this information, but will automatically create the classes and map them automatically by analysing the RDF schema and RDF triples of the database. The next version will also support the multiinheritance hierarchy of RDF data into Ruby class mapping.



Renaud Delbru



Epita Scia 2006



APPENDIX B. ACTIVERDF MANUAL SECTION B.4. MAPPING A RESOURCE TO A RUBY OBJECT



B.4.2



XII



Predicate to attributes



After defining the Ruby class, ActiveRDF will look in the database to find all the predicates related to this class. These predicates will be transformed into attributes of the Ruby class. For example, the predicate http://semperwiki.org/wiki/title will result in the attribute Page.title. By convention, the attribute name is the local part of the predicate URI. ActiveRDF also looks for predicates in all the superclasses of Page. B.4.2.1



Accessing literal values



There are two ways to access literal values. The most common accessor is object.attribute_name, and directly returns the value of the literal object: 1 2



page1 = Page . create ( ’ http :// semperwiki . org / wiki / page1 ’) page1 . title = > " Page one "



The second accessor object[‘attribute_name’] or object[:attribute_name] returns the literal object itself, which you can use to e.g. find the datatype of the literal: 1 2 3



title = page1 [: title ] title . class title . value



B.4.2.2



= > Literal = > " Page one "



Accessing resource values



Resource values are accessed in the same way as literals, but always return typed objects, for example: 1 2



page1 . links . class page1 . links . title



= > Page = > " Page two "



page2 = page1 . links page2 . links . class page2 . links . size page2 . links [0]. title page2 . links [1]. title



=> => => =>



3 4 5 6 7 8



Array 2 " page1 " " page3 "



If an attribute exists for a given object, but is not initialised, it will return the value nil ; if an attribute does not exist for an object, an error will be thrown. B.4.2.3



Predicate levels



Predicates, or attributes, for an object are loaded on two different levels. The first level is the class level. All attributes of a class level will be accessible to any instance of this class. The predicates related to the class or the super-class will be put on the class level. The second level is the instance level. All attributes of an instance level will be only accessible to the related instance. This is useful if we do not have any schema information for a given object. ActiveRDF then analyses triples such as:
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< http :// m3pe . org / activerdf / page1 > < SemperWiki # content > " Some content ..." .



to extract the related instance attributes for the given object. These two attributes will for example only be available for the page1 object, not for other pages: 1 2



B.5



page1 . content = > " Some content ..." page2 . content = > undefined method ‘ content ’ for Page : Class ( NoMethodError )



Dealing with objects



Now we will discuss how to create, read, update, and delete objects. We will use a Person class in our examples, which has the attributes name, age and knows.



B.5.1



Creating a new resource



To create a new resource, you call the create method the class, giving the URI of the resource as parameter. If the given URI exists, we load the resource from the database, otherwise we create a new resource. 1



2 3 4



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . name = ’ Person one ’ person1 . age = 42 person1 . save



In this example, we create a new Person with the URI http://m3pe.org/activerdf/person1. Then we fill the values of the attributes, which correspond to the class predicates in the database). Finally we call the save method to synchronise the local memory with the datastore. Without this call, the new Person would only exist in memory but would not be stored persistently.



B.5.2



Loading resources



If the resource URI already exists in the database, the resource is loaded and not newly created. After the previous example, the URI http://m3pe.org/activerdf/person1 exists. If we now again create the resource, ActiveRDF will load it: 1



2 3



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . name = > " Person one " person1 . age = > "42"



To create a top-level resource call IdentifiedResource.create(uri) or AnonymousResource.create(uri), which results in a resource with type http://www.w3.org/1999/02/22rdf-syntax-ns#Resource.
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Only one instance of a resource is kept in the memory. If, during execution, we try to load the same resource twice, the same object is reused (the data is only fetched once)3 . B.5.2.1



Checking if a resource exists



ActiveRDF provides the method exists? to check if a resource already exists in the database. This method is accessible from the Resource class and from all its sub-classes, and takes a URI or resource as argument: 1



2



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) new_resource = Person . create ( ’ http :// m3pe . org / activerdf / new_resource ’)



3 4



5



Resource . exists ?( ’ http :// m3pe . org / activerdf / person1 ’) = > true Resource . exists ?( ’ http :// m3pe . org / activerdf / new_resource ’) = > false



6 7 8



new_resource . save Resource . exists ?( ’ http :// m3pe . org / activerdf / new_resource ’) = > true



If this method is called from Resource or IdentifiedResource, ActiveRDF tries to look in all the existing resources, but when this method is called on one of its sub-classes, ActiveRDF will only look for resources typed as that class. In other words, if we call exists? from Person, ActiveRDF will only search for existing persons: 1



2 3



4



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . save resource = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / resource ’) resource . save



5 6



7



8



9



3



Resource . exists ( ’ http :// m3pe . org / activerdf / person1 ’) = > true Person . exists ( ’ http :// m3pe . org / activerdf / person1 ’) = > true Resource . exists ( ’ http :// m3pe . org / activerdf / resource ’) = > true Person . exists ( ’ http :// m3pe . org / activerdf / resource ’) = > false



See section B.7 on page XXI for more information about the caching mechanism in ActiveRDF.
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Accessing attributes



We have seen how to create a new resource and load an existing resource. Now, look deeper what’s happen during the loading of an existing resource. Before creating a new resource, ActiveRDF will look in the database to verify in the given URI is not already present. We can split up the mechanism in three step: 1. If ActiveRDF finds the URI, it will look to find the type of the resource. 2. If a type is found and the Ruby class model defined, it will instantiate and load the resource into the model class. 3. Otherwise, if no type is found or if the Ruby class model is not defined, it will instantiate and load the resource as an IdentifiedResource. Then, ActiveRDF looks in the database to see all the predicates related to this resource. If we know the resource type, all predicates related to this type are loaded as class level attributes. These attributes are loaded only the first time we try to instantiate a resource of this given type. The value of each attribute is loaded only the first time we try to access to this attribute. If we don’t know the resource type or if the resource type is http://www.w3.org/1999/02/22rdf-syntax-ns#Resource, all predicates related to the resource are loaded as instance level attributes. These attributes are loaded only the first time we try to instantiate the resource. The value of each attribute is loaded at the same time. B.5.2.3



Dynamic finders



Dynamic finders provide a simplified way to search a resource or set of resources that match a given value or set of values. These methods are automatically constructed according to the predicates that are related to the class model. Each attribute name can be part of the method name. For example, the class Person has three attributes (name, age and knows); the available dynamic finders will therefore be any combination of these three attributes, separated by _by_: • find_by_name(name) • find_by_age(age) • find_by_knows(person | [person, ...]) • find_by_name_and_age(name, age) • find_by_name_and_knows(name, person | [person, ...]) • ... • find_by_name_and_age_and_knows(name, age, person | [person, ...]) For an attribute with multiple cardinality, the parameter or restriction value related to this attribute can be a value or an array of values.
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With the methods find_by_keyword(_attribute_name)+, we activate the keyword searching as explained. The finder methods automatically add a restriction on the type of resource searched, if we call them from a sub-class of IdentifiedResource: 1 2 3 4



person1 = Person . fin d_ by_ na me_ and _a ge ( ’ Person one ’ , 42) person1 . class = > Person person1 . name = > ’ Person one ’ person1 . age = > 42



5 6 7 8 9 10



people = Person . find _by _keyword _n ame ( ’ Person ’) people . class = > Array people . size => 2 people [0]. name = > ’ Person one ’ people [1]. name = > ’ Person new ’



B.5.2.4



Find method



In addition to the dynamic finders, ActiveRDF also offers a generic find method that takes explicit search conditions as parameter The find method takes two parameters. conditions This parameter is an hash containing all the conditions. A condition is a pair attribute name → attribute value or Resource → attribute value. These conditions are used to construct the where clause of the query. If no condition is given, the method returns all resources (similar to a query select *). options This parameter is an hash with additional search options. Currently we have only one additional option, namely keyword searching, that is only implemented for the YARS database. Depending on which class you call this method, a condition is automatically added. This condition restricts the search only on the resource type related to the model class. This works only for the sub-class of IdentifiedResource. In other words, if you call the find method from the class Person, ActiveRDF will search only among the set of resources which are instances of the RDF class Person. Let’s illustrate all this with a small example: 1 2 3 4 5



results = Resource . find results . size results [0]. class results [1]. class results [2]. class



=> => => =>



results = Person . find results . size results [0]. class results [1]. class



=> 2 = > Person = > Person



3 IdentifiedResource Person Person



6 7 8 9 10
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To add some conditions, you need to provide the attribute name and the value related to this attribute name. All the conditions are contained into a hash and given to the method. The attribute name must be a Ruby symbol or a Resource representing the predicate, and the restriction value as a Literal or Resource object. Only the sub-classes of IdentifiedResource accept conditions with symbol because in the other classes we don’t know the associated predicates: 1 2



conditions = {: name = > ’ Person one ’ ,: age person1 = Person . find ( conditions )



= > 42 }



3 4 5 6



person1 . class person1 . name person1 . age



= > Person = > ’ Person one ’ = > 42



7 8



9 10



name_predicate = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / name ’) conditions = { name_predicate = > ’ Person one ’} person1 = Resource . find ( conditions )



11 12 13 14



person1 . class person1 . name person1 . age



= > Person = > ’ Person one ’ = > 42



When using YARS, you can also use the keyword search. With keyword searching, the find method will return all the resources which have attribute values that match the keyword: 1



2 3



new_person = Person . create ( ’ http :// m3pe . org / activerdf / new_person ’) new_person . name = ’ Person two ’ new_person . save



4 5 6 7



conditions = { : name = > ’ Person ’ } options = { : keyword_search = > true } results = Person . find ( conditions , options )



8 9 10 11 12



results . class results . size results [0]. name results [1]. name



=> => => =>



Array 2 ’ Person one ’ ’ Person new ’



13 14 15 16
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conditions = { : name = > ’ erson ’ } results = Person . find ( conditions , options ) results . class = > Nil



Updating resources



They are two ways to update the properties of a resource. The first is to directly set the value of one of the attribute of the object, and call the save method of this object. Then, the Renaud Delbru
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triple related to the modified attribute is updated in the database or added if the attribute was not set before. A triple will be updated in the database only if the value of the attribute has been modified. If the property of the resource has multiple cardinality, we can update it by giving one value (Literal or Resource) or by giving an array of values. If the value given is nil, the triple related to the property of the object is removed from the database. 1



2 3 4 5



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . class = > Person person1 . name = > ’ Person one ’ person1 . age = > 42 person1 . knows = > nil



6 7



8



person2 = Person . create ( ’ http :// m3pe . org / activerdf / person2 ’) person3 = Person . create ( ’ http :// m3pe . org / activerdf / person3 ’)



9 10 11 12



person1 . name = ’ First person ’ person1 . knows = [ person2 , person3 ] person1 . save



13 14 15 16



person1 . name person1 . knows . class person1 . knows . size



= > ’ First person ’ = > Array => 2



17 18 19 20



person1 . name = ’’ person1 . knows = nil person1 . save



21 22 23



person1 . name person1 . knows



= > nil = > nil



ActiveRDF also provides a method update_attributes to change the value of attributes and save the resource in a single call: 1



2 3 4 5



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . class = > Person person1 . name = > ’ Person one ’ person1 . age = > 42 person1 . knows = > nil



6 7



8



person2 = Person . create ( ’ http :// m3pe . org / activerdf / person2 ’) person3 = Person . create ( ’ http :// m3pe . org / activerdf / person3 ’)
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9 10 11 12



attributes = { : name = > ’ First person ’ , : knows = > [ person2 , person3 ] } person1 . update_attributes ( attributes )



13 14 15 16



person1 . name person1 . knows . class person1 . knows . size



= > ’ First person ’ = > Array => 2



17 18 19 20



attributes = { : name = > ’’, : knows = > nil } person1 . update_attributes ( attributes )



21 22 23
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person1 . name person1 . knows



= > nil = > nil



Delete resources



The delete method deletes all the triples related to the resource from which it is called4 . It also freezes the object, preventing future changes of the resource. 1



2 3



person1 = Person . create ( ’ http :// m3pe . org / activerdf / person1 ’) person1 . name = ’ Person one ’ person1 . save



4 5 6



Resource . exists ?( person1 ) person1 . delete



= > true



7 8 9
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Person . find_by_name ( ’ Person one ’) = > nil Resource . exists ?( person1 ) = > false



Query generator



ActiveRDF provides an object abstraction layer to query the RDF data store with different query languages (currently N3 and SPARQL are supported). The QueryGenerator generates query strings and can also be used to query the database directly. The query results are automatically mapped to ActiveRDF instances. The query language is chosen automatically depending on the used adapter. The QueryGenerator provides the following methods to build a query: add binding variables(*args) adds one or more binding variables in the select clause. Each binding variable must be a Ruby symbol. You can add binding variables in one call or in multiple calls. 4



The delete method of ActiveRDF is different from the ActiveRecord method. It’s more like the destroy instance method of ActiveRecord.
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add binding triple(subject, predicate, object) adds a binding triple in the select clause. Currently only supported by YARS and only one binding triple is allowed. add condition(subject, predicate, object) adds a condition in the where clause. A condition can be only a triple. A verification on the type of arguments given is performed. The predicate can be a Ruby symbol (we will discuss this in the next section). You can call this method multiple times to add more than one condition. order by(binding variable, descendant) This method allows to order the result of the query by binding variable. Multiple binding variables are allowed. You can choose the order with the parameter descendant, which is by default set to true meaning that the result will be ordered by descending value. activate keyword search activates keyword search in the condition values. Currently, it is only supported by YARS. generate sparql, generate ntriples, generate generate the query string; the method generate chooses the right query language for the used adapter automatically. execute executes the query on the database and returns the result (an array of array of Node if multiple variables binding is given, an array of Node if only one binding variable is given, an array of triple if a binding triple is given or nil if there are the result is empty). For each query, you need to instantiate a new QueryGenerator. To instantiate a new QueryGenerator, you can pass a class model as parameter. This allows the use of a Ruby symbol as predicate instead of a Resource in the method add_condition(subject, predicate, object): 1



2 3 4 5



person2 = Person . create ( ’ http :// m3pe . org / activerdf / person2 ’) person2 . name = ’ Person two ’ person2 . age = 42 person2 . knows = person1 person2 . save



6 7



8



name_predicate = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / name ’) age_predicate = IdentifiedResource . create ( ’ http :// m3pe . org / activerdf / age ’)



9 10 11 12 13



qe = QueryEngine . new qe . a dd _ bi nd i ng _ va ria bles (: s1 ) qe . add_condition (: s1 , name_predicate , ’ Person one ’) qe . generate_sparql = > Generate and return the query string



14 15 16



results = qe . execute results . class
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results . size results [0]. name



XXI



=> 1 = > ’ Person one ’



19 20 21 22 23 24 25 26



qe = QueryEngine . new ( Person ) qe . add_binding_triple (: s1 , : name , ’ Person one ’) qe . add_condition (: s1 , : name , ’ Person one ’) results = qe . execute results . class = > Array results . size => 1 results [0]. inspect = > [ person1 , name_predicate , ’ Person one ’]



27 28 29 30 31 32 33 34 35 36 37 38
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qe = QueryEngine . new ( Person ) qe . a dd _ bi nd i ng _ va ria bles (: s1 , : s2 ) qe . add_condition (: s1 , : rdf_type , Person . class_URI ) qe . add_condition (: s1 , : knows , person1 ) qe . add_condition (: s1 , : age , 42) qe . add_condition (: s1 , : knows , : s2 ) results = qe . execute results . class = > Array results . size => 1 results [0][0]. name = > ’ Person two ’ results [0][1]. name = > ’ Person one ’



Caching and concurrent access



Caching keeps RDF data in memory to minimise network traffic or disk access. ActiveRDF has a transparent caching mechanism, all RDF objects are cached in memory and data is only fetched from the database when needed.



B.7.1



Caching



ActiveRDF provides a transparent cache system when it is used by only one application. This caching mechanism fetches only data when you need it and keeps this data in memory. In other words, the value of an attribute of a class model instance is fetched from the database and kept in memory only when you try to access it. When a new resource is mapped into a class model instance, its values are not loaded, only attribute names of this resource are loaded. Each resource created is kept only once in memory, by the NodeFactory. In this way, you are sure to work with the same resource, in every part of your program. All references of this object is removed from memory when you call the delete instance method. NodeFactory provides a method to clear all resources kept in memory. In this way, you can explicitly clean the memory cache by calling NodeFactory.clear if you need it.
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Concurrent access



Caching can lead to a synchronisation problem when the database is also accessed (by another application) outside the ActiveRDF framework: the ActiveRDF cache will not be synchronous with the database, and data corruption could occur. For example, say we have an application A that has a caching copy of some part of an RDF graph in memory. We also have an application B that accesses the database directly. B could now change some data that A without A’s knowing. The cache of A is now inconsistent with the database and needs to be synchronised to ensure data consistency. In this use case, ActiveRDF needs to either disable caching, or provide a concurrency control mechanism. In the next release of ActiveRDF we will add an option to disable caching alltogether, or to use an optimistic locking mechanism similar to that found in ActiveRecord.



B.8



Adding new adapters



Adding support for another RDF store is very easy5 ; to write an adapter which you need to implement only four functions that allow ActiveRDF to speak to the database. The four functions are: add(s, p, o) The method add takes a triple (subject, predicate, object) as parameters. This triple represents the new statement which will be added to the database. Ths subject and predicate can be only a Resource and the object a Node. This method raises a AdditionAdapterError exception if the statement addition failed. remove(s, p, o) The method remove takes a triple (subject, predicate, object) as parameters. The difference with the add method is that one or more argument can be nil. Each nil argument becomes a wildcard and gives the ability to remove more than one statement in one call. If the action failed, this method raises a RemoveAdapterError exception. query(qs) The method query takes a query string6 as parameter. This method returns an array of Node if one binding variable is present in the select clause, or a matrice of Node if more than one binding variable are present in the select clause. If the query failed, this method raises a QueryAdapterError. save Save synchronise the memory model with the database. This method returns true if the synchronisation is done and raises a SynchroniseAdapterError if the synchronisation fails.



5



please notify us after writing an adapter; we will include it in the next release. two query languages are supported at the moment, SPARQL and N3; adding support for another query language (such as RDQL or SeRQL is a matter of implementing a few simple functions). 6
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BrowseRDF experimentation questionnary This questionnaire evaluates the usability of our RDF Browser. As a participant in this evaluation, you will have an opportunity to influence the direction, appearance, and development of the browser. Please respond to the questions in a candid fashion. We value your opinion. Use “N/A” for questions that you cannot answer. Thank you for your time.



General questions 1. How would you rate yourself as an RDF user? (a) Beginner (b) Good (c) Expert 2. Are you familiar with faceted browsing? (a) Yes (b) No Try to answer the following questions within two minutes. If you cannot find the answer then, skip the question.



Faceted browser



(use http://browserdf.com/fbi)



3. The data contained in this dataset relates to? (a) Famous people (b) Animals Renaud Delbru
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(c) Terrorists (d) Students



Keyword search



(use http://browserdf.com/test/keyword)



4. How many people have black eyes 5. How many people weigh 160 pounds 6. How many people where born on 19 February 1976



Query interface



(use http://browserdf.com/test/query)



See http://sw.deri.org/wiki/YARS/SampleQueries for the query syntax. If you cannot figure out how to write a query, skip this section. 7. How many people have brown eyes 8. How many people speak Arabic 9. How many people with brown eyes where born on 26 June 1967



Faceted browser



(use http://browserdf.com/fbi)



10. How many people have dark eyes 11. How many people speak Arabic 12. How many people have brown eyes 13. How many people have an olive-colored complexion 14. How many people have a nationality (citizenship) at all 15. How many people have the Kenian nationality 16. How many people have an unknown height and an unknown weight



Comparison 17. Which interface do you find easiest to use? 18. Which interface do you find most flexible? 19. Which interface do you find more likely to result in dead-ends? 20. Which interface helped you more? 21. Which interface has your overall preference? Renaud Delbru
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Usability These questions only apply to the “faceted browsing” interface. 22. How useful do you find faceted navigation for RDF data? (a) very useful (b) somewhat useful (c) somewhat useless (d) very useless 23. How likely are you to return to this website? (a) very likely (b) somewhat likely (c) somewhat unlikely (d) very unlikely 24. How likely are you to recommend this website to a friend? (a) very likely (b) somewhat likely (c) somewhat unlikely (d) very unlikely 25. Would you change the names on any of the features? And if so, what do you think is a more appropriate name for that feature? 26. What changes or additional features would you suggest for this website? 27. Additional comments? Thank you for your time and feedback!
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Appendix D



BrowseRDF experimentation results This chapter presents the experimentation results summarised by Patricia Flynn, a DERI intern.



D.1



Technical ability



The people chosen to test the three interfaces had a wide range of technical ability. Before they completed the questionnaire they were asked about their familiarity with faceted browsing and RDF use. • How would you rate yourself as an RDF user? Beginner Good Expert



8/15 3/15 4/15



53.33% 20% 26.66%



• Are you familiar with faceted browsing? Yes NO



D.2



10/15 5/15



66.66% 33.33%



Correct answers



The following table shows the percentage of people that answered each question correct, incorrect or didn’t answer it at all. E.g. 100% of people tested got Q3 correct.
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Q3 (Faceted Browser) Q4 (Keyword Search) Q5 Q6 Q7 (Query Interface) Q8 Q9 Q10 (Faceted Browser) Q11 Q12 Q13 Q14 Q15 Q16
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Correct



Wrong



100% 6.66% 0% 40% 0% 26.66% 20% 73.33% 100% 73.33% 73.33% 53.33% 100% 46.66%



0% 73.33% 40% 20% 46.66% 20% 6.66% 26.66% 0% 26.66% 13.33% 33.33% 0% 33.33%



Not swered 0% 20% 60% 40% 53.33% 53.33% 73.33% 0% 0% 0% 13.33% 13.33% 0% 20%



an-



Comparison of answers



The next table compares the percentages of keyword search, query interface and faceted browser questions answered correctly or incorrectly or not answered at all. E.g. 15.55% of the keyword search questions were answered correctly, 44.44% of the keyword search questions were answered incorrectly and 40 % of the keyword search questions could not be answered.



Keyword Search (Q4-Q6) Query Interface (Q7-Q9) Faceted Browser (Q10-Q16)
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% Correct answers 15.55%



% Wrong answers 44.44%



% Of questions people could not answer 40%



15.55%



24.44%



60%



74.29%



19%



6.66%



Time spent



The next table shows the total time all testers spent on the Faceted Browser questions. E.g. All 15 testers spent a total of 12mins and 26secs on Q10.
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Q10 Q11 Q12 Q13 Q14 Q15 Q16
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Total times 12mins 26sec 7mins 34sec 7mins 24sec 11mins 55secs 17mins 39secs 6mins 4secs 16mins 45secs



Summary



• Question that took the longest time: [Q14] How many people have a nationality (citizenship) at all? • Question that took the shortest time: [Q15] How many people have a Kenyan nationality? • Question which had the most errors (53.33% got it wrong, this includes people who didn’t attempt the question and people who gave the wrong answers): [Q16] How many people have an unknown height and an unknown weight? • Question which had the least errors (100% of people got them both right): [Q11] How many people speak Arabic? [Q15] How many people have a Kenyan nationality?



D.6



Interface comparison



The following table shows what people thought of the three interfaces. E.g. 86.66% of people found the faceted browser the easiest to use, whereas only 13.33% of people found the keyword search easy to use. None of the testers found the query interface easy to use.



Q17: Easiest to use Q18: Most flexible Q19: Most likely to result in dead-ends Q20: Which interface helped you the most? Q21: Which interface has your overall preference?
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Keyword Search 13.33% 13.33% 53.33%



Query terface 0 26.66% 33.33%



In-



Faceted Browser 86.66% 60% 13.33%



6.66%



0



93.33%



6.66%



6.66%



86.66%



Epita Scia 2006



XXIX



Appendix E



BrowseRDF experimentation report This chapter presents the report on our comparative usability study written by Patricia Flynn. It compares the faceted browser BrowseRDF with an RDF query interface and keyword search interface. Faceted Browsing is an exploration technique for large structured datasets, based on the facet theory. It is an interaction style where users filter a set of items by progressively selecting from only valid values of a faceted classification system. Facet values are selected in any order the user wishes and null results are never achieved.



E.1



Introduction



This report summarizes the results of our usability study which took place in May 2006. Our experimental evaluation compared: 1. Faceted Browser 2. Keyword Search 3. Query interface During the study users were observed as they attempted to answer some simple questions using the three interfaces. All interfaces contained the same FBI fugitives’ data. The accuracy of the information retrieved by users, and the time it took users to extract data from the dataset using each interface, was checked and compared. This report was compiled to highlight the findings of our study.



E.1.1



Goals



Usability testing enables developers to understand their audiences’ needs and, in return, they will be able to produce a stronger and more effective browser. • The main goal of this project was to get user feedback that would aid Browserdf’s development. • We wanted to observe people navigating around the datasets. • The faceted browser was compared to a keyword search interface and a query interface. Renaud Delbru
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• The amount of correct information retrieved by users from the three interfaces, and the time it took the users to retrieve the information, were compared.



E.1.2



Requirements for the study participants



Fifteen participants were observed during the study. They were from a range of backgrounds and had differing levels of technical competency and ability. The users also had varying levels of experience with RDF: • 26.66% were experts in RDF • 20% had some experience • 53.33% were complete beginners. Also some of the users were familiar with faceted browsing and some were not. 66.66% were familiar with faceted browsing and 33.33% were not. Because of this the study had a mixture of both “Power users” and “Average users”. Thus, we were able to find out about the needs of an extensive group of users. None of the participants had seen any of the three interfaces before the study. Thus, the participants were beginner users and one would expert them to experience some initial difficulties while trying to adapt to these new application.



E.2



Method



Each participants test took between 30 – 40 minutes. During the test, the participants visited the three different interfaces and attempted to answer questions from a questionnaire prepared by the developers and the experimenter. When each user entered the room they were given an introduction explaining what the purpose of the study was, and what the study would consist of. They were then introduced to the three interfaces and given a brief tutorial on how each worked, after which they were allowed to explore the interfaces freely. They were also provided with some help material on how to write RDF queries for the query interface and a schema showing a diagrammatic representation of the data in the faceted browser. After about fifteen minutes of exploratory browsing the users were presented with the questionnaire they had to complete. It consisted of four sections: Section 1 This section had some general questions about the users experience with RDF and faceted browsing. Section 2 This section consisted of three parts. Each part was dedicated to an interface and contained questions about the data in the dataset. The user had to try to answer these questions using that interface. An example of a typical question would be “How many people speak Arabic?”. Using the faceted browser the user was expected to navigate through the dataset and return the correct answer. All the answers to the questions were available in the dataset. Users can find any specific information using the faceted browser by first choosing the appropriate facet and then choosing some restriction value to constrain the relevant data items they want returned. Step by step, the user can further restrict the results Renaud Delbru
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by apply additional constraints to the data by selecting another facet. Users can also perform a keyword search on all elements or within the selected elements if necessary. Section 3 This section contained some comparison questions that asked the user which interface was best suited to different situations and which interface had their overall preference. Section 4 This section asked the user for their personal opinions and overall impression of the faceted browser. The users were tested using a laptop which had been setup in the testing room. The three interfaces were run on a Firefox web browser, as the faceted browser uses CSS styles that do not work in Internet Explorer. This will be looked at in the future. The times it took each user to complete each question in the three parts of “section 2” were recorded by the experimenter during the study. Also the whole study was captured on DVD so it could be viewed and analysed by the developers again.



E.3 E.3.1



Results Keyword Search



Users became increasingly frustrated with the keyword search interface as the data returned was not structured very well. Also users were often overwhelmed by the amount of information on the page and sometimes overlooked the item they were trying to find even when it was in the list of search results returned to them. Users distinctly disliked the “No records” message which the keyword search returned to them. They became increasingly aggravated when this message was returned each time they inputted different keywords for information that they knew was contained in the dataset. And often commented, “Is this working correctly?”.



E.3.2



Query Interface



Users found writing explicit queries very difficult. A number of users commented that had they not been taking part in a test then they would not have completed their tasks or even attempted some of the remaining tasks.



E.3.3



Faceted Browser



Overall, user response was very positive and users were eager to know about the future of the browser. The 66.66% of the users who were familiar with faceted browsing agreed that if the faceted interface was further developed it would be better than any currently available. One common complaint from the users was the speed of the faceted browser. Users were very impatient and did not like waiting for information to be retrieved. A number of the users commented that if the faceted browser remained at its current speed, then they would prefer to use a faster searching device. Even if the information it returned was not as precise and accurate. However this can be worked on and will increase in time. Even though users understood the general layout of the information, they often got lost within the dataset and didn’t seem to be able to find the cancel button or be able to make their way back to the start. Most users tried using the back button to restart their search. Renaud Delbru
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However, the back button was inconsistent and didn’t always work. Users often forgot to remove all the constraints of their previous search when moving on to the next question. The search button was rarely used by users.



E.4



Benefits of the Usability studies



Watching the users interact with the system was very interesting. We could see different patterns emerging on how people used the interface. By studying the common search errors people had and by asking the user questions on the interface then we can design a more user friendly browser. If the browser is easy to use then users will not need a large manual or document explaining how to use it. It should be easy to change from a different searching device to this one. This will encourage growth in the number of users of the browser. Reduced number of simple problems By letting users test the browser, simple basic problems emerged and could be corrected. This saves time and money in the long term. Increased user satisfaction When users are impressed with a browser they will want to use it again and will tell their colleagues and friends. Efficient use of time If the browser is easier to use then people will be able to find the data they are looking for quicker. In today’s busy world efficiency is always something people are looking for.



E.5



Conclusion



A faceted interface has several advantages over keyword searches or query interfaces. It allows exploration of an unknown dataset since the system suggests restriction values at each step. It is a visual interface, removing the need to write explicit queries. It also prevents dead-end queries, because it only offers restriction values that do not lead to empty results. Our study found that people overwhelmingly (87%) preferred the faceted interface, finding it useful (93%) and easy-to-use (87%). However, users have a low tolerance for anything that does not work, is too complicated or anything they simply do not like. So browseRDF needs to be improved. Most of the users were not impressed with the other two interfaces. Some users commented that they would not visit the keyword search or query interface again. I noticed that the more technically orientated users in the study normally persisted for some time in trying to figure out how to use the interfaces. The less technical users had zero patience and gave up, on finding the information they were looking for, quite easily when using the keyword search and query interface. There are so many different searching devices out there that users have a wide choice. Thus, the demands for good usability are very high.
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Appendix F



PhD thesis proposal F.1 F.1.1



Introduction The Semantic Web



The Semantic Web [17] aims to give meaning to the current web and to make it comprehensible for machines. The idea is to transform the current web into an information space that simplifies, for humans and machines, the sharing and handling of large quantity of information and of various services. The Semantic Web is composed by digital entities that have an identity and represent various resources (conceptual, physical and virtual) [58]. An entity has a unique identifier (Uniform Resource Identifier or URI) and some properties with their values. An entity is defined by one or more RDF statements. A statement expresses an assertion on a resource and constitutes a triple with a subject, a predicate and an object. RDF entities represent not only individuals but also classes and properties of the domain. From the interconnection of various entities, a rich semantic infrastructure emerges. The knowledge representation on the Semantic Web can be divided into two levels, intentional and extensional. The intentional knowledge defines the terminology and the data model with a hierarchy of concepts and their relations. The extensional knowledge describes individuals, instances of some concept [8]. The knowledge representation is called an ontology and conceptualises a domain knowledge. Several layers, including the current web as foundation, compose the Semantic Web. The key infrastructure is the Resource Description Framework (RDF) [17], an assertional language to formally describe the knowledge on the web in a decentralised manner [58]. RDF also provides a foundation for more advanced assertional languages [46], for instance the vocabulary description language RDF Schema (RDFS) or the web ontology language OWL. RDFS is a simple ontology definition language which offers a basis for logical reasoning [54], OWL is actually a set of expressive languages based on description logic.



F.1.2



Infrastructure and usage



The Semantic Web provides a common infrastructure that allows knowledge to be shared and reused: everyone is free to make any statement, to share them on the web and to reuse them. Thus, this large scale infrastructure is decentralised and a general knowledge representation cannot be imposed. As consequence, highly heterogeneous data sources compose the Semantic Renaud Delbru
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Web representing different viewpoints which can overlap, coincide, differ or collide. Since the Semantic Web is a decentralised infrastructure, we cannot assume that all information is known about a domain. There can be always more information about a domain than is actually stated. Thus, RDF adheres to the open-world assumption, i.e. information not stated is not considered false, but unknown. One of the major objectives on the Semantic Web is to integrate heterogeneous data sources to restore inter-operability between information systems and to provide a homogeneous view of these separate sources to the user. Indeed, even if the Semantic Web facilitates data integration by using standards and by describing formally the knowledge, data integration is still necessary to restore semantic inter-operability between ontologies [31]. Ontology integration is principally an ontology alignment problem. The goal is to find relationships between entities of different ontologies [31]. Contrary to the current approaches that focus essentially on the alignment of the intensional knowledge, in this proposal, we concentrate on ontology consolidation, i.e. how to merge the intensional and extensional level of multiple ontologies into one consistent ontology. We try to define a global infrastructure for automatic Semantic Web data consolidation.



F.2



Problem description: ontology consolidation



Our challenge, thus, is to combine information from heterogeneous ontologies. The task is, given two identifiers, to find out whether they identify the same entity. If the two identifiers indeed represent the same entity, consolidation of the entity is possible: the two entities are merged into one entity. The consolidation process requires two principal operations: entity match and entity merge. Consolidation leads to an extended conceptualisation of one or more domains by linking knowledge of multiples sources. The challenge is to reconcile the knowledge diversity: to transform the Semantic Web islands into a whole [42]. Due to the decentralised, large-scale and open-world infrastructure, data is complex and can be expected to be uncertain. Therefore, ontology consolidation is not a trivial task. First, we describe three characteristics of the Semantic Web that our infrastructure must fulfill. Then, we present existing works in object consolidation and ontology alignment and explain the open research challenges.



F.2.1



Characteristics of Semantic Web



In this section, we explain three important Semantic Web specificities: heterogeneity, open world and expressiveness. The heterogeneity is the principal cause of mismatch problems between data models and between instances. First, we give a short overview of the various kinds of mismatch that can occur between two ontologies. Then, we explain the difficulties that the open world assumption brings, and after, we present the three levels of expressiveness which we can currently encounter on the Semantic Web. These characteristics must be kept in mind when consolidating Semantic Web data. F.2.1.1



Heterogeneity



Heterogeneity in information systems can have different forms. Visser et al. [83] distinguish four kinds of heterogeneity in information systems: paradigm heterogeneity, language heteroRenaud Delbru
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geneity, ontology heterogeneity and content heterogeneity. We focus on the ontology heterogeneity problem. The ontology heterogeneity in Semantic Web arises because individuals (i.e. organisations, people) have their own needs and own manner to conceptualise a domain. It is inefficient or infeasible to constrain people to use a common ontology [42]. Mismatch Ontology heterogeneity is the cause of a multitude of problems, making the consolidation process difficult. Various mismatch problems between ontologies occur on the intensional knowledge level and the extensional knowledge level [83, 42]: Conceptualisation mismatch occurs when the domain conceptualisation, or data model, differs between two or more ontologies. This kind of mismatch concerns only the intensional level and affect both classes and relations. • Class mismatch corresponds to differences in the hierarchy of concepts: subsumption, level of abstraction of some concept and absence of concept. • Relation mismatch corresponds to difference in the relation structure between concepts: subsumption, assignment to a different concept, range and domain divergence and absence of relation. Explication mismatch concerns both the intensional and extensional level and then affects concepts, relations and individuals. Explication mismatch occurs when the definiens, the term or the meaning of an entity (concept, relation or individuals) differ between two or more ontologies. [83] defines six different types of mismatch, some combinations of the next three kinds of mismatch: • Definiens mismatch defines a structural difference between two entities (relation with other entities, attribute values, entity represented as a plain literal in one of the ontology). • Term mismatch means a name conflict between two concepts or two entities, i.e. when different terms are used to define the same entity or the same attribute value. Term mismatch is due to lexical mismatch (phonetic or misspelling error), syntactical mismatch (abbreviation, value syntax) and semantical mismatch (homonym, synonym, etc.). • Meaning mismatch occurs when two entities are similar (by their terms or their definiens) but have a different meaning. F.2.1.2



Open world



The Semantic Web is an open world contrary to database information where a closed world assumption is commonly made. In a closed world, information is considered always complete: an absence of information means negative information. In the Semantic Web, an absence of information is a lack of knowledge and the information is always considered incomplete. Therefore, we must assume at any time that the data model is always incomplete, i.e. some concepts, some relations between concepts or some restrictions are missing. The definition of an individual is also assumed incomplete, i.e. instances can have unknown attribute values as, for example, the phone number of a certain person in a customer database.
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This assumption has consequences in the consolidation process. Firstly, as knowledge is assumed incomplete and unknown, a new data source has potentially new information. Then, the knowledge, both intensional and extensional, is not fixed but can evolve in time with the integration of a new data source. Since most of the matching algorithms use various metrics based on ontology definition to compute a similarity, the similarity between two entities can change after the addition of new knowledge. Therefore, we must be able to retract a previous entity consolidation if the similarity between the two entities moves below a degree of belief which represents the merging threshold. Secondly, ontology matching algorithms must consider incomplete information during the computation of the similarity between two entities. We cannot assume that an absence of information, for example an attribute value about one entity, is negative information, as in a database, and penalise the similarity score. F.2.1.3



Expressiveness



The background knowledge inside the data can have different degrees of expressiveness, according to the assertional language used. No intensional knowledge Data can lack background knowledge, in other words, no information about concepts, relations and datatypes is present. Only statements about individuals are present. In this case, the intensional knowledge level is absent and entities can have arbitrary properties and can belong potentially to any class. The consolidation process is focused only on the extensional knowledge level. The objectives are: to find similar individuals between two data sources in order to merge them; or to find the individual membership of one concept existing in other data sources. At this stage, some important information about entity is already present that can be used to compute matching between two individuals or between one individual and one concept. This information includes a terminology (identity, attribute values and attribute names), an internal structure (attributes, attributes restrictions), an external structure (their relations with other entities) and a semantic or model interpretation [32]. RDF(S) RDF(S) (the term denotes both RDF and RDFS) introduces the notion of class and property, hierarchy of class and property, datatype, domain and range restrictions and instances of class [58, 7]. When data contains RDF(S) background knowledge, a data model is partially present. Individuals belong normally to one or more classes and have known properties. In addition to the information brought by entities and their interconnection, an extensional comparison (individuals belonging to a concept) is possible between concepts [32]. Moreover, RDFS introduce basic reasoning tasks which make possible the inference of new knowledge about the data model or about individuals, for instance, implicit relationship as subsumption and property constraints, which can be useful for consolidating ontologies. However, the two knowledge levels (intensional and extensional) are correlated: individuals are used to reconciliate data models [60, 31] and data model reconciliation raises uncertainty between similar entities. A consolidation on one level propagates belief in the other level. OWL OWL offers a more expressive knowledge representation language, with a powerful logical reasoning. OWL is declined in three variants: OWL Full, OWL DL and OWL Lite. Renaud Delbru
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OWL Lite is a subset of OWL DL which in turn is a subset of OWL Full. OWL is based on very expressive description logic and provides sound and decidable reasoning support [27]. respectively [73]. computation is undecidable [7]. The principal notions introduced by OWL are: equivalence, disjunction, advanced class constructors (intersection, union, complement), cardinality restrictions, property characteristics (transitivity, symmetry, inverse, unique) [54]. The description languages offered by OWL have a much higher expressiveness. More complex entities and relationships between entities can be designed. This expressiveness allows superior reasoning techniques that can be used to infer implicit complex relationships as entity equivalence or concept subsumption. Non-standard inferences techniques are also supported by OWL, as least common subsumption, matching or unification. Some basic reasoning tasks are possible on individuals, for example instance checking or knowledge base consistency [62]. These reasoning techniques can be used to improve the consolidation and the quality of the resulting ontology by checking ontology consistency during the alignment process. For example, we can validate a consolidation by verifying if a concept definition still has a sense [9].



F.2.2



Existing work



Database Information consolidation topic is well known in the database community. The process is to identify and merge records that represent the same entity, for example, when a company want to integrate multiple customer databases into one consistent database [13]. Numerous designations identify the same problem: entity resolution [13], reference reconciliation [28], reference matching [59], object consolidation [21], record deduplication [24], record linkage [28], merge-purge problem [13] or identity uncertainty [28]. Most of the existing works use string matching or linguistic-based techniques [22, 18] to identify that two records represent the same entity. Some works are focused on the schema matching [76, 60] and are essentially based on graph matching algorithms. A few recent works [28, 21] combine the two approaches and take relationships between entities in consideration for consolidating instances. But, current approaches designed for relational database are not fully appropriate for the Semantic Web infrastructure, as we explain in the next. Heterogeneity In database community, database consolidation concerns often specific information with few kinds of data. For example, in customer databases, the main objective is to consolidate the records from the tables “Customer”, assuming that the tables “Order” do not have identical entities. These kinds of tables represent one class of entities and have commonly a few numbers of attribute. Then, works in the database domain focus the consolidation on only one kind of entity [13] in contrast to ontology consolidation where a large number of different concepts are defined. Only [28] addresses the problem of consolidating multiple classes. Moreover, in database consolidation, data sources are not so numerous as in the Semantic Web, and represent generally the same information but in a different way. For example, we know that the two tables we try to integrate represent the same entity, i.e. some customers. The terminology of the tables can be different, but we are sure that a mapping is possible
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between the two. In Semantic Web, we cannot know that a data source will map totally with a current ontology. A data source has potentially new information that can overlap with some part of the current ontology, collide or be completely disjointed with the current ontology. In other words, information in Semantic Web is more sparse and more diverse than database information. Relational vs. Ontology Database information is generally structured in a relational model. Tables and simple binary relations (association, sometimes subsumption) organise data. But relational database information is less complex than Semantic Web information. Firstly, a database schema defines the structure of the data for a specific application and for a specific need, it is not sharable or reusable. In contrast, an ontology is a conceptualisation of a domain and is sharable and reusable. Then, the structure of the information is different: relational database has structured data, whereas Semantic Web data is semi-structured. Therefore, in relational database, the data follows a fixed schema and it is possible to define fixed and efficient data processing, where it is not the case for Semantic Web data. In addition, the number of relations between entities is generally higher in a ontology. Secondly, the knowledge representation expressiveness is much higher in a ontology even if expressed only in RDFS. Indeed, database schema has relatively little semantics compared to ontology language. The behavior of the primitives is more complex: hierarchy of class and properties, class constructors, transitive properties, inverse properties, etc. Existing database works for schema mapping do not consider all these primitives. Ontology has higher expressiveness, but, in return, the kinds of mismatch are more numerous and we must take care of more properties. Thus, to consider all the cases, the matching process must be composed by several algorithms adapted for each circumstance. Closed-world vs. Open-world In database information, the closed-world assumption is implicit. The information is considered always complete: the data schema are fixed and known, and will not change in time. During the consolidation process, we assume that the schema and instances are fixed and we use an absence of information as a negative information. Then, a deterministic and efficient method can be more easily defined, as the generic approach presented in [13]. In the Semantic Web, where the open-world assumption is made, we cannot think in the same manner. Matching algorithms must not assume that an absence of information is a negative information and penalise similarity between entities. Moreover, as the ontology data is dynamic, we must adapt the matching and merging algorithm in consequence, as consolidation retractility. Ontology alignment Many ontology alignment techniques were developed to address some problems that database techniques cannot resolve. Ontology alignment can be viewed as a first stage of ontology consolidation. The objective is to find relationships (i.e. equivalence or subsumption) between entities of two or more ontologies [32]. Then, given an alignment, two ontologies can be merged into one more consistent ontology. The process aligns multiple ontology data models, but individual consolidation is generally ignored. Several works have been carried out and mature techniques in this domain include [31, 30]. Many different methods are used depending on the use case, but most of them are based on similarity computation or on machine learning. Similarity-based techniques use mostly Renaud Delbru
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schema matching and graph matching [76, 60] with various metrics to compute similarity. These metrics compare the terminology (string matching and linguistic-based methods), the structure of the ontology or the semantic [40]. Ontology alignment is most often similaritybased, but reasoning can play an important role in the alignment process. [32] have shown that current alignment techniques do not take all the ontology definitions into consideration during the similarity computation and are not robust to cycles. [32] determines ontology similarity by using the terminology, the internal and external structure, the extensional knowledge and the semantic. Even if this work advances in the good direction by trying to use all the ontology definition to compute similarity, some points are lacking. Not all ontology mismatches are detected and no advantage is taken from the reasoning possibilities. Moreover, the open world assumption is not fully considered, data uncertainty is neither explicitly represented nor used and the work is, at the present time, specific to OWL-Lite. Reasoning As we have seen, RDFS and OWL allow reasoning on ontology entities which can be used to improve ontology consolidation. Active works in this domain are currently performed in order to make practical implementation of these different reasoning tasks. But more works in this domain are needed to make efficient reasoning techniques. For example, class consistency is still an hard problem even if it is decidable and it is not clear if it is possible to implement effective “non-standard” inferences (matching and unification) with an expressive language as OWL [49]. In addition, reasoning on a large set of individuals is not practical, at the present time, even with only basic property characteristics. For instance, adding efficient inverse properties reasoning is an hard problem [49]. Moreover, reasoning tasks must be able to deal with uncertainty of data: results of automatic extraction of annotations are inexact, ontology alignment are not certain, then we must express the certainty of the result with a degree of belief or probability. Handling this incomplete and imprecise information allows to match or unify ontologies in a more automatic manner. Description Logic or OWL have been extended in order to handle probabilistic knowledge [27, 29] on concepts, roles and individuals. A probability can be added to an assertion, representing the information certainty, and then, probabilistic reasoning tasks can be performed on the ontology, improving the automation of mapping tasks.
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