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HIGH SPEED / LOW POWER ARCHITECTURES FOR THE FINITE RADON TRANSFORM Shrutisagar Chandrasekaran, Abbes Amira School of Computer Science Institute for Electronics, Communications and Information Technologies Queen’s University Belfast, BT7 1NN, United Kingdom {schandrasekaran02, a.amira}@qub.ac.uk A survey of related work indicates that there are only two previous instances where hardware architectures have been proposed for the FRAT. In [6], a generic architecture has been chosen for the implementation of the FRAT, which has been used as a sub-block of the curvelet transform. The analysis presented is brief, without mention of performance metrics such as core frequency; Configurable Logic Block (CLB) slices occupied and power consumption. In [7] two proposed architectures for the FRAT have only been simulated and synthesised, with a brief mention of the area occupied, power consumed and throughput rate. In this paper, two novel high speed/low power architectures for the FRAT have been implemented on the Virtex FPGA series [8][9], and prototyped on the Celoxica RC1000 development board. Important performance metrics such as power, energy, frequency, area, and throughput rate have been evaluated for both architectures. A detailed analysis of the implementation for the Virtex2 series of FPGAs has been done to enable fair comparison with existing work. The composition of the rest of the paper is as follows. An introduction to FRAT is presented in section 2. In section 3, two architectures for the FRAT are introduced. Implementation details and various performance metrics of both architectures are presented in section 4. Section 5 contains comparison with existing work. Concluding remarks are presented in Section 6.



ABSTRACT The Finite Radon Transform (FRAT) is a fundamental block of the curvelet and ridgelet transforms, both of which were recently introduced to overcome the limitations of wavelets. In this paper, two novel high speed / low power VLSI architectures for the FRAT are presented. Both are serial input architectures and have a time complexity of O(p2(p+1)) and O(p2) respectively, where p is the block size. The first architecture is fully scaleable, while the second architecture is further optimised for high throughput and low power. Both architectures are implemented on the Virtex FPGA series, and prototyped on the Celoxica RC1000 development board. 1. INTRODUCTION Medical imaging and video processing techniques have been growing in importance. Key among these includes applications like image compression, denoising, segmentation, and pattern detection. These applications involve algorithms which are computationally intensive, and are fast approaching scaleable limits for real-time processing using conventional digital signal processors. In recent times, the curvelet and ridgelet transforms [1][2][3] have been generating a lot of interest due to their superior performance over wavelets. While wavelets have been very successful in applications such as denoising and compact approximations of images containing zero dimensional (point) singularities, they do not isolate the smoothness along edges that occurs in images. These shortcomings of wavelets are well addressed by the ridgelet and curvelet transforms. The basic building block of these transforms is the FRAT [4]. A close inspection of the FRAT reveals that the algorithm is inherently serial and iterative, and has large latency. This limitation can be overcome by implementing it on hardware, thereby exploiting the parallelism capabilities. FPGAs can perform mathematical operations on an entire vector or matrix at the same time, and the current generation of DSP-capable FPGAs yields ultra-high performance and highly flexible signal-processing systems [5]. This makes FPGAs an attractive platform for implementing the FRAT.
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2. THE FINITE RADON TRANSFORM 2.1. Overview The Radon Transfom (RT) [10] represents an image as a collection of projections along various directions. It has enjoyed a position of fundamental importance to many applied problems in mathematics, physical and functional analysis. Aplications of RT include seismology, radio astronomy, electron micrography, and most famously in tomography. While easy to implement in digital form by discretising the input image, the main problem is that it is not invertible. The FRAT was first introduced in [11] as the finite analogue of integration in the continuous radon transform,
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with origins in the field of combinatorics. The mathematical representation of an injective form of the FRAT to ensure invertability when applied on finite Euclidian planes has been presented in [1]. It is worth mentioning that the FRAT is not a discretised version of the RT, but a discrete finite version.



can be used to implement both the forward and inverse transforms.



2.3. Pseudocode for Software Implementation For computing the kth Radon projection, i.e. the kth row of the array, all pixels of the original image are passed once through p histogrammers, one for each pixel in the row. At the end, all p histogrammed values are divided by p to get the average values.



2.2. Mathematical Background Consider a cyclic group Zp denoted by Zp = (0,1, … , p-1) such that p is a prime number. Let the finite grid Zp2 be defined as the Cartesian product of Zp x Zp. This finite grid has (p+1) non trivial subgroups, given by: Lk ,l {(i , j ) : j ( ki  l )(mod p ), i � Z p }, 0 d k  p,



(1)



{(l , j ) : j � Z p }



L p ,l



for k=0:(p-1) n=k; for j=0:(p-1) n=n-k; if n=p l=l-p; end



(2)



where each subgroup Lk ,l is the set of points that define a line on the lattice Zp. The radon projection of the function f on the finite grid Zp2 is then given by: rk [l ]



FRAT f ( k , l )



§ · ¨ ¸ ¦ f [i , j ] ¸ ¨ p ¨ (i , j ) � L ¸ k, l ¹ ©



1



FRAT(k,l)=FRAT(k,l)+f(i,j);



(3)



end end end for j=0:(p-1) for i=0:(p-1) FRAT(p,j)=FRAT(p,j)+f(i,j); end end



From equations (1) and (3), it can be seen that the function f is treated as a periodic function, and hence the digital representation of the line displays a “wrap around” effect. Analogous to the continuous case, as in Euclidian geometry, any two lines intersect at only one point in the finite grid Zp2. Hence, the inverse transform, the Finite Back Projection (FBP) is given by: FBPr (i , j )



Fig.1.



§ · ¨ 2¸ r [l ], (i , j ) � Z (4) ¦ ¨ k p ¸ p ¨ (k , l ) � P ¸ i, j © ¹



3. PROPOSED FRAT ARCHITECTURES



1



where Pi , j {( k , l ) : l



FRAT Pseudocode



In this paper, two VLSI architectures have been proposed for the FPGA implementation of the FRAT and prototyped on the Celoxica RC1000 PCI development board fitted with the Xilinx Virtex XCV2000E-6 FPGA [12] (Figure 2a). The RC1000 co-processor board used is a standard PCI bus card equipped with a Xilinx XCV2000E-6 VirtexE FPGA chip. It has 8MBytes of SRAM directly connected to the FPGA in four 32-bit wide memory banks. The architectures have been implemented using Handel-C. Handel-C is a high level language that is at the heart of a hardware compilation system known as Celoxica DK3 [13] which is designed to compile programs written in a C-like high level language into synchronous hardware, and has additional constructs to support the parallelization of code, and to allow fine control over what hardware is generated. DK3 produces a netlist or edif file, which is used during the place and route stage to generate the image or bitstream file [13] (Figure 2b). A key factor that influenced the choice of the Handel-C design flow is rapid prototyping



( j  ki )(mod p ), k � Z p } ‰ {( p, i )}



Substituting equation (3) in (4):



§



· ¸ ¨ FBPr (i , j ) ¦ ¦ f [i ' , j ' ] ¸ (5) p ¨ (k , l ) � P ¸ ' ' ¨ i , j (i , j ) � L k , l ¸ © ¹ · 1§ ' ' ¨ f [i , j ]  p. f [i , j ] ¸ ¦ ¸ p ¨© (i' , j ' )�Z p ¹ 1¨



f [i , j ] Equation (5) proves that the FBP provides a perfect inversion for the FRAT. Also, the algorithm for the FBP and FRAT are synonymous. Hence the same architecture
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and shorter design cycle turnaround time. Also, Architecture 1 is a straightforward Handel-C implementation of the pseudocode presented in section 2.3.



The accumulator reads the contents of the specified location from the output buffer, adds the data from the selected location of the input buffer to it, and writes it back to the same location of the output buffer, all within the same clock cycle. The input is taken in serial format during the first p2 clock cycles. The processing takes p2(p+1) clock cycles. The p rows of the FRAT are purged from the output buffer (p+1) times in parallel fashion, once every p2 clock cycles.



(a)



3.2. Architecture 2 In architecture 2, one input pixel is processed on each clock cycle. The advantage of a serial input architecture is that the FRAT block can be easily included into a sequence of image processing/compression steps such as the ridgelet or curvelet, without imposing any restrictions on the nature of the inputs. No clock cycles are wasted in buffering the whole input block, and the input section can be pipelined.



(b)



Fig.2. (a) Schematic view of the FPGA/Banks part in the Celoxica RC1000 board (b) Handel-C design flow 3.1. Architecture 1 In architecture 1, the input buffer is a linear Distributed RAM [8][9] with p2 address locations, where p is the block size. The output buffer is a linear array of shift registers with p locations. The input address logic initialiser cycles the address to the input buffer p times. The address vector decoder generates the correct sequence of addresses accessed in the output buffer.



Fig.4.



Architecture 1 for the FRAT



The controller has (p+1) counters which generate the address and the read/write status of the output buffer. Each accumulator reads the contents of the specified location from the output buffer, adds the data from the input port, and writes it back to the same location of the output buffer, all within the same clock cycle. The processing takes p2 clock cycles. The (p+1) FRAT vectors are purged from the output buffers in p clock cycles, after the entire input image block is transformed to the Radon domain.



3.3. Architecture 1



Fig.3.



The key design parameters that differentiate the two architectures are presented in Table 1. These parameters provide an insight into the results of the various performance measures described in section 4 of this paper.



Architecture 2 for the FRAT
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Table.1. Comparison of both architectures Core Latency p2(p+1)



Architecture1



P



Architecture2



2



Total Latency (including memory access) p(p2+2p+1)



Input Buffer Size



Output Buffer Size



p2



2



p +p



P P



-



2



Can be parametrised



Can be pipelined



Yes



No



No



Yes



FRAT. It can be seen that the PSNR of the reconstructed image drops by 10dB when the block size is increased from p=5 to p=17. This is because as p increases, the rounding error becomes more significant. Using a divider with greater precision can reduce the rounding error. The Figure 5 shows the source and reconstructed image. The results from the hardware implementation have been verified by implementation in MATLAB.



4. RESULTS OBTAINED The key performance metric to be considered for the suitability of the FRAT algorithm for a particular application is the Peak Signal to Noise Ratio (PSNR). The key performance metrics for the choice of the optimal architecture are frequency, power, energy and throughput.



4.2. Area Analysis



4.1. PSNR Though the FBP is a mathematically perfect inversion for the FRAT, the PSNR of the reconstructed image depends on the number of bits of precision in calculating the output FRAT vector.



Number of CLB Slices - >



Area Analysis 4000 3500 3000



Arch 1 -Virtex E



2500



Arch 1 - Virtex 2



2000



Arch 2 -Virtex E



1500



Arch 2 -Virtex 2



1000 500 0 P=5



P=7



P = 11



P = 17



Block Size (p) ->



(a)



(b)



(c)



Fig.6.



From figure 6, it can be seen in the case of architecture 1 that area occupied as block size increases is more gradual. This is because of two reasons. The input buffer in architecture 1 is implemented as Distributed RAMs (DRAMs), which are more efficiently packed into the Lookup Tables (LUTs) of the FPGA when compared to the output block of the architecture 2 which is implemented as arrays of registers. Block RAMs have not been used as they are inherently slower than DRAMs, and would adversely affect the maximum throughput. Also, the wordlength of the input data is 8 bits when compared with the wordlength of log2(256*p) for the output FRAT vectors. In architecture 2, the ROM table which stores the address values for the output FRAT vector is the main area overhead. The Virtex-E and Virtex2 FPGAs have 19,200 and 46,592 CLB slices respectively.



(d)



Fig.5. Original and reconstructed images (a).Original Lena, m = 511, p = 7 (b) Reconstructed Lena (c).Original Barbara, m = 510, p = 17 (d) Reconstructed Barbara Table.2. Analysis of PSNR PSNR Baboon



P=5 43.7



P=7 41.1



P = 11 37.3



P = 17 33.8



Lena Peppers



43.9 43.9



41.1 41.2



37.4 37.5



34.1 34.0



Barbara



43.9



41.2



37.5



33.8



Number of CLB slices occupied



4.3. Speed Analysis The maximum frequency of both architectures decreases as block size increases. It can be seen from figure 7 that the Virtex2 offers a much higher maximum frequency for all



Table 2 shows PSNR values when integral values are used for representing the p averaged histogrammed values of the
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block sizes, in both architectures. The total processing time for one block is ( p3+2p2+p ) and (p2+p) for architectures 1 and 2 respectively. For the same frequency architecture 2 has p+1 times the throughput as architecture 1.



Hence, energy consumed is a more relevant indicator that allows fair comparison between different architectures, and block sizes. Power at Maximum Frequency
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Fig.9. Fig.7.



Maximum Frequency of both architectures for different block sizes



Energy Per Block



Maximum Throughput
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Fig.8.



Maximum Throughput of both architectures for different block sizes



tot _ latency § p · u¨ ¸ f _ max ©m¹



P = 17



(a) Energy Per Frame 35



In architecture 1, maximum frequency decreases at a faster rate than number of blocks per frame. So throughput decreases as p increases. Upto p=11, decrease in number of blocks occurs at a faster rate than decrease in maximum frequency, and hence the maximum throughput increases. The maximum throughput is given by:



T _ max



P = 11



Block Size (p) ->



Energy -> (mJ)



30 Arch 1 -Virtex E



20



Arch 1 - Virtex 2



15



Arch 2 -Virtex E



10



Arch 2 -Virtex 2



5



2



frames /second



25



0



(6)



P=5



P=7



P = 11



P = 17



Block Size (p) ->



where f_max is the maximum frequency and m is the side of the frame



(b)



Fig.10. Energy consumed at maximum frequency (a) Per Block (b) Per Frame



4.4. Power and Energy Analysis



The energy per block and frame are calculated as in equations 7 and 8 respectively. Power u f _ max Joules (7) E _ block tot _ latency



The power has been calculated using Xilinx XPower tool [14]. Supply voltage is taken as 1.8 V for Virtex-E and 1.5 V for Virtex2 FPGAs. The quiescent power and the I/O power of the FPGAs have not been included in the total power calculated. The power consumed is a function of the frequency, number of slices occupied, and activity rates.
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throughput rate. Future work includes embedding the designed novel FRAT cores as a sub-block in image compression systems based on ridgelet and curvelet transforms. The effect of different design flows including HDL based design and high level design using Matlab/Simulink, and the influence of coding style on energy consumption will be evaluated.



2



E _ frame



§m· E _ Block u ¨ ¸ Joules © p¹



(8)



The energy consumption metrics are shown in figure 10.



4.5. Recommendations Based on the Analysis of Various Metrics



7. REFERENCES From the PSNR data, it is clear that reconstruction is better for smaller block sizes. In architecture 2, the maximum throughput increases slightly from p = 5 to p = 7, but decreases thereafter. Also, the energy consumed increases only slightly for p = 7 when compared to p = 5, but shows exponential increase for p = 17. This is because the area occupied by the design for p = 17 is disproportionately higher than the corresponding increase in throughput. Taking all these factors into consideration, the FRAT Architecture 2 with block size of 7 is an optimal choice for applications such as image compression, denoising, etc.
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5. COMPARISON WITH EXISTING WORK A comparison of the current work with metrics reported in existing work has been presented in Table 3. The software implementation has been performed in MATLAB on a Pentium 4 workstation (1.8GHz, 1GB RAM), and computation time for one frame was 27.22 seconds. Blocksize p and framesize have been taken as 7 and 511x511 for fair comparison with existing work. For fair comparison with the FRAT implementation in [7], the same device family (Xilinx Virtex-II) has been used. In [7] only the power has been mentioned. Energy is calculated as mentioned in Section 4.4 of this paper.



Table.3. Comparison of key performance metrics



Architecture 2 [7] Proposed Architecture 2 Software Implementation



Max. Throughput (FPS) 225 317



Max. Energy / Frame 1.84 mJ 1.38 mJ



Max. Frequency (MHz) 81.92 96.18



0.037



-



-



6. CONCLUSION Discrete orthogonal transforms are essential tools for digital image processing and the development of high speed architectures is of great importance. In this paper, two novel architectures have been proposed for the FRAT. The architectures presented outperform existing ones in all key performance metrics including power, energy and
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