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Abstract In this report a system for linearization of a stereo system is presented. A Digital Signal Processor is used to remove the distortions introduced in the stereo-system. Using the Recursive Least Squares algorithm we are able to adaptively identify and create a pre-distortion filter that linearizes the sound equipment. The system is modelled with a non-linear Volterra model. The project is simulated in Matlab and implemented on a Texas Instruments DSP. Different types of evaluation methods are discussed for assessing the performance of the pre-distortion filter.
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Chapter 1



Introduction This project is done as part of the course ”Project Course In Signal Processing and Digital Communication” at the department of Signals, Sensors and Systems at the Royal Institute of Technology (KTH), Stockholm.



1.1



Background



Enjoying music is something everyone is able to do nowadays, using stereophonic amplifiers and home cinema systems for sound reproduction. Although there are a few systems with almost perfect linear specifications, most systems fail to obtain a flat frequency response. Instead, they add undesired distortion to the signal. Since loudspeakers and amplifiers contain coils and other analogue components they will also add their share of non-linear distortion, more or less depending on the system. This gives distortion that is dependent of both amplitude and frequency. The room itself where the stereo system is located also adds frequency specific resonance and reflections, giving non-satisfactory results even on a high-end system. Frequency resonance added by the room can in most systems be heard in the lower frequency range. This can be very annoying as it is very dominant. Many audiophiles refer to this effect as a ”boomy sound”. What if an application could be created that measures the characteristics of a system, including the room where it is located, and from these data creates a filter that equalizes all these distortions? This report will create a ”predistortion filter” that mitigates these effects.



1.2



Short about defining ”high fidelity”



It is important to note that a pure linear frequency amplification may not be a listeners understanding of high-quality sound. In this report we refrain from discussing what constitutes sound that the human ear perceives as ”good” since this is a subjective measure. A thorough discussion of how the human ear works and what we perceive as ”good” sound can be found in [15]. Instead we try to measure quantities like harmonic distortion and frequency response. A good high fidelity reproduction is not only about obtaining a good frequency response, but also about having components that are well matched and 5
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are able to reproduce dynamics in the recorded sound. If the loudspeakers, amplifier or even cables are of bad design there is only a limited amount of improvement that can be done with even the most brilliantly designed pre-distortion filter. The same can be said for a poorly recorded source. Unfortunately, many records released today are mixed in a way so they can be broadcasted directly though radio, prioritizing loudness over dynamics and sound positioning. In fact, many recordings made in the late 50s are more dynamic than most released today.



1.3



Room cancellation



As sound waves propagate throughout a room the sound wave that reaches the listener is colored by reflections and delays. Figure 1.1 shows the typical sound propagation through a living room. Removing the effects of reflections in a room is known as room-cancellation. loudspeaker



loudspeaker



direct soundwave



listener door



reflection



Figure 1.1: Typical soundpropagation throughout a room.



1.4



Viewing a stereo system as a block diagram



The stereo system can be viewed as blocks consisting of a sound source (i.e CD-player), amplifier, loudspeakers and cables that interconnect them. It has been discussed extensively which parts of the stereo that introduce most nonlinearities but we will refrain from this discussion here and instead focus on a way to model them. Although the system can be explicitly modelled using linear control theory [7] it is time consuming and very specific to the stereo 6
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being modelled. A very general model for describing filters and applications in digital communications is the standard block diagram used extensively in current literature [16]. The model for our system can be shown in Figure 1.2. The system can then be described as a filter. Our DSP will then be inserted



CD-player s(n)



Stereo



Loudspeaker



Room



y(n)



Figure 1.2: A general view from a signals processing perspective of our system



Microphone CD



DSP



Stereo



Loudspeaker



Room



Figure 1.3: A detailed view of the setup according to Figure 1.3. One assumption in this case should be that we know very little of how the insides of the system are affecting the signal. Instead, we can try to find a model that describes it as an appropriate filter. This is known as a ”black-box” model [18].



1.5



Resources



All books, reports and theses used during this project are listed in the bibliography.



1.5.1



Equipment



The equipment used for this project was an ordinary PC equipped with a Texas Instruments TMS320C6701 DSP (see subsection below for more information), an average soundcard, a cardioid microphone for system identification and a matching pre-amplifier. Due to the fact that the microphone input on most soundcards are of low quality, a high quality microphone preamplifier was used. This made it possible to connect the microphone to the soundcard’s line-in instead. • Ordinary PC • Microsoft Visual C++ 6.0 • Matlab 6.5 Release 13 • Texas Instruments TMS320C6x Evaluation Module (EVM) PCI card equipped with a TMS320C6701 DSP 7
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• AKG cardioid-shaped microphone • AKG microphone preamplifier



1.5.2



DSP



The main features of the DSP are • 133 MHz Clock Rate • Up to eight 32-Bit Instructions/Cycle – Six ALUs – Two Multipliers • Up to 1 GFLOPS Performance • Floating point support • Two Multichannel Buffered Serial Ports The EVM board contains both the DSP, external memory (128 MB), AD/DA converters (connected through the DSP serial port) and host communication logic.



1.5.3



People



• Project leader: Henrik Grunell. Responsible for evaluation. • Project assistant: Henrik Lundin • Niklas Agevik. Responsible for theory and Matlab implementation. • Patrick Jakiel. Responsible for theory and Matlab implementation. • Henrik Fransson. Responsible for DSP implementation. • Daniel Hasselqvist. Responsible for DSP implementation.
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Chapter 2



Theory This section contains the theory behind the algorithms evaluated during the duration of this project. Not all algorithms explained here were included in the final version since some proved to have too poor performance during the evaluation. Others are presented for further study to enhance the project. In the system overview chapter (Chapter 3) the actual algorithms used are presented.



2.1



Room effects



Depending on where the listener is located relative to the stereo equipment he or she will experience the sound differently. The amount of reflections at a specific position will depend on the characteristics of the room. For instance, concrete walls will generate more reflections than walls made of plaster. Softer materials reduce reflections by absorbing them. Furniture also affects the amount of reflections. Reflections can very easily be modelled as delays of a signal: y(n) = x(n) + 0.8x(n − 1) + x(n − 2) + . . .



(2.1)



Resonance is another dominant factor when it comes to room-dependent distortions. Resonance occurs when sound waves bounce back and forth between walls, resulting in frequency specific amplification. Certain frequencies, depending on their wavelengths, bounce in a way that makes them in sync with their own reflection. This adds up the amplitude of the resulting wave and can be very dominant in the sound.



2.2



Volterra filters



Volterra theory was developed by Vito Volterra in the 1880s and is one way to model nonlinear systems. Volterra series expand upon the regular FIR filters from digital signal processing but instead of using only linear terms it also contains non-linear terms. This section will focus on quadratic and cubic terms but the theory can easily be extended for an arbitrary order. To quote [14]: ...any time-invariant, nonlinear system can be modelled as an infinite sum of multidimensional convolution integrals of increasing order.
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Recall the regular first order FIR-filter (2.2). x ˆ(n) =



K X



θ(k)y(n − k)



(2.2)



k=0



A third order Volterra-series containing quadratic and cubic terms is according to (2.3). x ˆ(n) =



K1 X



θ(k)y(n − k) +



K2 K2 X X



θ(k1 , k2 )y(n − k1 )y(n − k2 )+



k1 =0 k2 =k1



k=0 K3 K3 K3 X X X



(2.3)



θ(k3 , k4 , k5 )y(n − k3 )y(n − k4 )y(n − k5 )



k3 =0 k4 =k3 k5 =k4



Note that the first sum in (2.3) is the same as in (2.2). Since more sums can be added, a filter of arbitrary order can be described. These equations are are referred to as the ”Volterra-kernel” in modelling theory. Graphically, a signal x(n) that enters a third-order Volterra-filter can be seen as entering three separate systems where H1 is a strictly linear and H2 and H3 contain the quadratic respectively cubic terms. This is shown in figure 2.1. H1



y(n)



H2



~ x(n)



H3



Figure 2.1: A third order Volterra filter



2.3



Warped filters



A regular FIR filter has equal frequency resolution for all frequencies. In an audio application it would be much more interesting to create a filter that has similar characteristics to the human ear. The ”Bark”-scale has been proposed for this. This means that the filter should resemble the human auditory system more accurately by giving higher significance to lower frequencies. Therefore, the idea of Warped FIR-filters, or WFIR for short, has been widely used for equalization techniques in audio systems [10], [15]. Consider an all pass filter given by: z −1 − λ (2.4) D(z) = 1 − λz −1 By creating a chain of such filters it is possible to create a higher delay for low frequencies and a low delay for high frequencies. The difference is clearly visible 10
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in Figure 2.2, where a white noise signal has been filtered through an all-pass FIR filter with 128 taps in 2.2(a) and through 128 chained filters with λ = 0.75 in 2.2(b). 105
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(a) Regular FIR filter.



(b) WFIR filter.



Figure 2.2: Comparison in frequency resolution between a regular FIR filter and a WFIR, both with 128 taps. λ = 0.75



2.4



Inverse of non-linear filters



Consider the two LTI systems shown in Figure 2.3, both of which contain two linear filters; G and F . Since the systems are of LTI sort the position of the filters can be interchanged while the output remains unaltered. This property makes it possible to create an equalizing filter using conventional methods and placing it wherever suitable along the chain. The property of interchangeable filters



x(n)



F(q)



G(q)



y(n)



x(n)



G(q)



F(q)



y(n)



Figure 2.3: Two equivalent LTI systems does however not apply if any filter in a system is non-linear. When dealing with non-linear systems other techniques must be utilized since the inverse is dependent of its position in the filter chain. Four possible positions exists where the inverse could be placed (consider Figure 1.3): 1. Between the CD-player and amplifier 2. After the loudspeaker but before the room cancellation 11
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3. After the room-cancellation 4. Between the sound equpiment and the loudspeaker Clearly, all schemes that involve placing the filter after the loudspeaker would be extremely difficult or impossible to realize in practice. Placing the filter between the amplifier and the loudspeaker might work in theory on some sound systems that do have this distinction, but since we consider a general system this is not on an option. This leaves only one valid position for the filter, directly after the source (i.e. CD-player). This is known as a ”pre-distortion” filter since it equalizes the errors in subsequent filters by pre-distorting the original signal.



2.4.1



Pre-distortion filter



Consider a system with a pre-distortion filter tandem connected as shown in Figure 2.4. Here D1 and D2 represent the inverse of H1 and H2 (recall Figure 2.1). The entire system can be rewritten (including the pre-distortion filter) as linear, quadratic and cubic Volterra operators (Q1, Q2 and Q3). They should satisfy (2.5). The Q2(n) operator is shown in Figure 2.5. Q1[x(n)] = x(n) Q2[x(n)] = 0 Q3[x(n)] = 0



(2.5)



To be able to invert any Volterra system some constraints must be set on the model. If it is assumed that our system is of limited memory length, it is clearly enough to invert Volterra-filters of a finite length. There are several techniques available for inverting Volterra-filters but an efficient method widely used is outlined in [22]. This method will be expanded here for third order Volterrafilters. The theory for inverting the first-order part is the same as inverting a linear filter. The result should be a system of the type in Figure 2.4. Finding



D1



H1 y(n) z(n)



x(n) D2



H2



Figure 2.4: Ideal system for inverting a second order Volterra filter D1 is the same as for the case of a first-order inverse, while finding D2 proves to be very difficult. The ideal design method would therefore be such that it does not need any inverse of D2. Figure 2.5 shows the block diagram of the second-order Volterra operator (Q2). Recall that the output of this operator should become zero (ideally), that is we want d(n) and e(n) to cancel each other out. The idea is to represent the unknown D2 by terms already obtained from system identification. This is done by multiplying both paths with the linear filter D1. Since D1 is the linear inverse of H1 they will equalize each other 12
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d(n) H2



D1



x(n)



z(n) e(n) H1



D2



Figure 2.5: Q2(n) operator in a Volterra system



D1



H2



D1



x(n)



D2



Figure 2.6: Second order Volterra pre-inversion filter



resulting only in a delay, as shown in Figure 2.6. It can be seen that for the the second-order Volterra operator to satisfy Q2[x(n)] = 0, D2 can be rewritten as: D2 = −(D1 ∗ H2 ∗ D1)



(2.6)



The same method can be applied to derive a third-order Volterra operator. This results in the third-order pre-distortion filter seen in figure 2.7.



2.5



Inverse of FIR-filters



Finding the inverse of a FIR-filter may not always be as trivial as one may think. Several methods exists for inverting FIR-filters and these can be divided into direct methods and adaptive methods. Direct methods are often very computationally efficient.



2.5.1



Problems with finding inverse of a FIR-filter



There are two main problems that need to be addressed before inverting a FIR-filter. The inverse of a FIR-filter is an IIR-filter which may under certain conditions be unstable. The impulse response of the inverted IIR will however in most cases be negligible after a finite duration of time, so truncation may be a solution that will gives good approximations. As an example, consider a simple FIR-filter with impulse response: h = [1 − 0.5]. 13



(2.7)
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Figure 2.7: Inverse of a third order volterra system. L is the identified parts with the index indicating order.



The inverse of the above FIR is a IIR with impulse response: g(n) = 0.5n−1



(2.8)



A plot of a short sequence of the IIR-filter’s impulse response is shown in Figure 2.8. It can be seen that it fades to almost zero at around ten lags, making a truncation at lag ten result in a good approximation for the inverse FIR. Another problem occures if the FIR-filter has zeros outside the unit circle. These zeros will become poles in the process when creating an IIR-filter, thus resulting in an unstable filter. One such filter is shown in Figure 2.9.



2.5.2



Adaptive identification



Using an adaptive least-squares method (Section 2.7.4) an inverse LS-estimate of any given minimum-phase FIR-filter can be found. Since this is not a direct method an excitation signal is necessary that is long enough for the estimate to converge. The excitation signal should preferably have white noise characteristics. Figure 2.10 shows a block diagram of such an identification.



2.6



Impulse response



Impulse responses are used for measuring the characteristics of the system. It is important to choose an appropriate impulse response that triggers all the parts of the filters that is modelled. The most common approach in audio-systems is to send some kind of white noise trough the system and then calculate the impulse response backwards using the cross-correlation.



2.6.1



Maximum Length Sequence



Maximum Length Sequence (MLS) is a pseudo-random sequence of pulses and is widely used to measure the impulse response of audio systems. The impulse response can be obtained by computing the cross-correlation between the input
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Figure 2.8: IIR filter impulse response



and the output. From this the frequency response can be computed by taking the FFT of the impulse response. The advantage with MLS is that it has a very high SNR. This is because the cross-correlation reduces all background noise uncorrelated with the MLS. However the MLS is not suited for systems with non-negligible nonlinearities. To use MLS, the system must be assumed to be LTI. The nonlinearities will introduce an extra delay of the impulse response as well as some constant scaling [21].



2.7



System identification



Recall the regular FIR structure from (2.2). Suppose this structure is used to model a system: K X θ(k)x(n − k) (2.9) y(n) = k=0



If a known input x(n) is fed through a system and the output y(n) is measured, the system parameters θ(k) can be identified. Written in matrix form for N + 1
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Figure 2.9: Example of FIR-filter that will give problems when inverting



samples (2.9) becomes:    y(0)  y(1)      ..  =    .  y(N )



x(0) x(−1) x(1) x(0) ... x(N ) x(N − 1)



... ... ...



  x(−K)  x(−K + 1)      x(N − K)



 θ(0) θ(1)    ... θ(K)



(2.10) In the following subsections, a number of methods to find the, in some sense, optimal parameters θ(k) will be presented. A thourough discussion on this kind of black-box system modelling is available in [18].



2.7.1



Least squares



Regard (2.9). The square error summed over N + 1 samples is given by: D=



N X



n=0



d(n) =



N X



(y(n) −



n=0



K X



θ(k)x(n − k))2



(2.11)



k=0



Minimizing D gives the least squares estimate of the parameters θ(k).



2.7.2



Adaptive system identification



As described in Section 2.6 it is possible to measure the characteristics of a system by means of an impulse response. The information received by the 16
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Figure 2.10: Adaptively finding the inverse of a FIR-filter +1



-1



Figure 2.11: A typical output of the MLS algorithm



impulse response can be used to identify the filter-parameters of our system model [9]. The setup for this kind of system is shown in Figure 2.12. A general
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Figure 2.12: Principle of adaptive identification family of adaptive algorithms is described by 2.12 [9]. ˆ ˆ − 1) − µ ∂u M SE(n, θ)| ˆ θ(n) = θ(n θ=θ(n−1) 2 ∂θ



(2.12)



The result of the adaptive identification is a general description of the unknown system which may be more or less precise depending on how accurate the model (M SE(n, θ)) was chosen. The M SE is defined as: M SE(n, θ) = E[(x(n) − ϕT (n)θ)2 ] 17



(2.13)
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As can be seen equation (2.13) the model of the system is dependent on how the regression vector ϕ is selected. For increasing the accuracy of the system identification a model that as closely as possible resembles the real system should be selected. This general description of M SE shown in (2.13) can not be implemented since it relies on expectations. The basic algorithm will be extended in Section 2.7.4 and 2.7.3.



2.7.3



Least Mean Squares algorithm (LMS)



The basic idea of the Least Mean Squares (LMS) algorithm is to extend the general family of algorithms shown in (2.12) and remove the expectations. Instead, the instantaneous error is used: Md SE LM S (n, θ) = (x(n) − ϕT (n)θ)2



(2.14)



ˆ ˆ − 1) + µY (n)(x(n) − ϕT (n)θ(n ˆ − 1)) θ(n) = θ(n



(2.15)



By differentiating (2.14) and inserting it in (2.12) the LMS-algorithm is formed:



It should be noted that this algorithm requires both knowledge of the input and output of the system, therefore it is very well suited to system identification problems. This is done by choosing the regression vector to a suitable model of the system. Modelling a FIR-system can be done by setting ϕ according to (2.19). The step length µ, sets how fast the algorithm will converge. A high steplength results in quick convergence but may cause an unstable system. A low step-length guarantees stability but may give very long convergence times. The convergence properties of the LMS algorithm are dependent on how µ is chosen in relation to the observation matrix ΣY Y [9]. An important note is that its convergence properties are poor when dealing with colored noise [22]. This could make it unsuitable for identification of a soundsystem.



2.7.4



Recursive Least Squares algorithm (RLS)



As noted earlier, the LMS algorithm has poor convergence properties when the observation matrix ΣY Y is ill-conditioned. A better direct method is Recursive Least Squares (RLS). RLS utilizes more sophisticated numerical optimizations than LMS to more accurately estimate the MSE. The basic idea of the RLS algorithm is to use second order derivative information instead of the first order information used in the general family of algorithm that LMS belongs to. It can be shown that (2.16) holds when M SE(θ) is a quadratic function [9]. θopt



·



∂ 2 M SE(θ) =θ− ∂θ2



¸−1



∂M SE(θ) ∂θ



(2.16)



RLS also introduces the forgetting factor λ which decides of how much influence past samples should have when calculating the MSE. Define Md SE RLS (n, θ) =



n X



λn−k (x(k) − Y T (k)θ)2



k=1



18
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Using (2.17) in (2.16) gives the basic form of the RLS algorithm: ·X RLS ¸−1 µX RLS ¶ X ˆ ˆ RLS ˆ ˆ − 1) + ˆ ˆ − 1) (2.18) θ(n) = θ(n (n) (n) − (n)θ(n YY



Yx



YY



Although calculating this algorithm requires O(N 2 ) which is more expensive than the LMS algorithm, it convergence properties still makes it very attractive.



2.7.5



Black box models



In a black box model, no prior information is considered to be available of a system. Instead, a general model is applied. This model is sometimes referred to as the kernel. For example, modelling a regular FIR system could be done according to 2.19. ϕ(n) = [y(n), y(n − 1), . . . , y(n − N + 1)]T



(2.19)



In the Volterra model, a third order kernel looks according to (2.20). ϕ(n) = [y(n), y(n − 1), y(n − 2), . . . , y(n) ∗ y(n), y(n) ∗ y(n − 1), . . . , y(n) ∗ y(n) ∗ y(n), y(n) ∗ y(n) ∗ y(n − 1)]



2.7.6



(2.20)



Affine projection algorithm and variations (APA)



The Affine projection algorithm (APA) is an extension of the LMS algorithm and has been used with good results for purposes of echo cancellation and acoustic echo cancellation systems [2]. Although it has slower convergence properties than the RLS algorithm it has lower computational difficulty and do not suffer from any of the instability problems that may be encountered with RLS. There exists variations on APA that have quicker convergence properties. [6]. The Summational Affine Projection Algorithm has also been suggested for use together with a Volterra kernel and has been shown to have very good convergence properties. The APA algorithm is complex and for a good explanation see [22].



2.8



Estimating delay



Since the DSP has limited processing power, the implemented filters will have a finite amount of taps. If the amount of taps is small in relative to the delay, processing power will be spent on unnecessary taps. Delays in audio systems are often long, e.g. having the microphone 20 cm from the loudspeaker will result in a loss of 30 taps. Therefore, estimating the delay is critical to using the full processing power of the DSP. The delay (in samples) between the input and the output of a system is calculated by feeding white noise through the system and computing the cross-correlation ryx (k) =



K X



y(n + k)x(n)



(2.21)



k=−K



between the output y(n) and the input x(n) according to (2.21). The delay will then equal to the k for which ryx (k) is maximum. K must be chosen larger 19
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than the actual delay to be able to find it. Note that if the delay is negative, the input is delayed from the output.



2.9



Evaluation Methods



Sound quality is a highly subjective quantity. The only reliable way of determining which of two alternatives sound ”better” is to do several (maybe hundred) double-blind listening tests. There is however a number of measurements in both the time and the frequency domain that can be done to give a hint of how good an audio system sound to the ear. It is very important to keep in mind that if one system sounds better than another it does not necessarily perform better on these tests. Both linear and non-linear errors arise in an audio system and it is necessary to perform tests that measure these errors. The frequency response is the most important test; it gives a good rough picture of how the system sounds and shows the linear errors. To measure non-linear errors of the system, the total harmonic distortion can be calculated. Another important property of an audio system is its transient response. By examining the impulse response, a cumulative spectral decay (CSD) plot or the square wave reproduction, the systems transient response is revealed.



2.9.1



Frequency response



The frequency response is the transfer function of the system and shows which frequencies are amplified and which are attenuated. It is calculated by computing the Fourier transform of the impulse response (see below) or by simply plotting a frequency sweep, i.e. a sinusoid with constant amplitude and frequency increasing from 20 Hz to 20 kHz. An optimal frequency response is a perfectly flat line.



2.9.2



Impulse response



The impulse response is the output of the system when an impulse is input. It is difficult to measure this directly in a reliable way, so another method is used. By computing the cross-correlation of the input and output when the input is white noise or an MLS sequence (Section 2.7.3), the impulse response is given exactly. MLS is s deterministic sequence which has the same spectral properties as white noise and is therefore also called ”pseudo white noise”. A perfect impulse response is just a single impulse, infinitely short.



2.9.3



Cumulative Spectral Decay (CSD) plot



A CSD plot (commonly called waterfall plot) is a spectrogram of the impulse response. A spectrogram is a short-term Fourier transform of overlapping windowed segments. The plot shows amplitude against time and frequency. There is a resolution limitation due to the reciprocity between the time and frequency domain. To be able to get accurate information for low frequencies, the time segment needs to be long enough. There is no valid information for frequencies below 1/(segment length). A system with good transient response will have a steep slope in the CSD plot. 20
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2.9.4



Square wave reproduction



A square wave input to the system will not be a perfect square wave at the output. The better transient response, the more resemblance to a real square wave the output has.



2.9.5



Total harmonic distortion (THD)



Total harmonic distortion is defined as (2.22) PN



i=1



Ei



E0



(2.22)



where E0 is the power of the fundamental frequency and Ei is the power of the i:th harmonic [8]. The THD varies of course with frequency of the sinusoid. It must be specified for which frequency and how many harmonic frequencies were used in the specific measurement.



2.9.6



Performing the evaluation



To evaluate the performance of the compensation system these tests are simply performed with and without the compensation filter and then compared.



2.10



Performance forecast



We believe that these factors will be most critical in the final system: 1. Selection of appropriate model according to Section 2.7.5 2. Not possible to make a perfect FIR inversion (Section 2.5.1) 3. Limited processing power on the DSP (limited amount of taps) 4. Room and environment characteristics not stationary 5. Analog characteristics not stationary (due to temperature) 6. Calibration microphone not perfectly linear Recall the second order Volterra operator mentioned in Section 2.4.1: Q2[x(n)] = 0



(2.23)



Ideally we want to cancel all non-linear components of the output, this is however a theoretical result. What we want in reality is make the non-linear components so small that they can be neglected. When using the pre-distortion filter described in Section 2.4.1 we should, according to [22], expect a decimation of the second order component between -20 to -70 dB depending on the frequency.
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System design This chapter focuses on which methods were used in the final solution and why. By making an appropriate combination of the methods mentioned in Chapter 2 the undesired effects of the stereo, loudspeaker and room-reflection can be mitigated.



3.1



Design considerations



Many factors had to be weighed when choosing which of the evaluated methods should be used in the final system. This section focuses on the design considerations that we did.



3.1.1



Adaptive algorithms



Empirical tests have shown that the difference of the resulting residual signal between the LMS and APA is small. The APA is much more complex to implement but has one big advantage; convergence speed. In our tests the APA converged to slightly better results over much fewer samples. The RLS algorithm is more complex than LMS, but still simpler to implement than APA. The convergence speed of RLS is better than both LMS and APA, and also the resulting residual is much more satisfying. Because our adaptive system identification is made offline we are not in need of fast convergence speed, particulary not if it’s giving worse results. Because of this we have chosen to use the RLS algorithm in the creation of our predistortion filter.



3.1.2



Modelling



A common engineering approach to nonlinear problems is to ”linearize” the problem, i.e. try to view the problem at hand as a linear one. This was not an option to us since our goal was to remove the non-linearities introduced by the speaker and stereo equipment. Choosing an appropriate model for our system is important to increase the accuracy of our identification as outlined in Section 2.7.2. After investigating several approaches like regular FIR and IIR-filters we settled on Volterra series for modelling the complete soundsystem. As noted 22
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in [3], [4], [20] and [12] the Volterra series (Section 2.2) is a good way of modelling the non-linear distortions present in sound equipment and loudspeakers. The Volterra kernel is shown in (2.20).



3.1.3



Impulse response



It is also necessary to choose a sequence to use as impulse response. Since the sequence need to be saved for further reference for use with the RLS algorithm it would be memory efficient to generate it with the MLS-algorithm. This would allow a regeneration of the sequence that was transmitted and only save the impulse response recorded from the microphone. However as the MLS generates a binary pseudo-random sequence it fails to trigger the nonlinearities that we want to model. Instead a standard uniform pseudo-random sequence, converted to a Gaussian random sequence, is used.



3.2 3.2.1



System overview Step 1: System identification



The first step is system identification. To create a pre-distortion filter, the unknown system must be estimated. The filter parameters for the model chosen is then saved for use in the next step. This is done with the RLS algorithm according to 2.5.2.



DSP



w(n)



s(n) Loudspeaker



Stereo



Figure 3.1: Step 1: Identifying filter parameters



3.2.2



Step 2: Creating pre-distortion filters



When the system identification is complete a good representation of the system in form of filter parameters are available. As noted in Section 2.4 this filter can be inverted to cancel out the distortions. This method does not require that an inverse is found of the second or third order parameters. The first order part needs however to be inverted according to any of the conventional methods, of which the one used here is described in section 2.7.2. After inverting the first order linear parameters of the identified system the pre-distortion filter is created according to Figure 2.7.



23



CHAPTER 3. SYSTEM DESIGN



3.2.3



Step 3: Perform non-linear pre-filtering



The pre-distortion filter is positioned directly after the source as mentioned in 2.4. This is still a non-linear filter and by filtering the source signal the effects of the stereo, speaker and room are ideally cancelled out. The setup for this is shown in Figure 3.2.
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Figure 3.2: Step 3: DSP filtering the source-signal
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Chapter 4



Implementation This section outlines implementation-specific details where the implementation differs from the theory outline in Chapter 2.



4.1



Matlab



The complete project has been implemented in Matlab according to the algorithms presented in the theory and system design section.



4.2



DSP



The implementation on the DSP follows the Matlab prototype but is implemented on a lower level. It is written in C and much care must be taken to write code that is suitable for the target processor and memory configuration. Otherwise, the optimum performance cannot be achieved, thus failing to reach the real-time constraints in this project. For example, function calls shall never be performed in a loop, division is slower than multiplication, external memory is slower than internal and so on. The compilator, Code Composer Studio from Texas Instruments, does a lot of optimization automatically, providing that one write the code in a correct manner. Below is a description of the main functions performed by the DSP.



4.2.1



Main structure



The main function performs an eternal loop which polls for incoming communication messages from the host. If a message is detected from the host, the command tells what the host wants the DSP to perform. The actual core functions (filtering etc) are carried out in an interrupt routine that runs every time the serial port has a new audio sample available. Since the ADC is set to 44.1 kHz, the interrupt comes this often as well. Global variables hold the specific run-mode that tells the interrupt which action should be carried out at the moment, e.g. generate noise, collect samples, perform filtering etc. Since the DSP runs at 133 MHz, all real-time constrained functions must be performed within about 3000 clock cycles.
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4.2.2



Volterra regression vector



As can be seen in (2.3) the Volterra regression vector consists of three main parts. These parts are split up into three separate matrices in the internal DSP memory. Each matrix has a circular index pointer, which lets us avoid shifting all old values. This implementation saves a lot of unnecessary calculations compared to the straight forward approach, and is essential to meet the realtime constraints. First order vector of dimension K1 V1 =



£



x(n)



x(n − 1)



x(n − 2)



···



x(n − (K − 1))



¤



When a new sample arrives, only one linear element has to be updated. The oldest sample is overwritten with the new one and the index pointer is then incremented to point to the newest sample x(n). Second order matrix of dimension K2 × K2 To save calculations, the second order part of the volterra vector is grouped as below. In this way, only one row in the matrix needs to be updated at each new sample. A full K2 × K2 memory area is allocated but only the upper left triangle is filled with values. This equation can be seen in Appendix B. The row index corresponds to the time delay of the first factor of the element. The column index corresponds to the time delay between the two factors.At each new sample, only one row (K2 elements) has to be updated and the index pointer is then incremented. Third order matrix of dimension K3 × K3 × K3 Also here the vector is grouped in a similar manner as in the previous case, but this time in three dimensions. The K3 first elements in the 2:nd order matrix is multiplied with x(n), x(n − 1), ..., x(n − K3 ) and then placed in the third dimension of the 3:rd order matrix. At each new sample, K3 (K23 +1) elements has to be updated. Note that the first of the two multiplications is already done in the 2:nd order matrix, so the values are taken from there and multiplied with x(n), x(n − 1)...x(n − K3 ).



4.2.3



Noise generation



The noise is first generated with standard C uniform pseudo-random sequence. This sequence is then converted from the original uniform distribution to a Gaussian distribution. The conversion is performed with a method called ’Polar Method’ which is a simplification of the Box-Muller method [17].



4.2.4



Filtering



The filtering is closely related to a regular FIR-implementation but need some special tricks since the Volterra regression vector is split into three parts and group as described in 4.2.2. The coefficients are stored in regular vectors with no circular addressing. The volterra regression vectors and corresponding index 27
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pointers mentioned in 4.2.2 is sent as parameters to the function. In this way only the valid (newest) values, starting at the index pointer, are used in the filtering and not the entire volterra matrix which would be the case in a regular FIR-implementation.



4.2.5



RLS



The RLS is implemented in a straightforward manner that closely follows the definition in 2.7.4. The special case here is that the regression vector is of Volterra type, i.e. the expanded volterra matrices.



4.2.6



Communicating with Host



The communication with the host is mainly done through the EVM board Mailbox interface. This is a native bi-directional interface with ready-to-use functions from Texas Instruments. The PC sends 32 bit commands to the DSP which then answers with a result value. Depending on the command, the DSP either returns requested information or performs a specific task. Certain mailbox commands requests the address to a specific variable or array in the DSP memory. The host can then read large chunks of data directly from the DSP on board memory, without interfering with the DSP thus saving valuable computing time.



4.2.7



Calculating delay



The delay is calculated using ordinary cross-correlation technique and search for the largest element in the cross-correlation sequence.



4.3



Host GUI program



The graphical user interface is developed in Microsoft Visual C++ 6.0 and provides an easy way to interact with the DSP. The user can select which executable (COFF) file to use, download it, and the start the DSP. The identification process is started with a button click. During the process, the user is informed about the current progress. When identification is done, the filter may be switched on or off, to compare the sound performance. All commands are sent (transparently to the user) using the technique described in 4.2.6. A separate thread is waiting for incoming notification commands from the DSP during the identification process (which takes about 60 seconds) to let the user see the current identification progress.



4.4



Matlab and DSP comparisons



The complete system has been implemented in C on a real DSP and as a Matlab simulation. Since the DSP involves more low-level programming there is a large risk of making errors in the implementation. Since Matlab is more efficient it is possible to make quick implementations of algorithms and test their efficiency. Therefore, Matlab is a very useful tool for creating prototypes which can then be used to verify the actual results that we get from the live system on the DSP. 28
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By this method the Matlab prototype could be recreated step-by-step on the DSP. In a perfect world this would result in an exact replica of the results from Matlab on the DSP but due to less numerical precision on the DSP slight deviations from the simulated values can be observed when algorithms like the RLS 2.7.4 are allowed to run for an extended period of time. Fortunately this does not affect the performance on the DSP since these effects are only visible after running times much longer than the average time for convergence.



29



Chapter 5



Results The implementation has been tested on a poor audio system. Both measured results on the real DSP system and results on the simulated Matlab system are presented here. Also, the performance of the DSP code itself is showed.



5.1



Simulation Results



Real recorded data was used for identification of the audio systems. In Matlab, they were then identified, a pre-distortion created and evaluation tests were performed with and without the filter.



5.1.1



Identification



The RLS algorithm is implemented in Matlab using a Volterra kernel (Section 2.20). To evaluate it some simulations were made where a random second or third order model was created. The RLS algorithm would then be used to identify this model both as underparameterized and overparameterized. This yielded very good results as can be seen in the comparison between the LS (Matlab’s built-in) and RLS. It can be clearly seen that RLS converges to the LS solution (Figure 5.1). In this exampl, the system is overparameterized in the linear part and it can be seen that all the redundant taps are set to zero. The convergence speed is also quite fast, note that the RLS result is yielded after only 500 samples. Figure 5.2 gives some background to the convergence. Recorded data compared with data filtered with the identified system also show good results in the identification. Figure 5.3 shows the frequency response of the audio system calculated of the real and the identified systems, these are very similar.



5.1.2



Pre-distortion



Now, the identified system is compared with and without pre-distortion filter. Figure A.1 shows the frequency response of the audio system with and without pre-distortion filter. Figure 5.5 shows the impulse response of with and without pre-distortion filter.With the pre-distortion filter the results are dramatically improved.
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(a) Least squares computation.
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(b) RLS result, 500 samples.



Figure 5.1: Comparsion with LS and RLS. Circles are the true values and crosses are the estimated. −4
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(a) RLS result after 50 samples.
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(b) RLS result after 150 samples
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Figure 5.2: Convergence of RLS algorithm. Circles are the true values and crosses are the estimated.
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Figure 5.3: Comparison of frequency response of the audio system 31
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Figure 5.4: Comparison of frequency response with and without pre-distortion filter. Impulse response 1



0.8



0.8



0.6



0.6



0.4



0.4



0.2



0.2 Amplitude



Amplitude



Impulse response 1



0



0



−0.2



−0.2



−0.4



−0.4



−0.6



−0.6



−0.8



−0.8



−1 −2



−1 0



(a) Impulse distortion.



2



4 Time (ms)



response



6



8



without



10



pre-



−2



0



2



4 Time (ms)



6



8



10



(b) Impulse response with pre-distortion.



Figure 5.5: Comparison of impulse response with and without pre-distortion filter. Square wave reproduction with and without pre-distortion filter is shown in Figure 5.6. The total harmonic distortion was calculated for sinusoids of 120 Hz and 440 Hz in audio systems 1 and 2, it showed no improvement.
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(a) Square wave reproduction without pre- (b) Square wave reproduction with predistortion. distortion.



Figure 5.6: Comparison of square wave reproduction (120 Hz) with and without pre-distortion filter.



5.2



DSP



All three orders where implemented on the DSP but due to problems with aliasing effects [11], when using the higher order volterra operators in the filter, only linear filtering was used. Here below, real system results are presented as well as performance of the DSP code.



5.2.1



Pre-distortion



Figure 5.7 shows the frequency response of the audio system with and without pre-distortion filter. It is clearly improved with the pre-distortion filter.
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Figure 5.7: Comparison of frequency response with and without pre-distortion filter. Square/triangle wave reproduction and impulse response is showed in Figure 5.8, Figure 5.9 and Figure 5.10. Again, the pre-distortion filter improves the output.
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(a) Square wave reproduction without pre- (b) Square wave reproduction with predistortion. distortion.



Figure 5.8: Comparison of square wave reproduction (470 Hz) with and without pre-distortion filter.



(a) Triangle wave reproduction without (b) Triangle wave reproduction with prepre-distortion. distortion.



Figure 5.9: Comparison of triangle wave reproduction (470 Hz) with and without pre-distortion filter.
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(a) Impulse response without pre-distortion.



(b) Impulse response with pre-distortion.



Figure 5.10: Comparison of Impulse response with and without pre-distortion filter.



5.2.2



Performance



To show the performance of our code the main functions are listed below with two different sets of taps. • Taps setup 1: 1000 samples, K1=32, K2=4, K3=1 which gives 32 1:st order taps, 10 2:nd order taps, 1 3:rd order tap • Taps setup 2: 1000 samples, K1=64, K2=8, K3=4 which gives 64 1:st order taps, 36 2:nd order taps, 20 3:rd order taps • Volterra regression vector – 40 cycles @ setup 1 – 146 cycles @ setup 2 • Noise generation 35
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– 2.700 cycles @ setup 1 – 2.700 cycles @ setup 2 • Filtering – 830 cycles @ setup 1 – 1.739 cycles @ setup 2 • RLS – 8.1 giga cycles @ setup 1 – 21.8 giga cycles @ setup 2 • Calculating delay – 5.100 cycles @ setup 1 – 5.100 cycles @ setup 2
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System disadvantages and future improvements This chapter describes design flaws, bottlenecks in the system, design improvements and proposals for future work.



6.1



Design flaws



As the human ear percepts sound logarithmically, a model that takes this in regard would probably improve the results. Currently the system model and identification uses a equal amount of weights on 0-5000 Hz and 15000-20000 Hz. Secondly the system is not quite designed to run in stereo although it is fairly simple to expand the design to include this.



6.2



Bottlenecks



If the performance of the system is increased with a larger amount of taps the most significant bottleneck would be the processing power of the DSP. The predistortion filtering is done in real-time and therefore there is a limitation on how many filter taps can be used. To run the system in stereo a doubling of the processing power would be needed. The RLS algorithm is also not possible to run in real-time on the DSP, so for instance any changes in the room would decimate the performance.



6.3



Design improvements



As mentioned in Section 6.1, using a warped FIR-filter would probably improve the final results. Another idea is to make a physical model of the loudspeaker; coil, magnet, cone, rubber suspension, cross-over filter etc. This approach would be complicated and demands thorough testings to make sure the signal model actually corresponds to the physical model. Further on a design that separates the audio system into components (amplifier, loudspeaker, cables) would make it possible to equalize/compensate with more optimized component specific filters.
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CHAPTER 6. SYSTEM DISADVANTAGES AND FUTURE IMPROVEMENTS To improve the non-linear part of the system the aliasing effects must be acknowledged. There are different techniques to deal with aliasing [5], [11] that need to be investigated and implemented to improve system performance.



6.4



Future work



In addition to the improvements described to Section 6.3 there is also room for future work. • Make a version that runs on smaller sound systems, e.g.mobile ˜ phones. • Add the possibility of making a sound system sound as more expensive equipment (e.g. a Bang & Olufsen system), aiming to increase the perceived sound quality • Evaluate the system and do MOS-tests to increase the perceived sound quality
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Appendix A



User manual



Figure A.1: Screenshot of GUI



1. Set path to the desired COFF file. 2. Download DSP program and execute by pressing ”Start DSP” button
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APPENDIX A. USER MANUAL



3. The DSP will now send the CD sound directly to the output with no pre-distorsion 4. Make sure the room is as silent as possible, then press the ”Identify system” button 5. The system identification takes about 1 minute. A progress bar shows the current status. 6. When identification is done, the pre-filter is automatically switched on. 7. The ”Enable filter” and ”Disable filter” buttons enables/disables the predistorsion.
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Appendix B



Volterra matrix
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APPENDIX B. VOLTERRA MATRIX







x(n)x(n) x(n − 1)x(n − 1) .. .



   V2 =    x(n − (K1 − 2))x(n − (K1 − 2)) x(n − (K1 − 1))x(n − (K1 − 1))



x(n)x(n − 1) x(n − 1)x(n − 2) x(n − (K2 − 1)) ∗



x(n)x(n − 2) x(n − 1)x(n − 3)



··· ··· .. . ∗



x(n − (K2 − 2)) x(n − (K2 − 1))



 x(n − (K2 − 1))  ∗     
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