






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































(LMS) Algorithm

Using the noisy gradient, the adaptation will carry on the equation ..... In Lecture 2 we obtained the canonical form of the quadratic form which expresses the. 
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Lecture 4: Stochastic gradient based adaptation: Least Mean Square (LMS) Algorithm LMS algorithm derivation based on the Steepest descent (SD) algorithm Steepest ⎧descent search algorithm (from last lecture) Given



⎪ ⎪ ⎪ ⎪ ⎪ ⎨



• the autocorrelation matrix R = Eu(n)uT (n)



⎪ ⎪ ⎪ ⎪ ⎪ ⎩



• the cross-correlation vector p(n) = Eu(n)d(n)



Initialize the algorithm with an arbitrary parameter vector w(0). Iterate for n = 0, 1, 2, 3, . . . , nmax w(n + 1) = w(n) + µ[p − Rw(n)]



(Equation SD − p, R)



We have shown that adaptation equation (SD − p, R) can be written in an equivalent form as (see also the Figure with the implementation of SD algorithm) w(n + 1) = w(n) + µ[Ee(n)u(n)] In order to simplify the algorithm, instead the true gradient of the criterion ∇w(n) J(n) = −2Eu(n)e(n) LMS algorithm will use an immediately available approximation ˆ w(n) J(n) = −2u(n)e(n) ∇



(Equation SD − u, e)
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Using the noisy gradient, the adaptation will carry on the equation 1 ˆ w(n + 1) = w(n) − µ∇ w(n) J(n) = w(n) + µu(n)e(n) 2 In order to gain new information at each time instant about the gradient estimate, the procedure will go through all data set {(d(1), u(1)), (d(2), u(2)), . . .}, many times if needed. LMS algorithm ⎧



Given



⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨



• the (correlated) input signal samples {u(1), u(2), u(3), . . .}, generated randomly;



⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩



• the desired signal samples {d(1), d(2), d(3), . . .} correlated with {u(1), u(2), u(3), . . .}



1 Initialize the algorithm with an arbitrary parameter vector w(0), for example w(0) = 0. 2 Iterate for n = 0, 1, 2, 3, . . . , nmax 2.0 Read /generate a new data pair, (u(n), d(n)) M −1 wi (n)u(n − i) 2.1 (Filter output) y(n) = w(n)T u(n) = i=0 2.2 (Output error) e(n) = d(n) − y(n) 2.3 (Parameter adaptation) w(n + 1) = w(n) + µu(n)e(n) ⎡ ⎤ ⎡ ⎤ ⎡ w0 (n + 1) w0 (n) u(n) ⎢ ⎥ ⎢ ⎥ ⎢ u(n − 1) ⎢ w1 (n + 1) ⎥ ⎢ w1 (n) ⎥ ⎢ ⎢ ⎥ ⎢ ⎥ ⎢ ⎢ ⎥ ⎢ ⎥ ⎢ . . . ⎢ ⎥=⎢ ⎥ + µe(n) ⎢ or componentwise ⎢ ⎥ ⎢ ⎥ ⎢ . . . ⎢ ⎥ ⎢ ⎥ ⎢ ⎢ ⎥ ⎢ ⎥ ⎢ ⎣ ⎦ ⎣ ⎦ ⎣ . . . wM −1 (n + 1) wM −1 (n) u(n − M + 1) 2



The complexity of the algorithm is 2M + 1 multiplications and 2M additions per iteration.



⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
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Schematic view of LMS algorithm
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Stability analysis of LMS algorithm SD algorithm is guaranteed to converge to Wiener optimal ﬁlter if the value of µ is selected properly (see last Lecture) w(n) → wo J(w(n)) → J(wo ) The iterations are deterministic : starting from a given w(0), all the iterations w(n) are perfectly determined. LMS iterations are not deterministic: the values w(n) depend on the realization of the data d(1), . . . , d(n) and u(1), . . . , u(n). Thus, w(n) is now a random variable. The convergence of LMS can be analyzed from following perspectives: • Convergence of parameters w(n) in the mean: Ew(n) → wo • Convergence of the criterion J(w(n)) (in the mean square of the error) J(w(n)) → J(w∞ ) Assumptions (needed for mathematical tractability) = Independence theory 1. The input vectors u(1), u(2), . . . , u(n) are statistically independent vectors (very strong requirement: even white noise sequences don’t obey this property );
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2. the vector u(n) is statistically independent of all d(1), d(2), . . . , d(n − 1) 3. The desired response d(n) is dependent on u(n) but independent on d(1), . . . , d(n − 1). 4. The input vector u(n) and desired response d(n) consist of mutually Gaussian-distributed random variables. Two implications are important: * w(n + 1) is statistically independent of d(n + 1) and u(n + 1) * The Gaussion distribution assumption (Assumption 4) combines with the independence assumptions 1 and 2 to give uncorrelated-ness statements Eu(n)u(k)T = 0,



k = 0, 1, 2, . . . , n − 1



Eu(n)d(k) = 0,



k = 0, 1, 2, . . . , n − 1



Convergence of average parameter vector Ew(n) We will subtract from the adaptation equation w(n + 1) = w(n) + µu(n)e(n) = w(n) + µu(n)(d(n) − w(n)T u(n)) the vector wo and we will denote ε(n) = w(n) − wo w(n + 1) − wo = w(n) − wo + µu(n)(d(n) − w(n)T u(n)) ε(n + 1) = ε(n) + µu(n)(d(n) − wTo u(n)) + µu(n)(u(n)T wo − u(n)T w(n)) = ε(n) + µu(n)eo (n) − µu(n)u(n)T ε(n) = (I − µu(n)u(n)T )ε(n) + µu(n)eo (n)
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Taking the expectation of ε(n + 1) using the last equality we obtain Eε(n + 1) = E(I − µu(n)u(n)T )ε(n) + Eµu(n)eo (n) and now using the statistical independence of u(n) and w(n), which implies the statistical independence of u(n) and ε(n), Eε(n + 1) = (I − µE[u(n)u(n)T ])E[ε(n)] + µE[u(n)eo (n)] Using the principle of orthogonality which states that E[u(n)eo (n)] = 0, the last equation becomes E[ε(n + 1)] = (I − µE[u(n)u(n)T ])E[ε(n)] = (I − µR)E[ε(n)] Reminding the equation c(n + 1) = (I − µR)c(n)



(1)



which was used in the analysis of SD algorithm stability, and identifying now c(n) with Eε(n), we have the following result:



The mean Eε(n) converges to zero, and consequently Ew(n) converges to wo iﬀ 2 (ST ABILIT Y CON DIT ION !) where λmax is the 0 
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