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Lecture 2 - Nash equilibrium and mixed strategies



Exchange program in economics – Universit´ e Rennes I
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1. Framework



I



introduced in 1950.



I



We follow a positive approach



I



We assume that each player acts in a rational way. He chooses the best available strategy.



I



The best strategy depends, in general, on the other players’ strategies.



I



So, when choosing strategy a player must have in mind the strategies the other players will choose. That is, he must form a belief about the other players’ strategies.



1 Framework On what basis can such a belief be formed? I



It is necessary to have a perfect information game, that is players can take advantage of the game’s story.



I



each player’s belief is derived from his past experience playing the game, and that this experience is sufficiently extensive that he knows how his opponents will behave.



I



even if each player has experience playing the game, we assume that he views each play of the game in isolation. This induces that he does not become familiar with the behavior of specific opponents and can not condition his strategies on the opponents he faces thereafter.



I



In the same way, he can not expect his current strategy to affect the other players’ future behavior. 3



2 Definition



A Nash equilibrium is a strategy profile s ∗ with the property that no player i can do better by choosing a strategy different from si∗ , ∗ . This definition given that every other player j adheres to s− i implies that I



No player can profitably deviate given the strategies of the other players



I



The conjectures of the players are consistent: each player i ∗ , and each chooses si∗ expecting all other players to choose s− i player i’s conjecture is verified in a Nash equilibrium



2. Definition It results that the Nash equilibrium corresponds to a steady state: I



Introspection: what I do must be consistent with what you will do given your beliefs about me, which should be consistent with my beliefs about you



I



If the strategy profile si∗ is the same Nash equilibrium whenever the game is played, then no player has a reason to choose any strategy different from his component of si∗ ; there is no pressure on the action profile to change.



I



It results that a Nash equilibrium embodies a stable “social norm”: if everyone else adhere to it, no player whishes to deviate from it



2. Definition More formally, let I



s a strategy profile, in which the strategy of each player i is si



I



si0 be any strategy of player i (either equal to si or different to it)



I



Si the set of player i’s strategies



I



s−i the strategy of each player j with j 6= i



I



S−i the set of player j’s strategies with j 6= i



I



(si0 , s−i ) the strategy profile in which every player j except i chooses his strategy s−i whereas player i chooses si0 . This means that all players except i adhere to s while player i deviates to s 0 . ui is a payoff function that represents player i’s preferences The



strategic game is defined by the triplet N, (Si )i ∈N , (ui )i ∈N



I I
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2. Definition



Definition: The strategy profile s ∗ in a strategic game with ordinal preferences is a Nash equilibrium if, for every player i and every strategy si of player i, s ∗ is at least as good according to ∗ player i’s preferences as the action profile si , s− i in which player ∗ i chooses si while every other player i chooses s−i . So:



∗ ui (s ∗ ) ≥ ui (si , s− i )∀si ∈ Si
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2. Definition



The Nash equilibrium is the solution of: ∗ si∗ arg {maxsi ∈Si ui (si , s− i )}



This definition implies neither that a strategic game always has a Nash equilibrium, nor that it has at most one. It results that a Nash equilibrium leads to a payoff for each player at least equal to his guaranteed minimum payoff but prudent strategies are not, in general, Nash equilibria, except in zero-sum games with value.



2. Definition



In case of symmetric game that corresponds to a single population of players who have the same strategies set and preferences, we say that: Definition: The strategy profile s ∗ in a strategic game with ordinal preferences in which each player has the same set of strategies is a symmetric Nash equilibrium if it is a Nash equilibrium and si∗ is the same for every player i.
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Limits



I



There may be multiple equilibria



I



Equilibrium may not exist



I



Equilibrium may be not optimal from a social point of view (not pareto optimal).



3. Application - Example 1 - The prisoner dilemma game



Two suspects in a major crime are held in separate cells. There is enough evidence to convict each of them of a minor offense but not enough evidence to convict either of them of the major crime unless one of them acts as an informer against the other (finks). If both stay quiet, each will be convicted of the minor offense and spend 1 year in prison. If one and only one of them finks, he will be freed and used as a witness against the other, who will spend 3 years in prison. If they both fink, each will spend 2 years in prison.
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Example 1



Table: Strategic form of the prisoner dilemma game



Quiet



Suspect 2 Quiet Fink 2,2 0,3



Suspect 1 Fink



3,0



1,1
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Specificities of prisoner dilemma game



In the Prisoner’s Dilemma, the Nash equilibrium strategy of each Suspect (Fink) is the best strategy for each Suspect not only if the other Suspect chooses her equilibrium strategy (Fink), but also if she chooses her other strategy (Quiet). So Fink is a dominant strategy. So it is optimal for a Suspect to choose Fink regardless of the strategy he expects her opponent to choose. The Nash equilibium is also a Dominant strategy equilibrium.



Link between Nash equilibrium and Dominant Strategy equilibrium I



Nash equilibrium generalizes the Dominant Strategy equilibrium.



I



a dominant strategy equilibrium is always a Nash equilibrium while the opposite is not necessarily true. If we note: I I



I



I



DSE: the set of Dominant strategy equilibrium IEDSE: the set of Iterated elimination of dominated strategies equilibrium NE: The set of Nash equilibrium



we have the following relationship:



DSE ⊂ IEDSE ⊂ NE



Example 2 : Bach or Stravinsky game



Here players agree that it is better to cooperate than not to cooperate, but disagree about the best outcome. Two people wish to go out together. Two concerts are available: one of music by Bach, and one of music by Stravinsky. One person prefers Bach and the other prefers Stravinsky. If they go to different concerts, each of them is equally unhappy listening to the music of either composer.



Example 2: Bach or Stravinsky game



Table: Strategic form of the Bach or Stravinsky game



Bach



Player 2 Bach Stravinsky 2,1 0.5,0.5



Player 1 Stravinsky



0,0



1,2
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Example 2: Bach or Stravinsky game



This game is a coordination game that models a wide variety of situations. Consider two merging firms that currently use different computer technologies. As two divisions of a single firm they will both be better off if they both use the same technology; each firm prefers that the common technology be the one it used in the past. The Bach or Stravinsky game models the choices the firms face.
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Example 3: The Stag Hunt game



Each of a group of hunters has two options: he may remain attentive to the pursuit of a stag, or catch a hare. If all hunters pursue the stag, they catch it and share it equally; if any hunter devotes his energy to catching a hare, the stag escapes, and the hare belongs to the defecting hunter alone. Each hunter prefers a share of the stag to a hare.
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Example 3: The Stag Hunt game



Table: Strategic form of the Stag Hunt game



Stag



Player 2 Stag Hare 2,2 0,1



Hare



1,0



Player 1 1,1
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Example 4: The matching pennies game



Table: Strategic form of matching pennies game



Head



Player 2 Head Tail -1,1 1,-1



Player 1 Tail



1,-1



-1,1
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Non strict Nash equilibrium



Table: Strategic form



r1



Player 2 c1 c2 1,1 1,0



c3 0,1



r2



1,0



1,0



Player 1 0,1
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4. Best response functions 4.1. Definitions



I



In complicated games, it is better to use “best response function” to find the Nash equilibria of a game.



I



Examination of each strategy profile in turn to see if it satisfies the conditions for equilibrium.



I



The best strategy for a player is that it yields him the highest payoff.
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4.1. Definitions



examples: I



In the Bach and Stravinsky game, Bach is the best strategy for player 1 if player 2 chooses Bach; Stravinsky is the best strategy for player 1 if player 2 chooses Stravinsky. The set of player’s best strategies is B1 (Bach ) = {Bach } and B1 (Stravinsky ) = {Stravinsky }



I



In the example of non-strict Nash equilibrium , both r1 and r2 are best strategies for player 1 if player 2 chooses c1 : they both yield the payoff of 1, and player 1 has no strategy that yields a higher payoff. The set of player’s best strategies B1 (c1 ) = {r1 , r2 }
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4.1. Definitions



We define the best response function Bi by:  Bi (s−i ) = si ∈ Si : ui (si , s−i ) ≥ ui (si0 , s−i )∀si0 ∈ Si It results that Bi (s−i ) is at least as good for player i as every other strategy of player i when the other players’ strategies are given by (s−i ).



4.1. Definitions



The Best response function is the solution of:



Bi (s−i )arg {maxsi ∈Si ui (si , s−i )} I



Bi is set-value



I



it associates a set of strategies with any list of the other players’ strategies.



I



Every member of the set Bi (s−i ) is a best response of player i to s−i because if each of the other players adheres to s−i then player i can do no better than choose a member of Bi (s−i ).
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4.1. Definitions



Definition: The strategy profile s ∗ in a strategic game with ordinal preferences is a Nash equilibrium if and only if every player’s strategy is a best response to the other players’ strategies: ∗ si∗ ∈ Bi (s− i ) for every player i



In other words, in a two-player game in which each player has a single best response to every strategy of the other player, (s1∗ , s2∗ ) is a Nash equilibrium if and only if player 1’s strategy s1∗ is his best response to player 2’s strategy s2∗ , and player 2’s strategy s2∗ is his best response to player 1’s strategy s1∗ .



4.2. Applications



Consider the following two-player strategic form game. Player 1 has three strategies: (r1 , r2 , r3 ) and player 2 has also three strategies (c1 , c2 , c3 ) Table: Strategic form



Player 2



Player 1



r1 r2 r3



c1 1,2 2,1 0,1



c2 2,1 0,1 0,0



c3 1,0 0,0 1,2
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4.3. Representation



I



In case of infinite or large strategy spaces, we can not represent the game under the strategic form.



I



Figures of best response function are used to find Nash equilibria.
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4.3. Representation For example, assume a cournot duopoly situation: I



Two firms producing a homogeneous good for the same market.



I



The strategy of a player i is the quantity or the amount of good he produces, si ∈ [0; ∞ [



I



The utility for each player is its total revenue minus its total cost, ui (s1 , s2 ) = si p (s1 + s2 ) − csi where p (q ) is the price of the good (as a function of the total amount q), that is the inverse demand function: P (Q ) = a − bQ with Q = si + s−i , and c is unit cost (same for both firms). We assume for simplicity that c = 1. 29



4.3. Representation



The utility of player i can be written: ui (si , s−i ) = si p (Q ) − si ui (si , s−i ) = si (a − b (si + s−i )) − si
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4.3. Representation



Bi (s−i ) =



 



1 − s−i 2







0 otherwise



if s−i ≤ 1
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4.3. Representation



Figure: Best response function in cournot duopoly
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5. Mixed strategies 5.1 Presentation



I



We allow each player to choose a probability distribution over her set of strategies rather than restricting her to choose a single deterministic strategy.



I



Such a probability distribution is a mixed strategy.



I



Mixed strategies: probability distributions over pure strategies.



I



pure strategy is a mixed strategies corresponding to a degenerated probability distribution.
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5.1 Presentation



Table:



r1



Player 2 l1 l2 5,5 -1,6



r2



4,1



Player 1 0,0



Under pure strategies, the strategic choice of players are either : (5,5), (-1,6), (4,1) or (0,0).



5.1 Presentation Under mixed strategies, any points in the shaded area is an available strategic choice. Figure: Player 1’s expected payoff
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5.2. Payoffs under mixed strategies I



Since the player himself cannot predict the actual move he will make during the game, the payoff he will get is uncertain.



I



The simplest and most common hypothesis: they try to maximize their expected (or average) payoff in the game, i.e., they evaluate random payoffs simply by their expected value.



I



the expected payoff is defined as the weighted sum of all possible payoffs in the game, each payoff being multiplied by the probability that this payoff is realized.



I



the cardinal values of the deterministic payoffs now matter very much



I



Each player seeks to maximize the expected value of his payoff function 36



5.3. Formalisation I I



Σi : the set of probability distributions over Si , the set of strategies for player i. σi ∈ Σi : a mixed strategy for player i, which is a probability mass function over pure strategies, si ∈ Si .



Assume that a player’s mixed strategies are independent randomizations : σ ∈ Σ = Πn1 Σi . Assume that the sets Si are finite. I Let sup(σi ) denote the support of σi , defined as the set {si ∈ Si |σi (si ) > 0}. I The payoff of a mixed strategy corresponds to the expected value of the pure strategy profiles in its support: ui (σ) =



∑ (Πi σj (sj )) ui (s )



s ∈S



5.4. Mixed strategies and dominance



I



A dominant strategy is always a pure strategy.



I



A pure strategy not strictly dominated by any other pure strategy may be strictly dominated by a mixed strategy.



Table:



Player 1



U M D



Player L 0,0 0.5,-0.5 0,0



2 R 1,-1 0,0 0,0



5.4. Mixed strategies and dominance



A mixed strategy can also be itself strictly dominated. Example : Table:



Player 1



U M D



Player 2 L R 1,3 -2,0 -2,0 1,3 0,1 0,1
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5.5. Mixed strategies and Nash equilibrium 5.5.1 Principle & definition



I



All games in strategic form has a Nash equilibrium in mixed strategies.



I



Definition:A mixed strategy Nash equilibrium is a mixed strategy profile σ∗ if for each player i and for each σi ∈ Σi 0



∗ ∗ ui (σi∗ , σ− i ) ≥ ui ( σi , σ−i )
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5.5.1 Principle & definition



I



Theorem: A mixed strategy Nash equilibrium is a mixed strategy profile σ∗ if for each player i and for each si ∈ Si ∗ ∗ ui (σi∗ , σ− i ) ≥ ui (si , σ−i )



I



The mixed strategy profile σ∗ is a mixed strategy Nash ∗ ) for every player i. equilibrium if and only if σi∗ ∈ Bi (σ− i



5.5.2 Illustration I



each player has two actions, T and B for player 1 and L and R for player 2.



I



Denote by ui , for i = 1, 2, the payoff function for player i.



I



Player 1’s mixed strategy σ1 assigns probability p to her action T and probability 1 − p to her action B (with p(T) + (1-p)(B) = 1).



I



Denote the probability that player 2’ s mixed strategy assigns to L by q, 1 − q to R.



I



Players’ choices are considered as independent: the probability distribution generated by the mixed strategy pair (σ1 , σ2 ) over the four possible outcomes of the game is : (T, L) occurs with probability pq, (T, R) occurs with probability p(1-q), (B, L) occurs with probability (1 - p)q, and (B, R) occurs with probability (1 - p)(1 - q). 42



5.5.2 Illustration



Table: Strategic form of matching pennies game



T(p)



L(q) pq



Player 2 R(1-q) p(1-q)



Player 1 B(1-p)



(1-p)q



(1-p)(1-q)
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5.5.2 Illustration



Player 1’s expected payoff to the mixed strategy pair (σ1 , σ2 ) is: pE1 (T , σ2 ) + (1 − p )E1 (B, σ2 )



44



5.5.2 Illustration Player 1’s expected payoff, given player 2’s mixed strategy, is a linear function of p. If we consider pE1 (T , σ2 ) > (1 − p )E1 (B, σ2 ), we have: Figure: Player 1’s expected payoff
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5.5.3 Examples



Example 1 - The matching pennies game Table: Strategic form of matching pennies game



Head



Player 2 Head Tail -1,1 1,-1



Player 1 Tail



1,-1



-1,1
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5.5.3 Examples



I



For Player 1 if: I q < 1/2, E (H ) > E (T ) his best response is to assign p = 1 I q > 1/2, E (H ) < E (T ) his best response is to assign p = 0 I q = 1/2, E (H ) = E (T )



I



Denoting by B1 (q ) the set of probabilities player 1 assigns to Head in best responses to q, we have   0 ifq > 0.5 p : 0 ≤ p ≤ 1 ifq = 0.5 B1 (q ) =  1 ifq < 0.5
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5.5.3 Examples I



For Player 2, if: I p < 1/2, E (T ) > E (H ) so his best response is to assign q=0 I p > 1/2, E (H ) < E (T ) so his best response is to assign q=1 I p = 1/2, E (H ) = E (T )



I



Denoting by B2 (p ) the set of probabilities player 2 assigns to Head in best responses to p, we have  0 ifp < 0.5    q : 0 ≤ q ≤ 1 ifp = 0.5 B2 (p ) = 1 ifp > 0.5   
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5.5.3 Examples Figure:
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Lemma



Lemma: σ∗ ∈ Σ is a Nash Equilibrium if and only if, for each player i inN the following two conditions hold: ∗ in every s ∈ supp ( σ ∗ ) is the 1. The expected payoff given σ− i i i same. ∗ of the actions s which are not 2. The expected payoff given σ− i i ∗ in the support of σi must be less than or equal to the expected payoff described in (1)
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Example 2 - Quick and Mc Donald policy competition 2 fastfoods compete. To do this, they can adopt a policy of price reduction or increase their advertising expenditure. The combination of each strategy provides the following strategic form game: Table: Strategic form of Quick MacDonald competition



Price(p)



Price (q) 60,35



Quick Advertising (1-q) 55,45



55,50



60,40



Mc Donald Advertising (1-p)
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Example 2 - Quick and Mc Donald policy competition



I



There is no dominant strategy



I



There is no strictly dominated strategy



I



There is no pure strategy Nash equilibrium



I



There is a unique mixed strategy equilibrium (1/2; 1/2)
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Conclusion



I



In case of complete information, the best choice of players is to select their dominant strategy when it exists.



I



When no dominant strategy exists, another method consists in examining dominated strategies and eliminating strictly dominated strategy by iteration. I



I



I



If only one pair of strategies remains, it is the sophisticated equilibrium and the game is solvable. But such a method assumes that players’ rationality is common knowledge. It is a very strong assumption and one can suppose that this assumption is too restrictive in some environments. This leads to the development of prudent strategies that aims to maximize the worst possibility.



Conclusion I



Besides such basic methods, a more sophisticated method has been proposed to reach a steady state: The Nash equilibrium.



I



The solution is the best strategy of a player given the strategy the other players choose.



I



The Nash equilibrium generalizes the Dominant Strategy equilibrium.



I



The Nash equilibrium suffers from several limits: it may be non pareto dominant, there may exist several equilibria or none.



I



To overcome this last limit, one can use mixed strategies.
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