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Abstract. Ensemble of randomized trees such as Random Forests are among the most popular tools used in machine learning learning and data mining. Such algorithms work by introducing randomness in the induction of several decision trees before employing a voting scheme to give a prediction for unseen instances. In this paper, randomized trees ensembles are studied in the point of view of the basis functions they induce. We point out a connection with kernel target alignment, a measure of kernel quality, which suggests that randomization is a way of obtaining a high alignment, leading to possibly low generalization error. The connection also suggests to post-process ensembles with sophisticated linear separators such as Support Vector Machines (SVM). Interestingly, post-processing gives experimentally better performances than a classical majority voting. We finish by comparing those results to an approximate infinite ensemble classifier very similar to the one introduced by Lin and Li. This methodology also shows strong learning abilities, comparable to ensemble post-processing. Keywords: Ensemble Learning, Kernel Target Alignment, Randomized Trees Ensembles, Infinite Ensembles
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Introduction



Ensemble methods are among the most popular approaches used in statistical learning. This popularity essentially comes from their simplicity and their efficiency in a very large variety of real-world problems. Instead of learning a single classifier, ensemble methods firstly build several base classifiers, usually via a sequential procedure such as Boosting ([13], [15]), or a parallel strategy using randomization processes such as Bagging [2] or Stochastic Discrimination [21], and secondly, use a voting scheme to predict the class of unseen instances.
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Because of their impressive performances, understanding the mechanisms of ensemble learning algorithms is one of the main priority in the machine learning community. Several theoretical works have connected the Boosting framework with the very well known SVMs [29] highlighting the margin’s maximization properties of both algorithms (see e.g [11] [14] [25]). Another popular theoretical framework comes from [15] who pointed out its connection with forward stagewise modelling leading to several improved Boosting strategies. Ensembles using randomized processes suffer from a lack of well defined theoretical framework. Probably the most well-known result highlighting the benefits of such a strategy is due to Breiman [5] who showed that the performance of majority voting of an ensemble depends on the correlation between members forming the pool and their individual strength. Other notable works concern the study of the consistency of such algorithms [1]. In this paper, we go a step further [5] by analyzing the basis functions induced by an ensemble using a randomized strategy. As pointed out in [19], most ensemble methods can be seen as approaches looking for a linear separator in a space of basis functions induced by the base learners. In this context, analyzing the space of basis functions of an ensemble is of primary importance to better understand its mechanism. We specifically focus on studying the situation where base learners are decision trees. A lot of empirical studies have shown that this class of classifiers is particularly well-suited for ensemble learning (see e.g [12]). More precisely, we show a close connection between randomized trees ensembles and Parzen window classifiers. Interestingly, the error of a Parzen window classifier can be bounded from above with a kernel quality measure. This results in a generalization bound for an ensemble of randomized trees and clearly highlights the role of diversity and individual strength on the ensemble performance. Moreover, the connection suggests potential improvements of classical trees ensembles strategies. In section 2, we review some basic elements concerning decision tree induction. We focus on the importance of regularization and we point out a connection between decision trees and Parzen window classifiers. We introduce the notion of kernel target alignment (KTA) [9], a kernel quality measure allowing to bound the error of a Parzen window classifier. Once those base concepts are posed, we will show that an ensemble of randomized trees generates a set of basis functions leading to a kernel which can have a high alignment, depending on the individual strength and correlation between base learners (section 3). Interestingly, the connection shows that increasing the amount of randomization leads to a more regularized classifier. Based on those results, we present in section 4 two possibilities for improving the performance of a randomized trees ensemble. The first strategy consists in



Learning with Ensemble of Randomized Trees : New Insights



3



post-processing intensively the comittee using powerful linear separators. The second strategy builds an approximate infinite ensemble classifier and is very similar to the one presented in [23]. That is, instead of selecting a set of interesting basis functions as realized by an ensemble, we will fit a regularized linear separator in the (infinite dimensional) space of basis functions induced by all possible decision trees having a fixed number of terminal nodes. Experiments comparing all those approaches are presented in section 5. Finally in section 6 we conclude.
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2.1



Decision Tree Induction



We consider the binary classification case specified as follows. We are given access to a set of n labeled examples S = {(x1 , y1 ) , ..., (xn , yn )} drawn from some (unknown) distribution P over X × {−1, +1}, where X is a d-dimensional abstract instance space composed of features X1 , ..., Xd taking their values in 1 kK1 + K2 kF kK1 + K2 kF leading to a potentially higher overall alignment. Note that if one uses M kernels, the alignment of sum will be equal to : Aˆ
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The effect of randomization will be to decrease a bit the average individual alignment of the kernels



in order to decrease their correlation, i.e, to increase



PM



kKm kF / m=1 Km . In most empirical studies on the relationship between F ensemble performance and strength-correlation, the main problem is to measure the diversity [22]. Equation (6) clearly highlights the role of each component and a possible way of measuring them. While randomization aims at playing on diversity and individual strength, its exact role is more complex. The reason comes from the concentration property of the alignment. As underlined in [9], if the kernel function is selected a priori, that is, if one do not learn the kernel, the value of the alignment measured on a sample S is highly concentrated around its expected value. As a consequence, building an ensemble of extremely randomized trees as realized by [17] leads to a kernel that would have quite the same alignment on the training sample and any test sample. However, learning too intensively the kernel, i.e, introducing few randomization in the tree induction will result in a larger difference and will be reflected in a lower expected alignment than one could wish to have. The direct implication is that introducing a high level of randomness leads to a more regularized classifier. This also shows that decreasing the amount of randomization in the induction of decision trees will not necessarily result in a higher individual expected alignment of a decision tree. Interestingly, in its experiments, Breiman [5] observed that increasing the number of features to find the best split did not necessarily led to higher individual strength. The explanation in terms of alignment concentration may give a clue to these results. Experiments showing all those claims are presented in section 5.
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Improved Randomized Trees Ensembles



In this section, we present two possible improvements of an ensemble randomized trees. Here, we describe the theoretical aspects. Experiments will be presented in section 5. 4.1



Post-processing



Globally, randomized trees ensembles can be seen as powerful kernel constructors because they aim at increasing KTA through the introduction of randomization. While the alignment is directly connected to Parzen window estimator, [9] have shown experimentally that maximizing KTA is also a good strategy before employing more complex learners such as SVMs. Because randomized trees ensembles directly act on the kernel target alignment, it seems interesting to post-process them using a more complex learner than a simple Parzen window estimator. That is, instead of simply giving the same weight to all basis functions induced by the ensemble, one can learn ”optimal weights” with an appropriate learning strategy. In this case however, we are no more protected against over-fitting because of the lack of links between the new learner and KTA and should consequently employ a specific regularization. A possible way consists in searching a vector of weights α ˆ such that [16]:   |B| |B| n n o X X X |B| p α ˆ0 = arg nmino L yi , α0 + αt bt (xi ) + λ |αt | (7) |B|



α0



i=1



t=1



t=1



where B is the set of basis functions induced by the ensemble of decision trees. Different parameterizations of L(.) and p lead to classical statistical learners. For example, choosing L(yi , f (xi )) = max(0, 1 − yi f (xi )) (hinge loss), and p = 2 consists in solving the SVM optimization program [29] in the space of basis functions constructed by the tree, while choosing L(.) as the hinge loss and p = 1 is equivalent to solve the LPBoost problem [11]. The choice of L(.) is mainly dependent on the type of learning problem we are facing. Typically, in a regression setting, L(.) is chosen as the square-loss function while in classification, we will tend to choose the hinge loss. The choice of regularization is a harder task since its effect is not yet fully understood. A well known difference is that constraining the coefficients in L1 norm (i.e, p = 1) leads to sparser results than using the L2 norm, i.e, most αi will tend to be equal to 0 [26]. Note that the set of basis functions B can be chosen to be the set of basis functions associated to terminal nodes or the set of basis functions associated to all nodes (terminal and non terminal). 4.2



Generating an infinite set of basis functions



In the case one works with a Tikhonov regularizer, an appealing strategy consists in considering not only basis functions induced by a finite ensemble, but all
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basis functions that could be induced by any decision tree and let a regularized learner as in (7) finding an optimal solution. The main problem here is that the program (7) will have infinitely many variables and finding a solution seems a priori untractable. However, as we will see, there are some possibilities to overcome this problem. Consider the optimization problem as stated in (7). Choosing p = 2 and L(y, f (x)) = max(0, 1 − yf (x)) leads to the well-known SVM optimization problem. Most practical SVM implementations work on the dual formulation of (7) minn
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