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Abstract. This paper proposes an approach for indexing large collections of videos, dedicated to content-based copy detection. The visual description chosen involves local descriptors based on interest points. Firstly, we propose the joint use of different natures of spatial supports for the local descriptors. We will demonstrate that this combination provides a more representative and then a more informative description of each frame. As local supports, we use the classical Harris detector, added to a detector of local symmetries which is inspired by pre-attentive human vision and then expresses a strong semantic content. Our second contribution consists in enriching such descriptors by characterizing their dynamic behavior in the video sequence: estimating the trajectories of the points along frames allows to highlight trends of behaviors, and then to assign a label of behavior to each local descriptor. The relevance of our approach is evaluated on several hundred hours of videos, with severe attacks. The results obtained clearly demonstrate the richness and the compactness of the new spatio-temporal description proposed.



1 Introduction Due to the increasing broadcasting of multimedia contents, Content-Based Copy Detection (CBCD) has become a topical issue. For identification of images and video clips, this alternative to watermarking approaches usually involves a content-based comparison between the original object and the candidate one. Generally it consists of extracting few small pertinent features (called signatures or fingerprints) from the image or the video stream and matching them with a database of features. In [1] for example, the authors compare global descriptions of the video (motion, color and spatio-temporal distribution of intensities) for video copy detection. Other approaches, as in [2], exploit local descriptors based on interest points. Such descriptors have proved to be very useful for image indexing, because of their well-known interesting properties like their robustness to usual image transformations (cluttering, occlusions, zooming, cropping, shifting, etc). A number of recent techniques have been proposed to identify points of interest or regions of interest in images, see the evaluation [3] in particular. When working on large collections of videos (several hundred hours of videos), it is essential to obtain a compact, robust and discriminant description of the video. Because of their interesting properties, our objective in this work is to exploit local descriptors to describe video contents, and in particular to enrich them without increasing the size of the feature spaces involved. Firstly, we propose to combine different natures of local B. Gunsel et al. (Eds.): MRSC 2006, LNCS 4105, pp. 290–297, 2006. c Springer-Verlag Berlin Heidelberg 2006 
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spatial supports of points. With the recent proposal of new local descriptors involving different natures of points (including textured patches, homogeneous regions, local shapes and symmetry points), some works have already proposed to improve image description by exploiting a combination of them [4,5]. Here, we propose to combine the classical Harris detector with a local detector inspired by pre-attentive human vision (symmetry points). We detail and justify these choices in section 2. Secondly, the other objective of this work is to characterize the dynamic behavior of the local descriptors obtained along video sequences. Our approach involves the estimation and characterization of trajectories of interest points along the sequences. The aim is to highlight trends of behaviors and then to assign labels of behavior to each local descriptor. These aspects are addressed in sections 3 and 4. Finally, the two contributions of this work are evaluated in section 5.



2 Combining Complementary Local Descriptors In previous work [6], we have used the well-known Harris points of interest [7] that corresponds to corners with high contrast. In order to enrich the video description, we would like to use points with a drastic visual difference in order to spatially describe the whole part of the frames. Points of symmetry are different from the corners by nature; moreover they have shown some interesting semantic properties. Reisfeld et al [8] developed an attention operator based on the intuitive notion of symmetry which is thought closely related to human focalization of attention. Privitera and Stark [9] proved by a comparison with an eye-tracking system that a local symmetry algorithm is very efficient for finding human regions of interest in general images such as paintings. More recently Loy [10] developed a fast algorithm for detecting symmetry points of interest, that uses image gradients. Stentiford [11] extracts axes of reflective symmetry in a goal of extracting semantics from visual material. All those works have proven the semantic strength of the symmetry and we think that extracting this information could be very usefull for a robust characterization for video sequences. The choice of combining these two kinds of local descriptors for indexing the visual content of videos follows from the facts that, on the one hand, the two supports involved clearly do not describe the same sites, as illustrated in the painting1 of figure 1. This provides a more representative and discriminant description of the image content. On the other hand, since symmetry points correspond to sites of visual attention [12], we feel they have the ability to index areas of interest with a strong semantic content, that should be reasonably less damaged by human post-production modifications. In the same way, the correlation of areas with high symmetry and semantic contents like faces [13] has proved to be an advantage in application of copy detection for TV sequences because the motion of the eyes, of the faces are very discriminant.



3 Off-Line Indexing Algorithm Here, we present the low-level description we propose for video content indexing. It consists in extracting and characterizing different natures of interest points in a first 1



W. Kandinsky, ”Yellow, Red, Blue”, 1925.
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Fig. 1. Harris points (+) and Symmetry points (X)



step and in tracking these points to extract temporal behavior in a second step. These techniques are classical, they do not represent the major contribution of this work. 3.1 Signal Description As explained in section 2, we compute two local descriptors of different natures: the first one is Harris points of interest and the second one is local points of symmetry using a similar algorithm as the one from Loy2 . Associated to these points, the signal description we employ leads to the following 20-dimensional signatures: S =   s1 s2 s3 s4 , , , , where the si are 5-dimensional sub-signatures computed at ||s1 || ||s2 || ||s3 || ||s4 || 4 spatial positions around the interest point. Each si is a differential decomposition of the gray level signal until order 2. Such a description is invariant to image translation and to affine illumination changes. For now, we use the same local description around Harris points (feature space SHarris ) and symmetry points (feature space SSym ). 3.2 Trajectory Building and Description The algorithm for building trajectories is basic and very similar to the KLT one [14]: trajectories are built from frame to frame by matching local descriptors from SHarris and SSym independently. For each trajectory, the signal description finally kept is the average of each component of the local descriptors. We call SMean the feature space obtained. The redundancy of the local description along the trajectory is efficiently summarized with a reduced loss of information. Moreover, we take advantage of the trajectories for indexing the spatio-temporal contents of videos: the trajectory properties allow to enrich the local description with a spatial, kinematic and temporal behavior of the points. Particular trajectories information (here, we have chosen their persistence and amplitude) are stored in a feature space called ST raj , that will be exploited to define labels of behavior, as presented in the following section. 2



We would like to thank Gareth Loy for sending us his matlab code for our preliminary tests.



Labeling Complementary Local Descriptors Behavior



293



4 On-Line Retrieval for CBCD 4.1 An Asymmetric Technique As the off-line indexing part needs long time computational and as the system of retrieval needs to be in real-time, the whole indexing process described in sections 3 can not be done for the candidate video sequences. A more fundamental reason is that the system has to be robust to small video insertion, or to re-authored video. The retrieval approach is therefore asymmetric. The queries are local descriptors from the feature spaces SHarris and SSym . Techniques with global description usually compare each frame from the query sequence to all the frames in the database but as we work with local description on very large databases, we need to sample the video queries. These query descriptors are selected depending on two parameters: – period p of chosen frame in the video stream; – number n of chosen points per selected frame. The advantage of the asymmetric technique is that we can choose on-line the number of queries and the temporal precision, which gives flexibility to the system. The main challenge of the asymmetric method was that we had on one side points of interest with a description from the feature spaces SHarris and SSym and on the other side spatiotemporal descriptors from the feature spaces SMean and ST raj . Figure 2 illustrates the registration challenge with such asymmetric descriptors.



A candidate video. The + represent the queries (Points of interest)



An original video in the database. Boxes represent the information extracted from the trajectories



Fig. 2. Illustration of the feature spaces involved in the asymmetric method



The voting function consists in exploiting the feature spaces SMean associated to the two point supports, to select some candidates and then in doing a spatio-temporal registration using the trajectory parameters in ST raj of these selected candidates. This robust voting function is not detailed here and is not the main point of the paper. The final system is fast, see table 5 of section 5 presents the computational costs measured during the evaluation step.
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4.2 Labels of Behavior for Selective Video Retrieval At this step, we propose the definition and the use of labels of behavior that allow to focus on local descriptors with particular trajectories during retrieval. Using the appropriate combination of several labels involving complementary behaviors enhances retrieval: it provides a more representative description of what is relevant in the video content, while it is more compact since only a part of the local descriptors is used. In our experiments, the labels used are the combination of ”motionless and persistent” points which are supposed to characterize the background, and the ”moving and persistent” points which are supposed to characterize motions of objects. The first category highlights robust points along frames, while the second one exhibits discriminant points. Figure 3 shows samples of points with these labels and table 5 presents the size of the different feature spaces and the huge reduction of the number of descriptors involved. Using those labels jointly provide high performances with a more compact space feature, as already demonstrated in previous work [6].



Symmetry points



Harris points



Fig. 3. Interest points with two chosen labels: boxes traduce the amplitude of moving points along trajectories (motionless points do not have box). Crosses are the mean position of such points.



5 Evaluation for CBCD This section presents our strategy for comparing our method to others. Evaluating a system of video copy detection is not obvious. A problem is what a good retrieval is. A perfect copy detection system should find all the copies in a video stream even with strong transformations with a high precision. 5.1 Framework of the Evaluation All the experiments are done on 320 hours of videos randomly taken from video archives stored at INA (the French Institut National de l’Audiovisuel). They are TV sequences from several kinds of programs (sports event, news show, talk show) and are stored in MPEG-1 format with 25 fps and frame size of 352 x 288 pixels. To test the robustness of our system, we define several types of attacks with different parameters. Those transformations are currently used in post-production like crop, zoom, resize and shift. Noise and transformation of the contrast and the gamma are also considered. Some examples are shown in figure 4.
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As a reference, we use the technique described in [2]. It uses key frames based on the image activity and local descriptors based on points of interest that are close to our method. A strong difference is that we have added a dynamic context for the local description. Another difference is that our technique describes the whole video sequence during the off-line indexing and not only the key images. In the asymmetric process, we can choose the temporal precision of the detection on-line by changing the parameters of the queries. This choice is impossible for the reference technique, because the same algorithm is applied to the database and the queries. We use this reference rather than [1] for example because the global description used (color, motion and distribution of intensities) is not enough robust for our specific needs, conducing to lower performances, especially for short video sequences. The authors of [2] kindly provided us with their code, using exactly the same parameters (p = 30 which correspond to 0.8 key frame per second and n = 20) and the same video benchmark. 5.2 Precision/Recall and Computational Costs For comparing the performances of the video copy detection systems considered, we have computed precision-recall (PR) curves in a simulated ”real” situation: 40 random samples of video segments from the video database have been randomly transformed: for each segment, the attacks have different parameters. Each video segment has a random length from 10 frames to 30 seconds. Those transformed video sequences have been inserted in 7 hours of videos not in the video database. The robustness to reencoding is also tested because for computing the benchmark videos, the video segment are re-encoded twice. We would like to highlight the fact that we have computed random transformations and not only one type per video as in usual evaluations. The length of the videos not in the database is also a hard challenge because it can generate a lot of false alarms. Figure 4 presents examples of retrieval.



(a) Videos from News show 1993, France 3



(b) Sports events Brazil Vs France 1977.



Fig. 4. Examples of copy retrieval. On the left of (a) and (b), video from the video test (video sequences with synthetic attacks). On the right, retrieved videos from the database.



Table 5 and figure 6 sum up the evaluation results obtained. To compare the two categories of local descriptors, we have first computed the PR curves independently for each category. Then to test their complementarity, we combined them using a fusion step in the voting process: a detection is only considered when the two kinds of points are detected on the same frame with a coherent spatio-temporal registration. From this frame which has a high probability to be well detected, other frames detected (even
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by one type of local descriptors) can be aggregated. Despite the use of the same lowlevel description, no points from one kind of queries (Harris points queries or symmetry points queries) is matched with the other kind, which confirms the non redundancy of the two kinds of descriptors. Size of the feature spaces For 320 hours Symmetry Harris Total number SSym and SHarris 2100 × 106 2400 × 106 SM ean for : All the trajectories 55 × 106 61 × 106 Selected Labels 13.4 × 106 16.8 × 106 Reference technique 19 × 106



1



Fig. 5. Performances (R.T. for Real Time)



Precision



0.8



Computational costs Off-Line Indexing 320 hours of videos Computing ST raj and SM ean 480 hours 0.7 R.T. On-Line Detecting 7 hours of queries Computing queries 45 min 9 R.T. Search and Voting 25 min 28 R.T. Total 70 min 6 R.T.
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Fig. 6. PR curves for different Local descriptors



We consider that a video segment is detected if the possible detected video segment (which consist in a beginning time code, a end time code and a score) has a consequent intersection with the Ground Truth. It is obvious that the most important for the video copyright management is to find the most video segments possible, but the precision parameter is still important because a final human operator needs to confirm or not a detection. From table 5 and figure 6, some remarks can be done: – Using Harris points or Symmetry points leads to the same maximal recall (70 % of recall for 70% precision) but precision decreases faster by using symmetry points. For a 80% precision, using symmetry points is similar to the reference technique, while using Harris points leads to a better recall (+ 9%) which is a really important in terms of retrieved segments. – By combining the two local descriptions, the improvement is really strong, with a better recall and a better precision (+ 20% in recall for all the precision comparing to the reference technique). The combination of the two types of points provides a drastic reduction of false alarms. The fact that the whole video is described during the off-line indexing phase explains those performances even for small video segments which are not correctly detected with the reference technique. We also proved here the relevance of the joint use of complementary natures of points, with a reduced growth of the feature spaces involved.
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6 Conclusions and Future Work This paper demonstrates that our approach is generic and can involve different types of local descriptors for video indexing and retrieval. It also shows a real improvement for CBCD, by using jointly two kinds of interest points, extracted by the Harris Corner detector and a Radial Symmetry detector. As an extension of this approach, now we have a set of points of interest with different semantics contents: information on the behavior but also information on the nature of local descriptors. The next exciting challenge would be to exploit jointly these labels (labels of behavior and of nature of the points) in order to extract the most relevant semantic informations. This information (of higher level than the simple signal description) would be useful for reducing the semantic gap which is a fundamental goal for video indexing applications. Future work will consist in improving the relevance of the labels extraction by using automatic classifiers. Finding an adapted description for each nature of interest points is also considered. Using a similar description, other applications of video retrieval will also be explored, like finding similar videos which are not copies.
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