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Fuzzy measures are powerful at modeling interactions between elements. Unfortunately, they use a number of coefficients that exponentially grows with the number of elements. Beyond the computational complexity, assigning a value to any coalition of a large set of elements does not make sense. k-order measures model interactions involving at most k elements. The number of coefficients to identify is reduced and their modeling capacity is preserved in real problems where the number of interacting elements is limited. In extreme situations of full redundancy or complementariness, it is mathematically proven that the complete fuzzy measure is both k-additive and k-maxitive. A learning algorithm to identify k-maxitive measures from labeled data is designed on the basis of HLM S (Heuristic Least Mean Squares). In a classification context, the study of synthetic data with partial redundancy or complementariness supports the idea that the difference between full and partial interaction is a matter of degree, not of kind. Dealing with two real world datasets, a comparison of the complete fuzzy measure and a k-maxitive one shows the number of interacting elements is limited and the k-maxitive measures yield the same characterization of interactions and a comparable classification accuracy.
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1. Introduction
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In order to design interpretable and robust classification models, discrete fuzzy measures [23] may contribute to characterize set behavior in a complex data domain, i.e. data with high dimension, correlation, or noise. The interpretability goal points to the comprehension of the relationships between inputs (feature subsets) and outputs (class labels), to achieve more compact and computationally simpler models. Hence, let N = {1, · · · , n} be a set of elements, features in the case of classifier design. A fuzzy measure, µ, weighs all subsets A ⊂ N , 0 ≤ µ(A) ≤ 1, to state the coalition importance for the classification process. To go further in the expressiveness of set behavior, e.g. characterizing redundancy or complementariness, other fuzzy measure representations are considered: the Möbius representation, m of µ, to characterize the type and strength of interactions among the elements of N ; and the interaction index [6, 21], I, to characterize the average contribution of a coalition considering all subsets it is part of. Hence, µ, m, and I representations provide different viewpoints of a set characterization. Despite the descriptive power of fuzzy measures, their practical implementation is limited by the coefficient identification complexity: n elements require the evaluation of 2n -2 coefficients. This exponential growth is their Achilles’s heel, restricting their use to problems with a handy number of elements. Trying to overcome the identification scalability, simplified fuzzy measures have been proposed based on the inclusion of new restrictions. The λ-measures [24] reduce the number of coefficients to be identified to n+1, the singletons and λ, but lose modeling capability. To model the interaction between k elements specific fuzzy measures were proposed: k-additive [6] and k-maxitive [15, 16] ones. Beyond computational complexity, semantics also argues for simplified fuzzy measures. As the number of interacting elements in real decision making problems is limited, one should wonder if the complete fuzzy measure identification makes sense. The answer should take into account the problem data cardinality: all coefficients may be needed for a reduced number of elements, e.g. n=3 elements, but when this number gets average or high, e.g. n=30, the complete fuzzy measure becomes meaningless. Is it really useful to assign a specific weight to each of (n-1)-size coalitions? Modeling k-order interaction meets the needs of both complexity and semantic. The goal of this paper is to study the potential of k-order fuzzy measures and their use in a supervised learning process for classification. First, the case of full interaction is analyzed. In such extreme situation, the fuzzy
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measure is both k-additive and k-maxitive. The second objective of this work is the proposal of a k-maxitive measure learning algorithm based on HLM S [4]. It is first used on synthetic data, to assess the k-maxitive measure ability for modeling partial, and more realistic, interactions, either redundancy or complementariness. Then, the learning algorithm is included within a pipeline that starts the learning process from raw data. This allows for managing real world data. Two well known datasets are used for illustrating the characterization the fuzzy measure is likely to provide in the process of feature selection (semantics) and for comparing complete and k-maxitive measures (complexity). The outline of the paper is as follows: Section 2 introduces basic concepts related to fuzzy measures. In Section 3 specific measures to model k-order interactions, presented in the literature, are analyzed. The relationship between the complete fuzzy measure and the k-order ones is formalized in the case of extreme situation of full interaction. The learning algorithm is described in Section 4. The numerical experiments are carried out in Section 5 with synthetic and real world datasets. Finally, Section 6 summarizes the main conclusions and perspectives.
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2. Preliminaries
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This section introduces basic concepts related to fuzzy measures, discrete Choquet integral and the generalized interaction index [6]. Let us consider a finite set N ={1, . . . , n} and let P(N ) denotes its power set. In this paper, a set is noted by a letter in uppercase and its cardinality with the same letter in lowercase, a = |A|.
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2.1. Fuzzy measures and the discrete Choquet integral
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A fuzzy measure (FM) is a set function µ : P(N ) → [0, 1] fulfilling the following two axioms [9]:



61 62



66 67



68 69 70 71 72



1. Normalization: µ(∅) = 0, µ(N ) = 1 2. Monotonicity: A ⊆ B ⊆ N ⇒ µ(A) ≤ µ(B) While the former allows for fuzzy measure comparisons, the latter ensures that adding any element to a given subset does not make it less informative. Fuzzy measures are used in the definition of the discrete Choquet integral aggregation operator. For a given f : N → ℜ+ , its discrete Choquet integral C with respect to a fuzzy measure µ : P(N ) → [0, 1] is defined as follows: n   X f(i) − f(i−1) µ({i, . . . , n}) Cµ f ,



(1)



i=1
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where f(·) is the rearrangement induced by fi , i = 1, . . . , n, sorted in ascending order, i.e., f(1) < · · · < f(n) , by convention f(0) = 0. 2.2. Semantic interpretation of fuzzy measure coefficients Three kinds of interaction between two elements were defined in [5] according to the relationship between coefficients of singletons and pair of elements: Redundancy The coefficient value associated with {i, j} is almost the same as the individual value for each element, i.e., µ({i, j}) < µ({i}) + µ({j}). This kind of interaction is also called negative synergy. Complementariness The coefficient value associated with {i, j} is large, although these elements have small values if they are considered separately, i.e., µ({i, j}) > µ({i}) + µ({j}). This kind of interaction is also called positive synergy.
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Independence The coefficient value associated with {i, j} is equal to the sum of their individual values, i.e., µ({i, j}) = µ({i}) + µ({j}).
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2.3. Interaction index
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In the field of cooperative game theory, the Shapley index can be used to characterize the importance of individual features [22]:



φi =



X (n − k − 1)!k!  µ(K ∪ {i}) − µ(K) n!



(2)



K⊆N \i



where 0!=1 as usual. The Shapley value of µ is the vector φ = [φ1 · · · φn ] which has the property to be linear with respect to µ, and to satisfy: n X



φi = µ(N ) = 1



(3)



i=1
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This index has been generalized, first to characterize the importance of pairs [21] and finally for subsets A of arbitrary cardinality [6]:



I(A) =



X



K⊆N \A 90 91



(n − k − a)!k! X (−1)a−b µ(K ∪ B) (n − a + 1)!



(4)



B⊆A



I(A) reduces to Shapley index when A is a singleton. The Shapley index ranges in [0, 1] and the interaction index for pairs in [−1, 1]. When there is a subset R ⊆ N , of r fully redundant elements, while the others only bring noise, then for any A ⊆ R, of size a, it was mathematically proven [19] that the interaction index becomes: I(A) =



(−1)a+1 r−a+1



(5)



Similarly, when there is a subset C ⊆ N of c fully complementary elements, for any A ⊆ C, it is: I(A) =



1 c−a+1
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2.4. Möbius transform
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A Möbius transform of a fuzzy measure µ is a set function m on N defined by [25]: m(T ) =



X



(−1)t−k µ(K), ∀T ⊆ N



(6)



(7)



K⊆T 94 95 96



The interaction index and the Möbius transform provide alternative representations of a fuzzy measure. There is a one to one correspondence between these three spaces [6]. The fuzzy measure coefficients are computed from the Möbius representation using the the Zeta-transform: µ(T ) =



X



m(S) ∀T ⊆ N



(8)



S⊆T
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3. Modeling k-order interaction
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In real world data the number of interacting elements is limited. This section recalls the ways of modeling such interactions and propose new results in the particular case of full interaction, either redundancy or complementariness.
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3.1. k-order measures
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Grabisch [6] first introduced the k-order additivity concept for discrete spaces, then it was generalized to arbitrary measurable spaces by Mesiar [15].
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Definition 1 A fuzzy measure µ is said to be k-additive if its Möbius transform satisfies m(S) = 0 for any S such that s > k and there exists at least one subset S ⊂ N of exactly k elements such that m(S) 6= 0.
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The particular case of 2-additive FM has been especially studied. The necessary and sufficient conditions for a fuzzy measure to be 2-additive are [14]:



X



{i,j}⊆N



X



µi ≥ 0, ∀i ∈ N X µi,j − (n − 2) µi = 1



(9)



i∈N



(µik − µi ) ≥ (a − 2)µk , ∀A ⊆ N, a ≥ 2, ∀k ∈ A.



i∈A\{k} 110 111 112



where µi = µ({i}) and µij = µ({i, j}). That means that a 2-additive fuzzy measure is entirely determined by the coefficients of singletons and pairs of elements. The Choquet integral of a 2-additive fuzzy measure can be easily computed from the Shapley indices of singletons and the interaction indices of pairs: Cµ (x) =



n X



Ii xi −



i=1
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X



Iij |xi − xj |



{i,j}⊆N



The first idea to reach k-additivity is to truncate the fuzzy measure in the Möbius space, by setting to zero values associated with higher than k cardinality sets. Unfortunately, this truncation does not yield a fuzzy measure in the general case: the above mentioned constraints are usually unsatisfied, monotonicity and normality may be lost [3]. In [18], these constraints are included in a fuzzy measure learning algorithm for singletons and pairs to deal with feature selection in a classification context. A linear programming optimization, also for a 2-additive measures, is proposed in [13]. Both works show the extension to higher values of k is not straightforward. In [14], a 2-additive Choquet integral is used for cardinal information representation by the means of cyclones. According to the authors, “in practice cyclones are not easy to detect”. They then consider MOPI (Monotonicity of Preferential Information) conditions, but unfortunately “the final number of necessary and sufficient conditions could be very large”. Despite its interest and stimulating studies, the practical application of k-additive measure is still limited by the lack of learning algorithms. Inspired from the k-additive measure, the k-maxitive fuzzy measure was proposed [2, 17]. It is based on an alternative Möbius transform called possibilistic Möbius transform. It can be seen as another framework for modeling k-order interaction in the coefficient space.
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Definition 2 The possibilistic Möbius transform of a fuzzy measure µ on N is a P(N ) → [0, 1] mapping mp defined by:



mp (A) = 132



(



µ(A)



if µ(A) > max µ(B)



0



otherwise



B⊂A



The possibilistic Zeta transform of P(N ) → [0, 1] mapping m is the P(N ) → [0, 1] mapping Zm defined by: Zmp (A) = max mp (B) B⊆A
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(10)



(11)



Under some conditions [2], Zmp = µ. The k-maxitive fuzzy measure is defined analogously to the k-additive one but using the possibilistic Möbius transform.
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Definition 3 A fuzzy measure µ is called k-maxitive if its possibilistic Möbius transform satisfies mp (S) = 0 for any S such that s > k and there exists at least one subset S of N of exactly k elements such that mp (S) 6= 0.
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The constraints the fuzzy measure coefficients must satisfy for being k-maxitive are easier to check than in the case of k-additivity. A fuzzy measure where the coefficients of coalitions with more than k elements are computed as the maximum of the ones of included subsets with size up to k, is a k-maxitive fuzzy measure. The underlying semantics is not to give a specific weight to subsets of size higher than k. This is a way of modeling a k-order interaction in the coefficient space.
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3.2. The particular case of full interaction
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In some extreme situations, the fuzzy measure is k-additive and k-maxitive.
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Theorem 1 A fuzzy measure that characterizes a set N of n elements among which k of them are fully complementary or redundant and the others only bring noise is k-additive. Proof The proof considers separately the cases of complementariness and redundancy.
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Complementary elements Let us consider the case of a set C ⊆ N of c fully complementary informative elements while the other elements only bring noise. As we know from previous results [19], µ(S) = 1 ⇐⇒ C ⊆ S and µ(S) = 0 otherwise. The Möbius values which may be different from zero are those of sets which include at least one subset with a non null fuzzy measure coefficient, meaning the sets S ⊇ C. For the set C, the transform reduces to: m(C) = (−1)0 = 1, as the fuzzy measure coefficient is zero for all A ⊂ C. t−c P t−c t−c−i ∀T ⊃ C, m(T ) = i (−1) i=0



This value is zero, thanks to the binomial formula:
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.



 t−c  X t−c (−1)t−c−i (+1)i = (−1 + 1)t−c = 0 m(T ) = i i=0



The two conditions for a measure to be k-additive are fulfilled. So, in this extreme situation of c fully complementary elements, the fuzzy measure is k-additive. Redundant elements The set of elements includes now a subset R ⊆ N of r redundant informative elements while the rest of the elements do not bring any useful information. We know from previous results [19] that µ(S) = 1 ⇐⇒ R ∩ S 6= ∅ and zero otherwise. Let us check the two conditions to be met for the fuzzy measure to be k-additive, with k=r. First at least one subset of cardinality r should have a non null Möbius value. This is true for the set R: m(R) =



168 169 170 171 172 173



174 175 176 177 178 179



r   X r (−1)r−i i i=1



The sum starts now at r = 1, as for r = 0 the corresponding set is the empty set, for which fuzzy measure coefficient is zero. m(R) = ±1 according to r value, negative when r is even. The second condition states: ∀T, t > r, m(T ) = 0. If t > r, that means T includes at least one element which does not belong to R. Any T can be defined as an union: T = {L ⊆ R} ∪ {M ⊆ (N \ R)}, with the cardinalities: t = l + m. For such a given T , the expression of its Möbius transform becomes: "  m   # l X l X m t−p−q (−1) m(T ) = p q=0 q p=1 Thanks to the binomial theorem, this value is zero for all sets T . This proves that, in this extreme situation of r fully redundant elements, the fuzzy measure is k-additive. These extreme situations, where the fuzzy measure coefficients take values in {0, 1}, show how meaningful the concept of k-additivity is: when the number of interacting elements is limited to k, the fuzzy measure is k-additive under the condition the k value is carefully chosen. Unfortunately k-additive fuzzy measures are not so easy to generate and only restricted attempts for k=2 have been reported.
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k-maxitive measures are considered as a potential alternative for k-interaction modeling.
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Theorem 2 A fuzzy measure that characterizes a set N of n elements among which k of them are fully complementary or redundant and the others only bring noise is k-maxitive.
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Proof The proof is trivial. The maximum value for a coefficient, 1, is reached, in both cases of full redundancy and complementariness, at the k level. When there are k fully interacting elements, the fuzzy measure is both k-additive and k-maxitive. As the k-maxitivity can be managed in the coefficient space, this kind of measure is easier to design, whatever the k value, than the k-additive one.
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4. k-HLM S algorithm
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In order to learn k-maxitive measures from data, a new supervised algorithm based on HLM S [4, 20], called k-HLM S (Algorithm 1), is presented. The algorithm input is a training dataset D composed of m samples described by n features and a reference target. The dataset is organized as follows:  1  x1 . . . x1i . . . x1n T 1 ..  ..  ..  .  . .  j  j j j  D=  x1 . . . xi . . . xn T   .  .. ..  ..  . . m m m m x1 . . . xi . . . xn T



In this matrix, a column represents a feature, and a row a sample, xj = xj1 , . . . , xjn . Each element xji represents the satisfaction degree of the feature i for sample j. T j is the output value (target) to infer from the satisfaction degrees. In this way, the partial information provided by each feature is integrated to get a global result. The data, both the description and the target, must be commensurable, i.e. ranging in the same scale and having the same meaning. In the case of classification, the data can be degrees of evidence for the sample to belong to a given class. The aggregation operator used to integrate the information provided by each feature is the Choquet integral. It enables the consideration of underlying interactions among features. The goal of the algorithm is to learn the fuzzy measure coefficients that best reproduce the target from the description. In k-HLM S, only the coefficients for coalitions that includes at most k elements are learned. For all sets A ⊂ N , k < a < n, the coefficients are computed as: µ(A) = max µ(L) L∈P(A) l=k



203 204 205 206 207 208 209 210 211 212 213 214 215 216 217 218 219 220



(12)



Finally, to satisfy the normalization axiom, µ(N ) is set to 1. A given sample always uses the same coefficients to compute the Choquet integral, one for each subset size between 1 and n-1. The coefficients which are used by only a few samples are identified as untouched coefficients and are not used during the training process (Line 3). The threshold is set to max(3, m/100). It ensures that the coefficient values are supported by a significant number of samples. Initially, all the fuzzy measure coefficients to be learned are initialized to the equilibrium state, |i|/n for a i-size coalition (Line 4-6), and stored in the uk vector. At each iteration, samples are randomly sorted to prevent any bias related to presentation order (Line 8). To compute the Choquet integral (Line 11), only the coefficients required by the current sample are defined according to Eq. (12). This is done by the UncutFm function (Lines 10 and 19). Thus, there is no need to store the whole coefficient set. The coefficients associated with sets of cardinality up to k involved in the corresponding integral are updated (Line 13) according to the learning rate, α > 0, and the difference, for the current sample, between the Choquet integral and the target. In this formula, ul stands for the coefficient of the l-size set triggered by the current sample. Monotonicity check, is done with neighbors up to level k (Line 14). The stop criterion can be based upon the root mean square of errors (E) convergence (Lines 17-22), or, plainly, on a predefined number of iterations. In the latter, there is no need to compute E.



Algorithm 1 k-HLM S 1: Input: Training data D, m samples, (xj , T j ), j = {1, . . . , m}, of N = {1, . . . , n} features Max order: 1 < k < n 2: Output: Fuzzy measure coefficients up to level k, uk 3: Z ← Identify_Untouched(D) {Untouched coefficients identification} 4: for i ∈ P(N ) \ Z and |i| ≤ k do 5: u{i} ← |i|/n {Initialization of usable coefficients up to k} 6: end for 7: repeat 8: examples ← random(1 : m) {Sensitivity to data presentation order} 9: for j ∈ examples do 10: u ← U ncutF m(uk , xj ) {Complete coefficients using Eq.(12)} 11: ej ← Cu (xj ) − T j {Individual error calculation} 12: for l ∈ (1 : k) do ej × (xj(n−l+1) − xj(n−l) ) {Coefficient update up to level k} 13: ul ← ul − α × emax 14: CheckM onoU ptoK(ul , k) {Monotonicity check, up to level k, with neighbors } 15: end for 16: end for 17: E←0 {Global error calculation} 18: for j ∈ examples do 19: u ← U ncutF m(uk , xj ) 20: E ← E + (Cu (xj ) − T j )2 21: end for q 1 22: E← m E 23: until Stop_Criterion is met 24: return(uk )
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5. Numerical experiments
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In this section, modeling ability of k-maxitive measure is evaluated considering two data scenarios: i) synthetic data, with partially redundant and complementary set of features, and ii) real benchmark datasets. In both cases, the k-maxitive behavior is compared to the complete fuzzy measure whose coefficients are identified through (n-1)-HLM S algorithm (since µ(N )=1). The k-HLM S algorithm parameters are set as follows: learning rate α=0.05 and stop after 3000 iterations.
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5.1. k-maxitive behavior with synthetic data
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In order to study the k-maxitive modeling ability, synthetic data with partially redundant or complementary set of features are analyzed. Datasets have 7 features {1, 2, . . . , 7} and 440 samples, target value T={Class0, Class1}, row values represent confidence degrees that the associated sample belongs to Class1. Values of k in the range [2, 6] were tested, where k=6 corresponds to the complete fuzzy measure. {1} {2} {3}



{4} {5} {6} {7}



200 unif [0.7 , 1] 200 unif [0 , 0.2]



440 unif [0 , 1]



40 unif [0 , 1] Partially redundant



T



{1} {2} {3}



1



200 unif [0.7 , 1]



0



200 unif [0 , 1]



0/1



40 unif [0.7 , 1]



{4} {5} {6} {7}



T 1



440 unif [0 , 1]



0 0



Partially complementary



Fig. 1: Synthetic data design
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Redundant
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Partially redundant set of features. The partial redundancy among {1, 2, 3} features is achieved by 400 samples fully redundant, i.e., {1, 2, 3} bringing the same information, and 40 samples bringing noise, as shown in Fig. 1. For features 1 to 3 random values were generated from uniform distributions in non-overlapping intervals to get full redundancy: 200 samples for Class1 in [0.7, 1]; 200 samples for Class0 in [0, 0.2]. The 40 noisy samples were generated in [0, 1] with classes chosen at random. Features 4 to 7 bring noise, i.e., 440 samples with uniformly distributed values in [0, 1]. The most relevant feature belongs to {1, 2, 3} for most samples. Thus, coefficient values associated with singletons get high values as well as the ones associated with subsets of {1, 2, 3} due to fuzzy measures monotonicity[19]. Consequently, we expect good results even with k=2 simplification, meaning the I values should be significant for all subsets L ⊆ {1, 2, 3} and zero for the rest of coefficients. In addition, I signs should alternate according to Eq.(5). Table 1 displays the interaction index values for sets L ⊆ {1, 2, 3}, computed using Eq.(4). Only significant values, |I|>0.1, are shown. In order to compensate the lack of contribution of high order sets in the Choquet integral (Line 11 of k-HLM S) coefficients up to k may be overestimated. This is likely to affect the interaction index calculation. Coalition k=2 k=3 k=4 k=5 k=6



{1} 0.390 0.428 0.410 0.412 0.393



{2} 0.282 0.260 0.265 0.256 0.286



{3} 0.292 0.281 0.297 0.320 0.313



{1,2} -0.499 -0.376 -0.410 -0.411 -0.317



{1,3} -0.314 -0.302 -0.288 -0.216 -0.213



{2,3} -0.196 -0.285 -0.275 -0.238 -0.213



{1,2,3} 0.426 0.417 0.371 0.400 0.685



RM SEI 0.13 0.13 0.12 0.11 0



Table 1: I of coalitions L ⊆ {1, 2, 3} for partially redundant dataset. 247 248 249 250 251 252



Table 1 shows that all k approximations model the partial redundancy among the three features: significant values are obtained for subsets in {1, 2, 3} and their signs are negative for even cardinality sets and positive for odd ones. Finally, the last column (RM SEI ) is the root mean squared error between each approximation (k-row) and the complete fuzzy measure (last row). As expected, higher values of k approximates better the complete fuzzy measure. In addition, Table 2 shows the Möbius values. For any k, the only significant coefficients are the ones associated with subsets in {1, 2, 3} confirming the three order interaction. Coalition k=2 k=3 k=4 k=5 k=6



{1} 0.850 0.822 0.815 0.783 0.761



{2} 0.613 0.649 0.651 0.640 0.663



{3} 0.591 0.619 0.627 0.607 0.642



{1,2} -0.596 -0.634 -0.651 -0.611 -0.648



{1,3} -0.441 -0.443 -0.445 -0.395 -0.542



{2,3} -0.245 -0.435 -0.464 -0.438 -0.552



{1,2,3} 0.228 0.422 0.467 0.513 0.667



RM SEm 0.21 0.11 0.09 0.09 0



Table 2: Möbius coefficients (m) of coalitions L ⊆ {1, 2, 3} for partially redundant dataset. 253 254



255 256 257 258 259 260 261 262 263 264 265 266



We conclude that for partially redundant sets of features, k-maxitive measures provide a good approximation to the complete fuzzy measure for any k. Partially complementary set of features. The partial complementariness among {1, 2, 3} is achieved by 400 samples for which the features are fully complementary, and 40 noisy samples. For features 1 to 3 random values were generated from uniform distributions in overlapping intervals to get full complementariness: 200 samples for Class1 in [0.7, 1]; 200 samples for Class0 in [0, 1]. The partialness is given by 40 samples in the range used for Class1, [0.7, 1], with a Class0 label. In this way, features 1 to 3 bring simultaneous wrong support to the classification process. Features 4 to 7 bring noise, i.e., 440 samples with uniformly distributed values in [0, 1]. For a set C of complementary features, only fuzzy measure coefficients of coalitions that include C are non-null (see [19]). When c = 3, 2-maxitive simplification should be wrong since coefficients of order higher than 2 should be set from uninformative values, according to Eq.(12). The interaction index values should be significant and positive for all subsets L ⊆ {1, 2, 3} when k ≥ 3, and zero for remaining coalitions. The results summarized in Table 3 show that the I values are consistent with the expected behavior: for k ≥ 3, I of L ⊆ {1, 2, 3} are positive, then k-maxitive measure is able to model the partial complementariness



Coalition k=2 k=3 k=4 k=5 k=6



{1} 0.429 0.330 0.328 0.325 0.314



{2} 0.095 0.325 0.328 0.319 0.313



{3} 0.292 0.330 0.329 0.322 0.314



{1,2} 0.193 0.485 0.483 0.473 0.456



{1,3} 0.585 0.496 0.490 0.479 0.462



{2,3} -0.093 0.484 0.485 0.473 0.458



{1,2,3} -0.224 0.965 0.946 0.925 0.894



RM SEI 0.49 0.03 0.02 0.01 0



Table 3: I of coalitions L ⊆ {1, 2, 3} for partially complementary dataset.
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getting better with increasing k. See RM SEI column. For k=2, the corresponding values are inconsistent. The negative value for {2, 3} could be interpreted as redundancy between both features, but in this case the {1, 2, 3} index value would have been positive. Consequently, the approximation for k < c does not work. The Möbius transform of the fuzzy measure was also calculated (Table 4). Values for k ≥ 3 should be significant only for coalition {1, 2, 3} stating that the three elements are complementary. However, for k=2 significant values are observed for other subsets included in {1, 2, 3} due to the inconsistencies in 2-maxitive values. Coalition k=2 k=3 k=4 k=5 k=6



{1} 0.007 0.008 0.001 0.004 0.006



{2} 0.003 0.005 0.002 0.000 0.001



{3} 0.004 0.002 0.003 0.003 0.001



{1,2} 0.291 0.001 0.008 0.002 0.001



{1,3} 0.676 0.000 0.001 0.001 0.002



{2,3} 0.095 0.002 0.001 0.002 0.002



{1,2,3} -0.294 0.959 0.867 0.855 0.839



RM SEm 0.51 0.04 0.01 0.00 0



Table 4: Möbius of coalitions L ⊆ {1, 2, 3} for partially complementary dataset. 274
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The analysis of both experiments suggests that if the maximum cardinality of simultaneously interacting features is known, or could be in some way estimated, the use of k-maxitive measure preserves the characterization ability of complete fuzzy measures while reducing the complexity. It was shown in section 3 that for full interaction, k-maxitive are identical to the complete fuzzy measure, providing a perfect characterization. This study shows that the difference between partial and full interaction is a matter of degree, not of kind.
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5.2. Application to benchmark data
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Classification, meaning assigning a class label to a sample on the basis of its description, is one the most popular task in information processing. When the number of features gets average or high, classifier design is achieved by means of learning algorithms. Many of them are available for supervised learning. They generally include a feature selection step which is usually based on individual evaluations [10] assuming a rarely met condition of feature independence [7, 12]. Taking interaction into account may improve the final accuracy. This can be done either in the feature selection step [4, 5, 18] or in classifier combination [11, 1]. The framework for classifier design, presented in [19], and illustrated in Fig. 2, can be used with k-maxitive measures. It designs and uses a fuzzy measure for each of the possible classes. The process starts with the raw data. The first component aims to convert feature values into commensurable confidence degrees. For each sample the relevance of an individual feature value for the identification of a given class is taken from the probability density distribution of feature values within the class. The higher the transformed feature value, the higher the evidence provided by the feature that the sample belongs to the given class. The Gaussian densities are designed in the training stage and used in the testing one. Then, for each class, the k-maxitive measure is used to integrate the evidence provided by each feature for the considered class. The training step consists in learning the fuzzy measure coefficients using the k-HLM S algorithm. The resulting fuzzy measures are used in the testing phase to classify new observations. The class label is the one for which the global evidence, computed using the Choquet integral with respect to the fuzzy measure, is the highest. The real world data used in this section are from the U CI repository1 . They have been chosen because their 1 https://archive.ics.uci.edu/ml/datasets.html
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Classified data



Fig. 2: Classification framework based on [19]. It presents two stages: Training and Testing. Rectangles represent components, arrows show data flow direction. The letter meaning is the following: n is the number of features; p is the number of classes and t is the number of selected features; m is the number of samples for the training stage; r is the number of samples for the testing stage
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number of features is high enough to illustrate that the number of interacting elements is limited, and also small enough to allow the complete fuzzy measure evaluation. Their main characteristics are summarized in Table 5. Datasets Breast Cancer Wine



#Features 9 13



#Samples 683 178



#Classes 2 3



Table 5: Benchmark data characteristics
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The comparison between the k-maxitive and the complete fuzzy measure considers four aspects: k   X n - #Coeff: Number of identified coefficients calculated as − U ntouched(up to k); j j=1 P Coeff: Sum over all classes of the coefficients up to level k; - RM SEI : Root mean squared error for I values between the k-maxitive and the complete fuzzy measure up to level k; - Error: Classification error rate.
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To analyze the interaction index representation, results were filtered using an absolute value threshold of a/n for a-order sets. In the Möbius space, bounds are not always symmetric [8]. The positive and negative ranges are thus considered separately. Each of them is divided into four equal intervals, corresponding to the four linguistic interaction levels: null, poor, medium or high. Only the last three are taken into account. For instance, for 3 features the range is [−2, 1] and only values lower than −0.5 or higher than 0.25 are considered as relevant.
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5.2.1. Breast Cancer



308 309 310 311 312
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For 9 features, a whole fuzzy measure definition requires 29 =512 coefficients. The #Coeff row, in Table 6, shows that most of them are not used by the dataset and are labeled as untouched coefficients (Line 3, Algorithm 1). The complete fuzzy measure, 8-HLM S, needs only 77 coefficients to be learned with 683 samples. This is likely to make their estimation more robust. P The four rows Coeff show that k-maxitive coefficients up to k are overestimated with respect to the complete fuzzy measure, k=8. The difference gets higher when k decreases. This is expected since the restrictions imposed by k-maxitive measure affect a bigger number of coefficients for smaller k values. As the interaction indices are computed from coefficients, their approximation becomes better with increasing k values. This is clearly stated by the RM SEI row. This trend of I with respect to k-maxitive approximation can be observed
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in Fig. 3. The plots show the {2, 7}-maxitive approximation (dashed line) against the complete fuzzy measure (solid line). The coalitions, in lexical order for increasing cardinality, are in the abscissa, and the corresponding interaction indices in the ordinate. The figure shows the general shape of the complete fuzzy measure is preserved when {2, 7}-maxitive measure is used. The last row of the table shows that the use of {2, 3, 5, 7}-maxitive measures slightly impact the classification accuracy, which is around 98.5%. The difference between 2.91% and 2.18% in the test set represents only one sample misclassification.



#Coeff P P Coeff P Coeff P Coeff Coeff RM SEI Error



k=2 21 3.2



k=3 31



k=5 46



k=7 66



8.7 23.8 0.16 2.91%



0.10 2.91%



0.09 2.18%



57.2 0.08 2.18%



k=8 77 1.6 6.8 21.9 57.1 0 2.18%



0.4 0.2 0.0



Interaction Index



−0.4



−0.2



0.0 −0.2 −0.4



Interaction Index



0.2



0.4



Table 6: k-maxitive analysis for Breast Cancer dataset. Complete fuzzy measure is for k=8.
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Fig. 3: Interaction index comparison for Breast Cancer. The {2, 7}-maxitive measure is used (dashed lines) against the complete fuzzy measure, k=8 (solid lines). The abscissa represents the coefficients ordered according to their cardinality and feature number, e.g., {1}, {2}, {3}, . . . , {9}, {1, 2}, {1, 3}, . . . 331 332 333 334 335 336 337 338 339 340



To characterize the interactions, Möbius and Interaction indices values are analyzed. The results for the complete fuzzy measure are given in Table 7. I results for features 2, 3, 6 and 7 suggest they are relevant to classification. Moreover, Möbius values of features 2 and 6 indicates that they are partially complementary for Class1 and the corresponding I values show that this coalition is relevant. Möbius values of feature set {1, 2, 3} and {2, 3, 7} show they interact; however, their corresponding I value indicates that their contribution is not significant. The overall analysis suggest that 3-maxitive measure may be a good approximation to the complete fuzzy measure for both classes. Approximation values using k=3 are shown in Table 8. These results highlight that the 3-maxitive measure yields the same conclusions about feature interactions than the complete fuzzy measure. As shown in Table 6, k=3 also provide a comparable classification accuracy. Consequently, the 3-maxitive measure is a good approximation of the complete fuzzy measure for Breast Cancer data.



Coalition {2} {3} {6} {7} {2,3} {2,6} {3,6} {1,2,3} {2,3,7}



Class1 I Möbius 0.252 0.152 0.139 0.117 0.290 0.220 0.374



Class2 I Möbius 0.138 0.288 0.181 0.112 0.220



0.633 0.787



Coalition {2} {3} {6} {7} {2,3} {2,6} {3,6} {1,2,3} {2,3,7}



0.543 0.732 0.736



Table 7: I and Möbius relevant values for Breast Cancer with k=8. 341



342 343 344 345 346 347 348 349 350



Class1 I Möbius 0.441 0.152 0.143 0.137 0.353 0.432 0.621



Class2 I Möbius 0.127 0.324 0.181 0.120 0.233



0.986 0.991



0.453 0.830 0.921



Table 8: I and Möbius relevant values for Breast Cancer with k=3.



5.2.2. Wine The results for Wine dataset are shown in Table 9. The number of coefficients for a whole fuzzy measure for 13 features is 213 =8192. With only 178 samples for their identification, what kind of support would have had the obtained results? The actual number of identified coefficients is 145 for the complete fuzzy measure and drops to 30 when k=2. Next rows show the same behavior described for Breast cancer dataset regarding coefficient overestimation and I values with respect to k, i.e., coefficients up to k are overestimated and I approximation improves as k increases. In Fig. 4 Class1 values of I are shown. There is only one relevant peak corresponding to the value of feature 13 while the general shape is preserved for {2, 9}-maxitive measure approximation. The classification error is around 7%. The error rate oscillates between 5.73% and 8.53%: this variation represents only one sample in the test set.



#Coeff P P Coeff P Coeff P Coeff P Coeff Coeff RM SEI Error



k=2 30 16.2



k=3 43



k=5 63



k=7 81



k=9 103



28.2 44.3 53.4 0.08 5.73%



0.07 8.53%



0.07 5.73%



0.07 8.53%



70.5 0.05 5.73%



k=12 145 14.0 25.3 41.6 53.4 70.2 0 5,73%



Table 9: k-maxitive analysis for Wine dataset. Complete fuzzy measure is for k=12.
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The I and Möbius values for the complete fuzzy measure (Table 10) show that for Class1 there is no interaction among features: only feature 13 is relevant. Class2 is more interesting to analyze: features 1, 7 and 10 are relevant according to their interaction index. Negative values for coalitions {1, 10} and {7, 10} indicate redundancy while the positive value for coalition {1, 7} indicates complementariness. This suggests that there are two complementary features, 1 and 7, and a third one redundant with both of them, 10. The interaction between these three features can also be analyzed in the Möbius space values associated with coalition {1, 7, 10}. Möbius coefficient associated with {1, 7} suggests that the complementary interaction is more relevant than the redundancy. These interaction indices can be compared to the corresponding extreme situation of a fully complementary pair of features and a third one fully redundant with the pair. The fuzzy measure coefficients are reported in the first row of Table 11 and the interaction indices in the second row. They show that the difference between the experimental and the extreme cases is a matter of degree. For Class3, an analogous analysis could be made for features 7, 11 and 12: features 11 and 12 are complementary and feature 7 is redundant with them. These results state that for Class2 and Class3 the fuzzy measure might be 3-additive. Table 12 shows that the same analysis can be carried out from 3-maxitive Möbius coefficients and interaction indices. The 3-maxitive approximation also yields comparable results in classification as displayed in Table 9: it is a good approximation of the complete fuzzy measure.
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Fig. 4: Interaction index comparison for Wine (Class 1). The {2, 9}-maxitive measure is used (dashed lines) against the complete fuzzy measure, k=12 (solid lines). The abscissa represents the coefficients ordered according to their cardinality and feature number, E.g., {1}, {2}, {3}, . . . , {13}, {1, 2}, {1, 3}, . . .. Coalition {1} {7} {10} {11} {12} {13} {1,7} {1,10} {1,13} {7,10} {7,11} {7,12} {11,12} {1,7,10} {1,10,13} {1,7,11,12}



I



Class1 Möbius



Class2 I Möbius 0.17 0.14 0.10 0.52 0.74



I



Class3 Möbius



0.63



0.95



0.14 0.17 0.80



0.98 0.34 -0.16 -0.17 -0.37



-0.60



0.21 0.77



-0.34 -0.45 0.36



0.84



-0.77



-0.88



-0.77



Table 10: I and Möbius relevant values for Wine with k=12. FM I



{1} 0 0.17



{2} 0 0.17



{3} 1 0.66



{4} 0 0



{1,2} 1 0.5



{1,3} 1 -0.5



{1,4} 0 0



{2,3} 1 -0.5



{2,4} 0 0



{3,4} 1 0



{1,2,3} 1 -1



{1,2,4} 1 0



{1,3,4} 1 0



{2,3,4} 1 0



{1,2,3,4} 1 1



Table 11: Coefficients and I values for 2 fully complementary features ({1} and {2}), a third one fully redundant with them ({3}), and some noise ({4}).
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6. Conclusions This paper aimed to study the ability of k-order fuzzy measure to characterize and model k-order interactions in a classification context. k-order measures are likely to meet the needs of semantics, as the number of interacting elements in real world data is limited, and complexity, the number of coefficients to identify is drastically



Coalition {1} {7} {10} {11} {12} {13} {1,7} {1,10} {1,13} {7,10} {7,11} {7,12} {11,12} {1,7,10} {1,10,13} {1,7,11,12 }



I



Class1 Möbius



Class2 I Möbius 0.15 0.18 0.10 0.54 0.94



I



Class3 Möbius



0.41



0.81



0.28 0.22 0.77



0.99 0.45 -0.14 -0.18 -0.29



-0.53



0.35 0.79



-0.25 -0.20 0.34



0.90



-0.61



-0.61



-0.83



Table 12: I and Möbius relevant values for Wine with k=3.
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reduced. In extreme situations, where elements are fully redundant or complementary, the fuzzy measure coefficients take binary values. In this case, and when the k value is set to the number of interacting elements, it is mathematically proven that the complete fuzzy measure is both k-additive and k-maxitive. To assess the behavior and characterization ability of k-maxitive fuzzy measures in more realistic situations, an algorithm, based on HLM S, is proposed to identify the measure from labeled training data. The coefficients of up to k-size coalitions are identified using the gradient descent approach while the others are set to the maximum value of all included subsets. That means the minimum allowed value that guarantees monotonicity. This way, no groundless information is added. The algorithm is used with synthetic datasets for which the number of interacting elements is known and the level of interaction is controlled. This study shows that partial redundancy or complementariness is properly characterized by k-maxitive measures. Both the interaction indices and Möbius coefficients exhibit the expected behavior. This supports the idea that the difference between full and partial interaction is a matter of degree, not of kind. To deal with real world data, the learning algorithm is included within a pipeline that starts the process from raw data and converts each feature value into a class support degree. Then, the fuzzy measure can be identified and used to achieve the classification task. The complete fuzzy measure is compared to a k-maxitive one according to several aspects. It is first highlighted that coefficients up to k-size coalitions are overestimated as expected. This bias does not impact the characterization power of the k-maxitive measure as shown by a comparison of the interaction indices and the Möbius coefficients. Thanks to these indices, a semantic analysis about feature interaction is carried out for the two considered datasets. In both cases the number of interacting elements is three. Finally, the classification accuracy of the complete and the 3-maxitive fuzzy measures prove to be comparable. The number of coefficients to identify is significantly reduced for a k-maxitive measure, making larger datasets tractable and estimation more robust. To work properly, the k-maxitive measure learning algorithm has to be run with an adequate value of k: it must be higher or equal to the number of interacting elements, especially when they are complementary. An interesting and open perspective is the automatic estimation of k.



398



References



371 372 373 374 375 376 377 378 379 380 381 382 383 384 385 386 387 388 389 390 391 392 393 394 395 396



399 400



401 402



[1] P. Bulacio, S. Guillaume, E. Tapia, and L. Magdalena. A selection approach for scalable fuzzy integral combination. Information Fusion, 11(2):208–213, 2010. [2] T. Calvo and B. de Baets. Aggregation operators defined by k-order additive/maxitive fuzzy measures. International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, 06(06):533–550, 1998.



403 404



405 406



407 408



409 410



411 412



413 414



415 416



417 418



419 420



421 422



423 424



425 426



427 428



429 430



431 432



433 434



435 436



437 438



439 440



[3] A. Chateauneuf and J-Y. Jaffray. Some characterizations of lower probabilities and other monotone capacities through the use of mobius inversion. Mathematical Social Sciences, 17(3):263–283, June 1989. [4] M. Grabisch. A new algorithm for identifying fuzzy measures and its application to pattern recognition. In Fourth IEEE international conference on fuzzy systems, pages 145–150, Yokohama, Japan, 1995. [5] M. Grabisch. The representation of importance and interaction of features by fuzzy measures. Pattern Recognition Letters, 17(6):567 – 575, 1996. [6] M. Grabisch. k-order additive discrete fuzzy measures and their representation. Fuzzy Sets and Systems, 92(2):167–189, 1997. [7] M. Grabisch, J-L. Marichal, R. Mesiar, and E. Pap. Aggregation functions: Means. Information Sciences, 181(1):1 – 22, 2011. [8] M. Grabisch and P. Miranda. Exact bounds of the möbius inverse of monotone set functions. Discrete Applied Mathematics, 186:7–12, 2015. [9] M. Grabisch, H.T. Nguyen, and E.A. Walker. Fundamentals of Uncertainty Calculi, with Applications to Fuzzy Inference. Kluwer Academic, 1995. [10] I. Guyon and A. Elisseeff. An introduction to variable and feature selection. J. Mach. Learn. Res., 3:1157– 1182, March 2003. [11] L. I. Kuncheva. "fuzzy" versus "nonfuzzy" in combining classifiers designed by boosting. IEEE Transactions on Fuzzy Systems, 11(6):729–741, 2003. [12] L. I. Kuncheva and C. J. Lakhmi. Nearest neighbor classifier: Simultaneous editing and feature selection. Pattern Recognition Letters, 20(11-13):1149–1156, 1999. [13] J-L. Marichal and M. Roubens. Determination of weights of interacting criteria from a reference set. European Journal of Operational Research, 124(3):641 – 650, 2000. [14] B. Mayag, M. Grabisch, and C. Labreuche. A characterization of the 2-additive choquet integral through cardinal information. Fuzzy Sets and Systems, 184(1):84 – 105, 2011. [15] R. Mesiar. Generalizations of k-order additive discrete fuzzy measures. Fuzzy Sets Syst., 102(3):423–428, March 1999. [16] R. Mesiar. k-order additive fuzzy measures. International Journal of Uncertainty, Fuzziness and KnowledgeBased Systems, 07(06):561–568, 1999. [17] R. Mesiar. k-order additivity and maxitivity. Atti del Seminario Matematico e Fisico dell’Universita di Modena, 23(51):179–189, 2003. [18] L. Mikenina and H.-J. Zimmermann. Improved feature selection and classification by the 2-additive fuzzy measure. Fuzzy Sets and Systems, 107(2):197 – 218, 1999. [19] J. Murillo, S. Guillaume, F. Spetale, E. Tapia, and P. Bulacio. Set characterization-selection towards classification based on interaction index. Fuzzy Sets and Systems, 270(0):74 – 89, 2015. [20] J. Murillo, S. Guillaume, E. Tapia, and P. Bulacio. Revised hlms: A useful algorithm for fuzzy measure identification. Information Fusion, 14(4):532–540, 2013. [21] T. Murofushi and S. Soneda. Techniques for reading fuzzy measures (iii): interaction index. In 9th Fuzzy System Symposium, pages 693–696, Sapporo, Japan, 1993.



443



[22] L. S. Shapley. A value for n-person games. In H.W. Kuhn and A.W. Tucker, editors, Contributions to the Theory of Games, vol II, volume 28 of Annals of Mathematics Studies, pages 307–317. Princeton University Press, 1953.



444



[23] M. Sugeno. Theory of fuzzy integrals and its applications. PhD thesis, Tokyo Institute of Technology, 1974.



445



[24] M. Sugeno and T. Terano. A model of learning based on fuzzy information. Kybernetes, 6:157–166, 1977.



446



[25] V. Torra and Y. Narukawa. Modeling Decisions. Springer, 2007.



441 442



























des documents recommandant







[image: alt]





A selection approach for scalable fuzzy integral combination .fr 

Jun 22, 2009 - [Ð�0.034, Ð�0.013]. Grape. 0.236. 4.5. 0.251. 24.6. 0.827. Ð�0.015. [Ð�0.036, Ð�0.006]. 212. P. Bulacio et al. / Information Fusion 11 (2010) 208â€“213 ...










 


[image: alt]





AN APPROACH TO SCALABLE MOLECULAR ... - Xun ZHANG 

arithmetic is deployed completely on reconfigurable hard- ware. We compare, in terms of communication costs and processing efficiency, our technique based ...










 


[image: alt]





Tree Approach for Scalable Many-to-many 

One is ACK tree oper- ation overhead such as timers for loss detection, feedback .... ful packet delivery to a receiver and 0 indicates a packet loss. For example .... repeats a similar procedure Kp times and for each core, selects RTT value for a.










 


[image: alt]





A neuro-fuzzy monitoring system. Application to 

Dec 9, 2005 - Email address: {npalluat,daniel.racoceanu,zerhouni}@ens2m.fr (N. Palluat, D. Racoceanu, N. ... The output gives a list of possible causes ordered by credibility degree1 , and ... ifications are free access. (2) Interest shown by ...










 


[image: alt]





Measures of Distributional Change: An Axiomatic Approach 

headway. Nevertheless (i)-(vi) do point us in a useful direction for tackling the ...... mean by an â€œelementaryâ€� increase in the distributional change implicit in a ...










 


[image: alt]





A diagnosis approach based on Fuzzy Logic ... - Olivier de Mouzon 

This study presents a fuzzy logic framework for fault diagnosis problems. ... problem: Siemens VDO Automotive engine dyno tests benches, Toulouse (France).










 


[image: alt]





Measures of Distributional Change: An Axiomatic Approach 

by each protagonist ignoring the other in a gentlemanly fashion and ...... this problem and Debreu's (1960) proof of the existence of an additive utility function.










 


[image: alt]





A viability approach to control food processes: Application to a 

Jul 23, 2011 - This paper addresses the issue of studying the viability theory, developed for ... Email address: [email protected] (N. Perrot).










 


[image: alt]





A sensorimotor approach to sound localization - CiteSeerX 

MD, 20742. Cynthia F. ... Systems Research, University of Maryland, College Park, MD, 20742. Jonathan Z. ...... Science, 300(5618), 498â€“502. Clifton, R. K. ...










 


[image: alt]





A corpus-based approach to Information Extraction 

some original proposals implicating Topic Detection, Lexical Tuning and Intelligent ... service systems, Information Extraction, Human-computer interaction.










 


[image: alt]





A Mean Field Approximation Approach to Blind 

email: {ichir,[email protected]}, web: {mahieddine.ichir,djafari}.free.fr. ABSTRACT. In this paper we address the problem of Bayesian blind source separation ...










 


[image: alt]





A Combinatorial Approach to the Solitaire Game 

PAPER Special Section on Discrete Mathematics and Its Applications. A Combinatorial Approach to ..... Operations Research from Cornell Uni- versity in 1992.










 


[image: alt]





A Bayesian approach to Fourier Synthesis inverse 

Mono and Bistatic SAR Imaging geometries and the Fourier domain data. ..... which gives the possibility of jointly segmenting and reconstruction [18, 19, 20, 21].










 


[image: alt]





A corpus-based approach to Information Extraction 

Statistical Sense Disambiguation with Relatively Small Corpora using. Dictionary Definitions. Proceedings of the 33rd Annual Meeting of the ACL. MUC-5 (1993) ...










 


[image: alt]





Development of a substructuring approach to 

Development of a substructuring approach to model the vibroacoustic behavior of submerged stiffened cylindrical shells coupled to non-axisymmetric internal ...










 


[image: alt]





A Constraint-Based Approach to Constructing 

to who actually won the election. .... adjacent regions also exert area forces upon shared vertices, resulting in a tug of war, with the .... Cellular Automata Machine.










 


[image: alt]





A conventional approach to nighttime visibility in 

Keywords: target visibility, headlight, fog. 1 Introduction. This paper presents a conventional approach for assessing highway visibility at night in foggy weather, ...










 


[image: alt]





a multimodal approach to initialisation for top 

remain problematic, e.g. the detection of overlapping speech and effective .... Since we have not implemented a music detector we assume that the few music ... TV show data is edited; shot selection is performed by a TV director who gen- ..... [9] P.










 


[image: alt]





Cyclic interaction. A unitary approach to intention 

similarly concerned with the way the environment and tools support action but is additionally concerned with ... undergraduate textbook in experimental cognitive psychology. A stimulus ... 96. A. Monk / Cognition 68 (1998) 95â€“110 ..... actions allo










 


[image: alt]





A sensorimotor approach to sound localization - CiteSeerX 

Vision, for instance, can influence and guide calibration of sound localization (Knudsen. & Knudsen, 1985 ..... corresponding to the higher density region are simply closer to each other (which would ... these animals' survival. The HRTFs of ...










 


[image: alt]





A New Approach to Chronic Lyme Disease 

1 of 4. 11/12/2007 21:07. Advertisement. A New Approach to Chronic Lyme Disease ... Dr. Fritz Schardt (FS): I was actually my first patient. I got lyme disea.










 


[image: alt]





A Psychological Approach to Consecutive Interpretation 

With the advent of transformational grammar and a model of language based on the premise of two levels of linguistic structures (deep and surface structure) ...










 


[image: alt]





A direct approach to problems in elasticity 

The process of approximating the behaviour of a continuum by 'finite ... initial strains and the constitutive properties of the material, will define the state ..... If only one external concentrated load R is present the strain energy bound imme-.










 


[image: alt]





Cyclic interaction. A unitary approach to intention 

influential in this attack on one-shot cognitivism. A large part of this book is a study of two ..... Houghton-Mifflin, Boston, MA. Gray, W.D., John, B.E., Stuart, R., ...










 














×
Report k-maxitive fuzzy measures: a scalable approach to





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



