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(Received 23 October 2009; final version received 2 December 2009) In this paper, optical diffraction tomography is considered as a non-linear inverse scattering problem and tackled within the Bayesian estimation framework. The object under test is a man-made object known to be composed of compact regions made of a finite number of different homogeneous materials. This a priori knowledge is appropriately translated by a Gauss–Markov–Potts prior. Hence, a Gauss–Markov random field is used to model the contrast distribution whereas a hidden Potts–Markov field accounts for the compactness of the regions. First, we express the a posteriori distributions of all the unknowns and then a Gibbs sampling algorithm is used to generate samples and estimate the posterior mean of the unknowns. Some preliminary results, obtained by applying the inversion algorithm to laboratory controlled data, are presented. Keywords: optical diffraction tomography; Bayesian approach; hierarchical Markov fields; Gauss–Markov– Potts prior; Monte Carlo Markov chain and Gibbs sampling; non-linear inverse scattering problem



1. Introduction The development of imaging systems able to provide 3D images with a resolution better than 100 nm is of considerable interest, especially in the nanotechnology and biology domains. Optical Diffraction Tomography (ODT) is a recent optical imaging technique that yields such images with a sub-wavelength resolution and that does not suffer from the drawbacks of imaging techniques such as electronic or atomic force microscopy that show better resolution but yield only surface images or such as optical near-field microscopy that requires the displacement of a probe at a very short distance from the object under test. The development of ODT has been made possible thanks to the appearance of interferometric techniques, such as phase-shifting holography [1], able to provide an accurate measurement of the phase of the fields. The latter have opened to optical imaging the field of inverse scattering reconstruction techniques used before in other domains, such as microwaves and ultrasonics, where accurate measurements of the phase have existed for a long time. An inverse scattering problem consists, in fact, in retrieving an object function (or contrast function) representative of the object physical parameters from measurements of the scattered field that results from the interaction between the object and a known interrogating (or incident) wave, through the inversion of a direct model that
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expresses the scattered field as a function of the contrast. Hence, optical imaging has naturally followed the way of diffraction tomography (DT) developed earlier in the two above-mentioned domains [2–5] and extensively studied in the 1980s. DT is based upon the generalized projection slice theorem, an extension to the weak scattering case of the projection slice theorem of classical computerized tomography, that relates the (N  1)D Fourier transform (where N is the dimension of the configuration, i.e. N ¼ 2 or 3) of the scattered field to the ND Fourier transform of the object function over a circular arc or a spherical cap (the Ewald sphere) in the spatial frequency domain. Hence, the latter can be filled up by varying the incident direction and/or the frequency of the interrogating wave and, then, the object can be retrieved through a ND inverse Fourier transform. DT leads to fast reconstruction algorithms and yields good results in optical imaging of low-contrasted biological samples [6,7]. It suffers, however, from two major drawbacks: its resolution is limited as evanescent waves are neglected and it fails to provide quantitative information about objects with high dielectric contrasts [8,9] as it is based upon a weak scattering assumption (Born or Rytov approximations). This latter point is particularly penalizing in the nanotechnology domain, where the structures of interest are in the resonance domain
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with sizes of the same order of magnitude as the interrogating wavelength and dielectric contrasts that can be important and, thus, where multiple scattering cannot be neglected. In the 1990s these drawbacks led researchers to cast off weak scattering approximations and to develop iterative algorithms able to handle the nonlinear problem at hand. The latter consists in the inversion of two coupled integral equations where, in addition to the contrast, the total field induced within the object appears also as unknown. In addition to being nonlinear, this problem is also well known to be ill-posed which means that a regularization of the latter is required prior to its resolution. This regularization is generally performed by accounting for any a priori information available on the object and the various inversion techniques can be distinguished from one another by the way they are used to introduce this information in the inversion process. A first class of methods developed in a deterministic framework looks for the solution through an iterative minimization of a cost functional that expresses the discrepancy between the data and the scattered fields computed by means of the current solution; the a priori information can then be introduced directly either in the expression of the sought contrast [10], or in the cost function by accounting for both of the two above-mentioned integral equations [11,12], or by including additional terms that express the smoothness of the solution [13,14], or the homogeneity of the sought object [15,16], or that preserve its contour [17]. Adaptation of nonlinear inversion methods of this class to optical imaging is very recent. Let us cite [18] among the pioneering works. As for us, we are concerned, herein, with a second class of methods developed in a probabilistic estimation framework where the a priori information is introduced through a Gauss–Markov–Potts model [19,20]. Such a method has been developed and successfully applied in the framework of microwave imaging [21]. However, it can be noted that, in addition to the operating frequency band, the configuration considered herein is very different from the one considered in the former case: now, aspect-limited reflection data are available at a single frequency, whereas previously frequency-diverse quasi-complete data were available, which means that the scattered fields were measured all around the object for several illumination directions and several frequencies. The limited aspect of the data enhance the ill-posed nature of the inverse problem and makes the introduction of prior information more essential. The method presented herein is particularly well suited for this purpose as we consider man-made objects that are known to be composed of compact homogeneous regions made of a



finite number of different materials. Whereas taking into account such an a priori information is not straightforward with deterministic methods as soon as this number is greater than one, it is, on the contrary, really easy in the statistical framework of the Bayesian estimation [22]. In this framework, the marginal distribution of contrast can be modeled as a Gaussian mixture [23] where each Gaussian law represents a class of materials and the compactness of the regions can be accounted for by means of a hidden Markov model. A Gibbs sampling algorithm [24–26] can then be used to estimate the posterior means of the unknown variables. The interest of this method lies in the fact that we estimate not only the contrast distribution but also its segmentation in regions and the parameters (means and variances) of the contrast in each of the latter.



2. The experimental configuration The data of the inverse problem (courtesy of G. Maire, A. Sentenac and K. Belkebir) used herein come from a laboratory controlled experiment led at the Institut Fresnel (Marseille, France). The experimental set-up is thoroughly described in [27]. An helium–neon laser, operating at a 633 nm wavelength, illuminates the object under test through a conventional reflection microscope that has been modified in order to measure the phase of the scattered fields by means of an interferometric technique. The objects considered herein are made of parallel resin rods of long extent lying on a silicon substrate. The substrate is of known relative permittivity and its dimensions are large as compared to that of the rods, so that the configuration is modeled as follows: an object made of resin, whose cross-section O is depicted in Figure 1, lies in the upper layer of a stratified medium made of two semi-infinite half-spaces separated by a planar interface  12. The upper half-space D1 is air and the lower one D2 is silicon. The different media are supposed to be lossless and they are characterized by their propagation constant km (m ¼ 1, 2 or O) so that k2m ¼ !2 "0 "m 0 , where ! is the angular frequency, "0 ("0 ¼ 8.854  1012 F m1) and 0 (0 ¼ 4  107 H m1) are the dielectric permittivity and the magnetic permeability of free space, respectively, and "m is the relative dielectric permittivity of medium Dm ("1 ¼ 1, "2 ¼ 15.07 and "O ¼ 2.66). Let us note that "O is supposed to be unknown in the inversion process. The object is supposed to be contained in a test domain D (D  D1) and we introduce a contrast function  representative of its electromagnetic parameters, such that ðrÞ ¼ k2 ðrÞ  k21 , defined in D and null outside O. The object is illuminated by an incident
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Figure 1. The geometry of the problem (left) and the details of the object under test (right).



wave whose implied time-dependence is chosen as exp(i!t) and that can be considered as a plane wave whose electric field E inc is polarized in the  12 interface plane along the Oz axis parallel to the axis of the rods. The latter are supposed to be invariant along this axis so that a 2D configuration will be considered in a transverse magnetic polarization case, which leads to scalar field formulations. The direction of propagation of the incident wave 1 can be varied in the range 32 ; hence Nv views are carried out at varying 1 (Nv ¼ 8), each view being constituted of measurements of the scattered field in the far field domain S at Nr different observation angles  in the range 46 (Nr ¼ 586).



with



  1 ðÞ  2 ðÞ expði1 ðÞx0 Þ ð, r0 Þ ¼ expði1 ðÞx0 Þ þ 1 ðÞ þ 2 ðÞ  expðiðÞy0 Þ,



3. The forward model 3.1. The Green’s function in stratified media The modeling is based upon domain integral representations obtained by applying Green’s theorem to the Helmholtz wave equations satisfied by the fields and by accounting for continuity and radiation conditions [28,29]. This leads to two coupled contrast-source integral equations that involve the Green’s function of the stratified medium G(r, r0 ), i.e. a fundamental solution which represents the radiation of a line source located at r0 and observed at r in the absence of an object and which is known in the spectral domain associated with y [10,30]: ð 1 þ1 gðx, x0 , Þ expðið y  y0 ÞÞd: ð1Þ Gðr, r0 Þ ¼ 2p 1 Accounting for the fact that, herein, both the source (r0 ) and the observation (r) locations are in medium D1, the plane wave spectrum g(x, x0 , ) reads:  i gðx, x0 , Þ ¼ expði1 jx  x0 jÞ 21  1  2 0 expði1 ðx þ x ÞÞ , þ 1 þ 2 m ¼ ðk2m  2 Þ1=2 , =mðm Þ  0, m ¼ 1, 2:



It is made of two terms whose first one represents the direct contribution and whose second one accounts for reflection on the  12 interface. It can be noted that the scattered fields are measured in the far field. In these conditions an approximation G~ of G can be found by means of the method of stationary phase [31]. Hence, by accounting for the fact that the fields are measured in directions  such that x4x0 , (1) can be rewritten as: 0 ð þ1 i ~Gðr, r0 Þ ¼ ð, r Þ expðið1 x þ yÞÞd, ð3Þ 2p 1 21



ð2Þ



 1=2 : ðÞ ¼ k1 sinðÞ, m ðÞ ¼ k2m  ðÞ2 The spectral development that appears in the above expression is that of the free space Green’s function in medium D1, i.e. iH10 ðk1 rÞ=4 with r ¼ jrj and H10 the zero order Hankel function of the first kind. By introducing the asymptotic expansion of the latter for large arguments as we are in the far field, we finally get:  1=2   0 ip expðik1 rÞ ~ r0 Þ ¼ i ð, r Þ 2 exp : ð4Þ Gðr, 4 pk1 4 r1=2 Let us note that, as measurements are performed at constant r, from now on the r dependence of the above expression will be omitted and accounted for in the normalization coefficients, which finally leads to the ~ r0 Þ: approximated far-field Green’s function Gð,  1=2   0 ip ~ r0 Þ ¼ i ð, r Þ 2 exp : ð5Þ Gð, 4 pk1 4



3.2. The observation and coupling equations The forward model is described by two coupled integral equations that read as follows. The first one,
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denoted as the coupling (or state) equation, relates the field E in D to Huygens-type sources w(r0 ) induced within the target by the incident wave, i.e. w(r0 ) ¼ (r0 )E(r0 ), where  is the contrast function: ð EðrÞ ¼ E inc ðrÞ þ Gðr, r0 Þwðr0 Þdr0 , r 2 D: ð6Þ D inc



E is the incident field, i.e. the field that would exist in the absence of the object: E inc ðrÞ ¼ expðik1 ðx cosð1 Þ þ y sinð1 ÞÞ
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þ R expðik1 ðx cosð1 Þ  y sinð1 ÞÞ, r 2 D k1 cosð1 Þ  k2 cosð2 Þ , R¼ k1 cosð1 Þ þ k2 cosð2 Þ with 2 such that k1 sinð1 Þ ¼ k2 sinð2 Þ:



ð7Þ



The coupling Equation (6) can be rewritten in order to express the induced sources. This yields: ð wðrÞ ¼ ðrÞE inc ðrÞ þ ðrÞ Gðr, r0 Þwðr0 Þ dr0 , r 2 D: ð8Þ



G is known in the spectral domain; it is, therefore, judicious to solve Equation (10) by means of a method such as the Conjugate Gradient Fast Fourier Transform method (CG-FFT [33]) which allows one to save time as it preserves the convolutional/correlational nature of the equation. Details on such computations, in a configuration similar to that considered herein, can be found in [30]. Figure 2 displays the results obtained in this way with the object depicted in Figure 1 for two illumination angles. The object domain is partitioned into ND ¼ 512  327.3 nm-sided square pixels. Generally, the scattered fields are well described except in directions close to the specular reflection where the data are very noisy. This can be explained by the fact that the scattered field is negligible as compared to the incident field and, hence is hard to be accurately determined in these directions. For the same reason, data are missing in the vicinity of the specular direction.



D



The second equation is a Fredholm integral equation of the first kind denoted as the observation equation. It relates the scattered field E dif observed in the direction  to the induced sources w(r0 ): ð dif ~ r0 Þwðr0 Þdr0 : E ðÞ ¼ Gð, ð9Þ D



A forward solver, whose role is to solve the direct problem which consists in computing E dif,  and E inc being known, first solve Equation (8) for w and then Equation (9) for E dif. This is done from discrete counterparts of these equations obtained by applying a moment method with pulse basis functions and point matching [32], which results in partitioning the object domain into ND elementary square pixels small enough in order to consider the permittivity and the total field as constant over each of them. This leads to the two following linear systems: wðri Þ ¼ ðri ÞE inc ðri Þ þ ðri Þ



ND X



HD ij wðrj Þ, i ¼ 1, . . . , ND ,



j¼1



ð10Þ E dif ðn Þ ¼



ND X



HSnj wðrj Þ,



n ¼ 1, . . . , Nr ,



ð11Þ



j¼1 S where the elements HD ij and Hnj result from the integration over the elementary square pixels of ~ respectively. The compuGreen’s functions G and G, tation of the latter does not pose any problem as G~ is known in the spatial domain and, hence a closed form expression of HSnj is easily obtained. On the contrary



4. The Bayesian approach Let us introduce two vectors,  and m, that take into account all the errors: measurement uncertainties and model errors (discretization and other approximations). By accounting for these errors and for the different views v (v ¼ 1, . . . , Nv), the discrete version of the forward model (Equations (10) and (11)) reads in an operator notation: Evdif ¼ HS wv þ v ,



ð12Þ



wv ¼ sEvinc þ sHD wv þ nv :



ð13Þ



Evdif , Evinc and wv are complex vectors that contain the scattered field data, the incident fields and the induced sources corresponding to the different views, s is a real vector that contains the values of the contrast at the centers of the pixels and HS and HD are operators which act from L2(D) onto L2(S) and from L2(D) onto itself and are represented by matrices whose elements are HSnj and HD ij , respectively. The goal is now to estimate both the contrast s and the induced sources wv from the scattered field data Evdif . In order to introduce the Bayesian approach used herein, let us first consider only Equation (12). In a classical statistical estimation approach (in the sense of the maximum likelihood estimation), a probability distribution p () is defined on  and, then, the unknown variable w that maximizes the likelihood p(E difjw) ¼ p (E dif  HS w) is computed. The Bayesian approach [22] takes a different way; it allows including any a priori information available on the sought unknown through a prior probability law p(w).
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Figure 2. Modulus (left) and phase (right) of the computed (——) and measured (——) scattered fields for two different illumination angles:  ¼ 10.53 (up) and  ¼ 12.67 (down). (The color version of this figure is included in the online version of the journal.)



Then, using the Bayes formula: pðwjE dif Þ ¼



pðE dif jwÞ pðwÞ , pðE dif Þ



ð14Þ



we get a posterior distribution of w from which an estimate b w can be inferred. An example of such an estimate is the maximum a posteriori (MAP): b w ¼ arg maxfpðwjE dif Þg



approximated by means of a Gibbs sampling algorithm [26]. In the following, first the expression of the likelihood p(E difjw) is given. Then, the proposed hierarchical prior model is detailed: the particular choice of the a priori p(w) is commented on as well as the way in which the coupling Equation (13) is accounted for. Finally, we look for the joint posterior law of all the unknown (w, s) from which a solution is obtained.



w



¼ arg minflnð pðE dif jwÞÞ  lnð pðwÞÞg, w



ð15Þ



which makes a simple link between the Bayesian approach and the regularization theory which takes into account both the data misfit and the a priori information. But other estimates can be chosen, such as the posterior mean (PM) which is used herein and



4.1. Noise modeling and likelihood In general, the only knowledge available on the error v is that it must be centered, white and with a fixed variance 2 . This prior information on v can then be modeled through the probability law pðv Þ ¼ N ð0, 2 IÞ, where I is the identity matrix. p(v) being known, the expression of the likelihood is easily derived from
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observation Equation (12): Y Y pðEvdif jwv Þ ¼ N ðHS wv , 2 IÞ pðE dif jwÞ ¼ v



v



  Y 1 Nr =2 1 dif S 2 exp  kE  H w k ¼ v S , 2p2



22 v v ð16Þ
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where k  kS represents the norm associated with the inner product h, iS in L2(S).



4.2. Hierarchical prior modeling In the Bayesian approach, the most important point is to choose an appropriate probability law for the unknowns. Hence let us now define a prior probability law for the variables wv. The only a priori information that is taken into account in order to set the prior distribution of the sources wv is their relation to the contrast s given by the state Equation (13). Hence, if we assume a white noise mv satisfying a Gaussian law with zero mean and covariance matrix 2 I (i.e. of law pðnv Þ ¼ N ð0, 2 IÞ), then the prior distribution reads: ! 1 inc D 2 pðwv jsÞ / exp  2 kwv  sEv  sH wv kD : ð17Þ 2 2 



2 



2 ,



is assumed to satisfy ¼ The parameter where  has a fixed value. This allows us to make a connection between our Bayesian method and the contrast source inversion method (see Section 4.4). As for the contrast, the object under test is known to be composed of compact homogeneous regions made of a finite number N (N ¼ 2) of different materials. Let z(r) (z(r) 2 {1, . . . , N }) be the classification label of a pixel located at r (r 2 D) and by z ¼ {z(1), . . . , z(ND)} the set of labels corresponding to the whole set of pixels that partition the test domain D. Then, the a priori information that the object is composed of a restricted number of homogeneous materials can be accounted for through the following conditional distribution: pððrÞjzðrÞ ¼ Þ ¼ N ðm , 2 Þ:



ð18Þ



This means that all the pixels with the same label (z(r) ¼ ) correspond to the same material for which (r) has a mean value m and a variance 2 . It can be noted that the values (r) of the contrast, given z, will be considered as spatially independent. Indeed, the spatial dependence between the pixels of the image will be taken into account through the hidden variable z. A second important a priori information on the object is that it is made of compact homogeneous



regions. This information can be accounted for by relating, in a probabilistic way, the classification label z(r) of a pixel r to that of its neighbors. This can be done by means of a Potts–Markov random field: ! X 0 0 ½zðrÞ  zðr Þ , ð19Þ pðzðrÞjzðr ÞÞ / exp 2 r0 2VðrÞ where  determines the correlation between neighbors (herein  ¼ 2), (0) ¼ 1 and (t) ¼ 0 if t 6¼ 0. V(r) is the neighborhood of r, herein made of the four nearest pixels. Then the probability law for the classification follows: ! 1 UX X 0 ½zðrÞ  zðr Þ , pðzÞ ¼ exp ð20Þ . 2 r2D r0 2VðrÞ where . is a normalization constant. Therefore, the classification z being known, we can assign to each pixel (r) (s 2 RND) mean values m and variances 2 gathered in a vector mz 2 RND and a matrix 'z 2 MND(R), respectively: mz ¼ fmzðri Þ , i ¼ 1, 2, . . . , ND g, Dz ¼ diagf2zðri Þ , i ¼ 1, 2, . . . , ND g:



ð21Þ



Then, s satisfies a multivariate Gaussian distribution and the hidden Markov model (HMM) follows:   1 pHMM ðsjzÞ ¼ N ðmz , Dz Þ / exp  Vz ðsÞ , ð22Þ 2 with: Vz ðsÞ ¼ ðs  mz ÞT D1 z ðs  mz Þ,



ð23Þ



where superscript ‘T’ denotes the transposition. As we also know that the contrast is positive, we use a truncated hidden Markov model (THMM) where the distribution of s is: pðsjzÞ ¼ pHMM ðsjzÞ1s0 ,



ð24Þ



1s0 means the restriction to positive (r). From now on, the various parameters that appear in the probability distributions defined above, such as 2 , 2 , m and ' , will be denoted as the hyper-parameters and gathered in the vector w (w ¼ f2 , 2 , ðm , D Þg with ¼ 1, . . . , N ). In a non-supervised method, such as the one adopted herein, these hyper-parameters have also to be estimated and prior laws must then be assigned to them. These prior distributions account for the a priori information on their values; in particular, the prior distributions of m and ' account for the a priori information on the different materials that compose the object. Herein, the prior distributions have been
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with:  ¼ 0 þ Nv ðNr þ ND Þ, P kE dif  HS wv k2S 0  ¼  þ v v 2 P inc ksEv  wv þ sHD wv k2D : þ v 2



. Inverse Gamma (I G) for the different variances: pð2 Þ pð2 Þ



¼ I Gð ,  Þ, ¼ I Gð ,  Þ,



pð2 Þ ¼ I Gð ,  Þ,



ð25Þ



where



"   # 1 ðþ1Þ  I Gð, Þ / exp  2 : 2 



. pðD jE dif ,s,w, zÞ ¼ pð2 jE dif ,s,w, zÞ ¼ I Gð , Þ, ð29Þ



. Gaussian for the different means [35]: pðm Þ ¼ N ð ,  Þ:



ð26Þ



These conjugate priors depend also upon various parameters (, , , ), denoted as meta-hyperparameters, that are set to have non-informative priors, i.e. flat prior distributions.



where:  ¼ 0 þ



n , 2



 ¼ 0 þ



1 1 n n s2 þ ð  0 Þ2 ; 2 2 n þ 1 



.
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pðm jE dif , s, w, z, D Þ ¼ pðm j2 , E dif , s, w, zÞ ¼ N ðl , D Þ,



4.3. Posterior laws Now we have all the ingredients necessary to find the expression of the joint posterior law of all the unknowns (s, w, z, w):



with:  ¼



pðs, w, z, wjE dif Þ / pðE dif jwÞ pðwjsÞ pðsjzÞ pðzÞ pðwÞ: ð27Þ Since no tractable estimator (MAP or PM) of these unknowns is available for this posterior law, we have to approximate it numerically. This is done by means of a Monte Carlo Markov Chain (MCMC [26]) sampling method, where the samples are drawn according to the conditional posterior law, which corresponds to a Gibbs sampling algorithm. Hence, the conditional a posteriori distributions p(sjEdif, w, z, w), p(wjEdif, s, z, w), p(zjE dif, s, w, w), p(m , ' jEdif, s, w, z) and pð2 jE dif , s, w, zÞ have to be determined. The choice of conjugate priors for the hyper-parameters allows us to sample easily the posterior laws p(m jEdif, s, w, z), p(' jEdif, s, w, z) and pð2 jE dif , s, w, zÞ, as the latter stay in the same family, i.e. Gaussian for the means and inverse gamma for the variances. Hence, with the following notation: R ¼ fr; zðrÞ ¼ g, n ¼ cardðR Þ, 1X 1X  ¼ sðrÞ, s2 ¼ ðsðrÞ   Þ2 , n R n R 



n  þ 0 = , n þ 1=



 ¼



2 : n þ 1=



The posterior distribution of the classification p(zjEdif, s, w, w) is a Markov field with the same neighborhood as previously (four pixels); the sampling of this distribution can be done by means of a two step procedure (see [35,36]). First, the set of pixels is decomposed like a chessboard. Let zw and zb be the sets of white and black pixels, respectively. Let us note, then, that the four neighbors of each white pixel are black and vice versa. Hence, knowing the black pixels zb, all the white pixels zw are independent and can be drawn simultaneously and vice versa. Sampling of p(zjEdif, s, w, w) is then performed with a Gibbs sampling algorithm, by alternating the drawing of zw knowing zb and of zb knowing zw. As for wv, its a posteriori distribution reads as follows: pðwv jEvdif , s, z, wÞ / 



ð30Þ



pðEvdif jwv , 2 Þ pðwv js, 2 Þ



  Jv ðwv Þ / exp  , 22 



ð31Þ



with:



these distributions read:



1 Jv ðwv Þ ¼ kEvdif  HS wv k2S þ ksEvinc  wv þ sHD wv k2D :  ð32Þ



. pð2 jE dif , s, w, zÞ / pðE dif js, w, 2 Þ pðwjs, 2 Þ pð2 Þ Y pðEvdif js, wv , 2 Þ pðwv js, 2 Þ ¼ I Gð ,  Þ, / pð2 Þ v



ð28Þ



Hence, the a posteriori distribution of wv is Gaussian. The sampling of this distribution requires the computation of its mean and covariance matrix, which requires, in turn, to get the inverse of a
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high-dimension matrix. Therefore, to avoid this we approximate a sample of this distribution by the one which is the most probable. This comes down to minimizing the criterion Jv (see (32)). By using the same method, we can obtain the posterior distribution p(sjEdif, w, z, w), but this posterior law is no longer Gaussian. However, it can reasonably be approximated by a truncated Gaussian distribution which reads:  P  2 Vz ðsÞ dif v ks Ev  wv kD  1s0 , pðsjE ,w,z,wÞ / exp  2 22



ð33Þ



iteration step (n  1):



where Ev ¼ Evinc þ HD wv and Vz is given in (23).



Theoretically steps 1 to 5 have to be iterated a great number of times, first without keeping track of the samples until a convergence level is reached (the heating time of the Gibbs sampler) and then while keeping track in order to compute the means and variances of the samples. However, in practice, it has been observed that all the variables do not significantly evolve after about 250 iterations. This is true, in particular, for the hyper-parameters that keep quite the same value with a small variance, as illustrated in Figure 3, which displays the evolution of some of the latter as functions of the iteration step. Hence, the maximum number of iterations has been set at 512 and the posterior mean is estimated by taking the mean of the last 100 samples, which appears to be sufficient in our case.



4.4. Connection with the contrast source inversion method The method developed herein can be seen as a Bayesian interpretation of the Contrast Source Inversion method (CSI) [12], a method developed in a deterministic framework which consists of minimizing the cost functional: P kE dif  HS wv k2S JCSI ðs, wÞ ¼ v Pv dif 2 v kEv kS P ksEvinc  wv þ sHD wv k2D þ v ð34Þ P inc 2 v ksEv kD by alternately updating w and s with a gradient-based method. The role of parameter  (such that 2 ¼ 2 ) can then be understood in the following way: if we choose a uniform prior law for p(s) instead of the THMM, then maximizing the resulting a posteriori distribution p(s, wjEdif) comes down to minimizing JCSI when: P kE dif k2  ¼ P v vinc S2 : ð35Þ v ksEv kD So, the contrast estimated by CSI can be seen as the maximum likelihood estimate without prior information. Conversely, the MAP with a different a priori law for p(s) (such as THMM) comes down to the minimization of a regularized criterion. Let us note that, in the following, the parameter  is updated at each iteration according to Equation (35).



sðn1Þ , b wðn1Þ Þ – (1) sampleb zðnÞ according to pðzjE dif ,b see Section 4.3, ðnÞ according to pð2 jE,b sðn1Þ , (2) sample b2



ðn1Þ ðnÞ b ,b z Þ – see (28), w (3) sample ðb m , b D Þ according to pðm , D jb sðn1Þ , ðnÞ b z Þ – see (29)–(30), (4) sample b wðnÞ according to pðwjE dif ,b sðn1Þ ,b zðnÞ , ðnÞ b w Þ – see (31), which can be done through the minimization of Jv – see (32), (5) sample b sðnÞ according to pðsjE dif , b wðnÞ , ðnÞ bðnÞ b z , w Þ – see (33).



4.6. Initialization The variables w and s are initialized as follows: the initial estimate of the sources is obtained by back-propagating the scattered field data from S onto D [37]: S dif wð0Þ v ¼ GH Ev ,



where HS* is the operator adjoint to HS that acts from L2(S) onto L2(D) and such that: hwv , HS Evdif iD ¼ hHS wv , Evdif iS , and is a constant which is obtained by minimizing P G dif S S dif 2 v kEv  GH H Ev kS . ð0Þ The field Ev follows immediately via the coupling equation: Evð0Þ ¼ Evinc þ HD wð0Þ v ,



4.5. The reconstruction algorithm Finally, the proposed reconstruction algorithm can be summarized as follows. Given the contrast s(n1), the sources w(n1) and the hyper-parameters w(n1) at



ð36Þ



ð37Þ



and s(0) is then obtained by minimizing the criterion: X ð0Þ 2 2 ks Eð0Þ v  wv kD þ v kskD , ð38Þ v
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Figure 3. The behavior of some of the hyper-parameters during the iterative process: the variances 2 (a) and 2 (b) and the variances 2 (c) and the means m (d ) of the contrast for classes ¼ 1 (air) and ¼ 2 (resin). (The color version of this figure is included in the online version of the journal.)



where  v is a constant arbitrarily set to v ¼ 0:1jEvinc j. It can be noted that the presence of the regularizing term  vksk2 in the criterion to be minimized is made can be necessary as arbitrarily small values of Eð0Þ v obtained near the  12 interface, which leads to exploding initial values for the contrast. By accounting for the fact that the contrast is positive, we get:  P 



ð0Þ 
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