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Joint NDT Image Restoration and Segmentation using Gauss-Markov-Potts Prior Models and Variational Bayesian Computation Hacheme AYASSO, Student Membre, IEEE, Ali MOHAMMAD-DJAFARI, Member, IEEE



Abstract In this paper, we propose a method to simultaneously restore and to segment piecewise homogenous images degraded by a known point spread function (PSF) and additive noise. For this purpose, we propose a family of non-homogeneous Gauss-Markov fields with Potts region labels model for images to be used in a Bayesian estimation framework. The joint posterior law of all the unknowns (the unknown image, its segmentation (hidden variable) and all the hyperparameters) is approximated by a separable probability law via the variational Bayes technique. This approximation gives the possibility to obtain practically implemented joint restoration and segmentation algorithm. We will present some preliminary results and comparison with a MCMC Gibbs sampling based algorithm. We may note that the prior models proposed in this work are particularly appropriate for the images of the scenes or objects that are composed of a finite set of homogeneous materials. This is the case of many images obtained in non-destructive testing (NDT) applications.



Index Terms Image Restoration, Segmentation, Bayesian estimation, Variational Bayes Approximation.



I. I NTRODUCTION A simple direct model of image restoration problem is given by g(r) = h(r) ∗ f (r) + ǫ(r) −→ g = Hf + ǫ, r ∈ R



(1)



H. Ayasso and A. Mohammad-Djafari are both with Laboratoire des Signaux et Syst`emes, Unit´e mixte de recherche 8506 (CNRS-SUPELEC-Univ Paris-Sud), Sup´elec, Plateau de Moulon, 3 rue Joliot Curie, 91192 Gif-sur-Yvette, France.
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where g(r) is the observed image, h(r) is a known point spread function, f (r) is the unknown image, and ǫ(r) is the measurement error, and equivalently, g , f and ǫ are vectors containing samples of g(r),f (r),



and ǫ(r) respectively, and H is a huge matrix whose elements are determined using h(r) samples. R is the whole space of the image surface. In a Bayesian framework for such an inverse problem, one starts by writing the expression of the posterior law: p(f |θ, g; M) =



p(g|f , θ 1 ; M) p(f |θ 2 ; M) , p(g|θ; M)



(2)



where hyperparameters θ = (θ 1 , θ 2 ), p(g|f , θ 1 ; M), called the likelihood, is obtained using the forward model (1) and the assigned probability law pǫ (ǫ) of the errors, p(f |θ 2 ; M) is the assigned prior law for the unknown image f and p(g|θ; M) =



Z



p(g|f , θ 1 ; M) p(f |θ 2 ; M) df ,



(3)



is the evidence of the model M. Assigning Gaussian priors p(g|f , θǫ ; M)



=



N (Hf , (1/θǫ )I),



(4a)



p(f |θf ; M)



=



N (0, Σf )



(4b)



Σf = (1/θf )(DT D)−1 .



with



It is easy to show that the posterior law is also Gaussian:



p(f |g, θǫ , θf ; M)



bf with Σ



and fb
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= = = =



∝



p(g|f , θǫ ; M)p(f |θf ; M)



=



ˆf) N (fb, Σ



(5a)



[θǫ H T H + θf DfT Df ]−1 1 [H T H + λD T D]−1 , θǫ b f HT g θǫ Σ



[H T H + λD T D]−1 H T g



λ=



θf θǫ



(5b)
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which can also be obtained as the solution that minimizes: J1 (f ) = kg − Hf k2 + λkDf k2 ,



(6)



where we can see the link with the classical regularization theory [1]. For more general cases, using the MAP estimate: fb = arg max {p(f |θ, g; M)} = arg min {J1 (f )} , f



we have



J1 (f )



f



=



− ln p(g|f , θǫ ; M) − ln p(f |θ 2 ; M)



=



kg − Hf k2 + λΩ(f ),



(7)



(8)



where λ = 1/θǫ and Ω(f ) = − ln p(f |θ 2 ; M). Two families of priors could be distinguished: h i P Separable: p(f ) ∝ exp −θf j φ(fj ) and



h i P Markovian: p(f ) ∝ exp −θf j φ(fj − fj−1)



where different expressions have been used for the potential function φ(.), [2]–[4] with great success in many applications. Still, this family of priors cannot give a precise model for the unknown image in many applications, due to the assumption of global homogeneity of the image. For this reason, we have chosen in this paper to use a non-homogeneous prior model that takes into account the existence of contours in most the images. In particular, we aim to simultaneously obtain a restored image and its segmentation, which means that we are interested in images composed of finite number of homogeneous regions. This implies the introduction of the hidden variable z = {z(r), r ∈ R} which associates each pixel f (r) with a label (class) z(r) ∈ {1, ..., K}, where K is the number of classes and R represents the whole space of the image surface. All pixels with the same label z(r) = k share some properties, for example the mean gray level, the mean variance, and the same correlation structure. Indeed, we use a Potts-Markov model for the hidden label variance z(r) to model the spatial structure of the regions. As we will see later, the parameters of these models can control the mean size of the regions in the image. Even if we assume that the pixels inside a region are mutually independent of those of other regions, for the pixels inside a given region we propose two models: independent or Markovian, i.e. the image f is modeled as a mixture of independent Gaussians or a mixture of multivariate (Gauss-Markov). However, this choice of prior makes it impossible to get an analytical expression for the maximum a posterior (MAP) or posterior mean (PM) February 12, 2010
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estimators. Consequently, we will use the variational Bayes technique to calculate an approximate form of this law. The problem of image deconvolution in general and in a Bayesian framework has been widely discussed in [2], [3], [5], [6]. We present here the main contributions to this problem knowing that this list is far from being exhaustive. For example, from the point of view of prior choice, [7] used a Gaussian prior to restore the image. More sophisticated prior was proposed in [8], [9] by means of Markov random fields. The choice of non quadratic potentials was studied by [10]–[12]. In a multiresolution context, we take the example of [13], [14] where several priors were employed in the wavelet domain. From the posterior approximation point of view, the Variational Bayes technique (or ensemble learning) was first introduced for neural networks application [15], [16]. Then it was applied to graphical model learning in [17] where several priors were studied. In [18] studied model parameter estimation in a Variational Bayes context with a Gaussian prior over these parameters was studied. However, more work related to this subject can be found in (IV-B), and [19]. The Variational Bayes technique was introduced for image recovery problems in [20]. Since then it has found a number of applications in this field. Smooth Gaussian priors where implemented for blind image deconvolution in [21]. An extension with a hierarchical model was proposed in [22]. Non-smooth based on total variation (TV) and products of Student’s-t priors for image restoration were used in [23] and [24], respectively. For blind image deconvolution using non-smooth prior the variational approximation was used in [25] where a TV-based prior was used for the image and a Gaussian for the point-spread function (PSF) and in [26] where a Student’s-t prior was used for the image and a kernel based Student’s-t prior for the PSF. The rest of this paper is organized as follows. In section 2, we give more details about the proposed prior models. In section 3, we employ these priors using the Bayesian framework to obtain a joint posterior law of the unknowns (image pixels, hidden variable, and the hyperparameters including the region statistical parameters and the noise variance). Then in section 4, we use the variational Bayes approximation in order to obtain a tractable approximation of joint posterior law. In section 5, we show some image restoration examples. Finally, in section 6 we provide our conclusion for this work. II. P ROPOSED G AUSS -M ARKOV-P OTTS



PRIOR MODELS



As presented in the previous section, the main assumption used here is the piecewise homogeneity of the restored image. This model corresponds to a number of applications where the studied data are obtained by imaging objects composed of a finite number of materials. This is the case of medical February 12, 2010
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MGM



Fig. 1. Proposed a priori model for the images: the image pixels f (r) are assumed to be classified in K classes, z(r) represents those classes (segmentation). In MIG prior, we assume the image pixels in each class to be independent while in MGM prior, image pixels these are considered dependent. In both cases, the hidden field values follows Potts model in the two cases



imaging (muscle and bone or grey-white materials). Indeed in non-destructive testing (NDT) imaging for industrial applications, studied materials are, in general, composed of air-metal or air-metal-composite. This prior model have already been used in several works for several application [27], [28], [29], [30]. In fact, this assumption permits to associate a label (class) z(r) to each pixel of the image f . The set of these labels z ∈ {z(r), r ∈ R} form a K color image, where K corresponds to the number of materials, and R represents the entire image pixel area. This discrete value hidden variables field represents the segmentation of the image. Moreover, all pixels fk = {f (r), r ∈ Rk } which have the same label k, share the same probabilistic S parameters (class means µk , and class variances vk ), k Rk = R. Indeed, these pixels have a similar



spatial structure while we assume here that pixels from different classes are a priori independent, which is natural since they image different materials. This will be a key hypothesis when introducing GaussMarkov prior model of source later in this section. Consequently, we can give the prior probability law of a pixel, given the class it belongs to, as a Gaussian (homogeneity inside the same class). p(f (r)|z(r) = k, mk , vk ) = N (mk , vk ).



(9)



This will give a Mixture of Gaussians (MoG) model for the pixel p(f (r)), which can be written as follows: p(f (r)) =



X k



ζk N (mk , vk ) with ζk = P (z(r) = k).



(10)



Modeling the spatial interactions between different elements of the prior model is an important issue.
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This study is concerned with two interactions, pixels of images within the same class f = {f (r), r ∈ R} and elements of the hidden variables z = {z(r), r ∈ R}. In this paper, we assign Potts model for the hidden field z in order to obtain more homogeneous classes in the image. Meanwhile, we present two models for the image pixels f ; the first is independent, while the second is a Gauss-Markov model. In the following, we give the prior probability of the image pixels and the hidden field elements for the two models. A. Mixture of Independent Gaussians (MIG): In this case, no prior dependence is assumed for the elements of f given z :



p(f (r)|z(r) = k) = N (mk , vk ), ∀r ∈ R Y p(f |z, mz (r), vz (r)) = N (mz (r), vz (r))



(11a) (11b)



r∈R



with mz (r) = mk , ∀r ∈ Rk , vz (r) = vk , ∀r ∈ Rk , and



p(f |z, m, v)



∝ ∝ ∝



Y



r∈R



N (mz (r), vz (r)) "



# 1 X (f (r) − mz (r))2 exp − 2 vz (r) r∈R # " 1 X X (f (r) − mk )2 exp − 2 vk



(12)



k r∈Rk



B. Mixture of Gauss-Markovs(MGM): In the MIG model the pixels of the image in different regions are assumed independent. Furthermore, all the pixels inside a region are also assumed conditionally independent. Here, we relax this last assumption by considering the pixels in a region Markovian with the four nearest neighbors.



Υ(f (r)|z(r) = k, f (r ′ ), z(r ′ ), r ′ ∈ V(r)) = N (µk (r), vk (r)), 1 Y p(f |z) = Υ(f (r)|z(r) = k, f (r ′ ), z(r ′ ), r ′ ∈ V(r)) Zf



(13) (14)



r∈R
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with



µk (r)



  m k  1



=



|V(r)|



vk (r)



=



C(r)



=



P



if C(r) = 1



r′ ∈V(r)



(15)



f (r ′ ) if C(r) = 0



∀r ∈ Rk Y 1− δ(z(r ′ ) − z(r))



vk



(16)



r′ ∈V(r)



We may remark that f |z is a non homogeneous Gauss-Markov field because the means µk (r) are functions of the pixel position r . As a by product, note that C(r) represents the contours of the image C(r) = 1 if z(r ′ ) 6= z(r) and C(r) = 0 elsewhere.



For both cases, a Potts Markov model will be used to describe the hidden field prior law for both image models:



p(z|γ)



∝



"



exp



X



r∈R



1 X Φ(z(r)) + γ 2



X



r∈R ,r′ ∈V(r)



#



δ(z(r) − z(r ′ )) ,



(17)



where Φ(z(r)) is the energy of singleton cliques, and γ is Potts constant. The hyperparameters of the model are class means mk , variances vk , and finally singleton clique energy ln κk = Φ(k). The graphical model of the observation generation mechanism assumed here is given in (Fig.2). III. BAYESIAN



RECONSTRUCTION AND SEGMENTATION



So far, we have presented two prior models for the unknown image based on the assumption that the object is composed of a known number of materials. That led us to the introduction of a hidden field, which assigns each pixel to a label corresponding to its material. Thus, each material can be characterized by the statistical properties (mk , vk , κk ). Now in order to estimate the unknown image and its hidden field, we use the joint posterior law: p(f , z|θ, g; M) =



p(g|f,θ1 ) p(f|z,θ2 ) p(z|θ3 ) . p(g|θ)



(18)



This requires the knowledge of p(f |z, θ 2 ), and p(z|θ 3 ) which we have already provided in the previous section, and the model likelihood p(g|f , θ 1 ) which depends on the error model. Classically, it is chosen as a zero mean Gaussian with variance θǫ −1 , which is given by:
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Fig. 2. The hierarchical prior model where our variable of interest f can be modelled by a mixture of Gaussians (MIG) or mixture of Gauss-Markov (MGM) with mean values m and variances v. Hidden field z prior follows an external field Potts model with κ and γ as hyperparameters. Meanwhile, the error prior is supposed Gaussian with unknown variance θǫ−1 . Conjugate priors were chosen for m, v, κ, θǫ , while γ is chosen as a fixed value.



p(g|f , θǫ ) = N (Hf , θǫ −1 I).



(19)



In fact the previous calculation assumes that the hyperparameters values are known, which is not the case in many practical applications. Consequently, these parameters have to be estimated jointly with the unknown image. This is possible using the Bayesian framework. We need to assign a prior model for each hyperparameter and write the joint posterior law



p(f , z, θ|g; M)



∝



p(g|f , θ1 ; M) p(f |z, θ2 ; M) × p(z|θ3 ; M) p(θ|M),



(20)



where θ = {θ1 , θ2 , θ3 } groups all the unknown hyperparameters, which are the means mk , the variances vk , the singleton energy κk , and error inverse variance θǫ . While, the Potts constant γ is chosen to be



fixed due to the difficulty of finding a conjugate prior to it. We choose an Inverse Gamma for the model of the error variance θǫ , a Gaussian for the means mk , an Inverse Gamma for the variances vk , and finally a Dirichlet for κk .
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p(θǫ |α0 , β0 )



=



G(α0 , β0 ), ∀k



(21a)



p(mk |m0 , σ0 )



=



N (m0 , σ0 ), ∀k



(21b)



p(vk−1 |a0 , b0 )



=



G(a0 , b0 ), ∀k



(21c)



p(κ|κ0 )



=



D(κ0 , · · · , κ0 )



(21d)



where α0 , β0 , m0 , σ0 , a0 , b0 and κ0 are fixed for a given problem. The previous choice of conjugate priors is very helpful for the calculation that follows in the next section. IV. BAYESIAN



COMPUTATION



In the previous section, we found the necessary ingredients to obtain the expression of the joint posterior b = arg max(f,z,θ) {p(f , z, θ|g; M)} law. However, calculating the joint maximum posterior (JMAP) (fb, zb, θ)



or the Posterior Means (PM):



fb



and



=



b θ



=



zb



=



XZ Z z



f p(f , z, θ|g; M) df dθ,



XZ Z z



θ p(f , z, θ|g; M) df dθ,



XZ Z



z p(f , z, θ|g; M) df dθ



z



can not be obtained in an analytical form. Therefore, we explore two approaches to solve this problem. The first is the Monte Carlo technique and the second is Variational Bayes approximation. A. Numerical exploration and integration via Monte Carlo techniques: This method solves the previous problem by generating a great number of samples representing the posterior law and then calculating the desired estimators numerically from these samples. The main difficulty comes from the generation of these samples. Markov Chain Monte Carlo (MCMC) samplers are used generally in this domain and they are of great interest because they explore the entire space of the probability density. The major drawback of this non-parametric approach is the computational cost. A great number of iterations are needed to reach the convergence; also many samples are required to obtain good estimates of the parameters. February 12, 2010
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To apply this method to our problem, we use a Gibbs sampler. The basic idea in this approach is to generate samples from the posterior law (20) using the following general algorithm: f



∼



p(f |z, θ, g; M) ∝ p(g|f , θ 1 ; M) p(f |z, θ 2 ; M),



(23a)



z



∼



p(z|f , θ, g; M) ∝ p(f |z, θ 2 ; M) p(z|θ 3 ; M), and



(23b)



θ



∼



p(θ|f , z, g; M) ∝ p(f |z, θ 2 ; M) p(θ|M).



(23c)



We have the expressions for all the necessary probability laws in the right hand side of the above three conditional laws to be able to sample from them. Indeed, it is easy to show that the first one p(f |z, θ, g; M) is a Gaussian which is then easy to handle. The second p(z|f , θ, g; M) is a Potts field



where many fast methods exist to generate samples from it [31]. The last one p(θ|f , z, g; M) is also separable in its components, and due to the conjugate property, it is easy to see that the posterior laws are either Inverse Gamma, Inverse Wishart, Gaussian, and Dirichlet for which there are standard sampling schemes [28], [32]. B. Variational or separable approximation techniques: One of the main difficulties to obtain an analytical expression for the estimator is the posterior dependence between the unknown parameters. For this reason, we propose, for this method, a separable form of the joint posterior law, and then we try to find the closest posterior to the original posterior under this Q constraint. The idea of approximating a joint probability law p(x) by a separable law q(x) = j qj (xj ) is



not new [33]–[35], and [36]. The selection of the parametric families of qj (xj ) for which the computations can be easily done has been addressed recently for data mining and classification problems [37]–[44], and [40]. However, their use for Bayesian computations for the inverse problems in general and for image restoration in particular, using this class of prior models, is one of the contributions. We consider the problem of approximating a joint pdf p(x|M) by a separable one q(x) =



Q



j qj (xj ).



The first step for this approximation is to choose a criterion. A natural criterion is the Kullback-Leibler divergence:



KL(q : p)



= = =



Z



q(x) ln



q(x) dx p(x|M)



−H(q) − hln p(x|M)iq(x) X H(qj ) − hln p(x|M)iq(x) , −



(24)



j
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where hpiq is the expectation of p w.r.t q . So, the main mathematical problem is finding qb(x) which



minimizes KL(q : p).



We first make two points: 1) The optimal solution without any constraint is the trivial solution qb(x) = p(x); 2) The optimal solution with the constraint hln p(x|M)iq(x) = c where c is a given constant is the one which maximizes the entropy H(q) and



is given by using the properties of the exponential family. This functional optimization problem can be solved and the general solution is: qj (xj ) =



where q−j =



Q



i6=j qi (xi )



i h 1 exp − hln p(x|M)iq−j , Cj



(25)



and Cj are the normalizing factors [16], [45].



However, we may note that, first the expression of qj (xj ) depends on the expressions of qi (xi ), i 6= j . Thus, this computation can be done only in an iterative way. The second point is that in order to compute these solutions we must compute hln p(x|M)iq−j . The only families for which these computations are easily done are the conjugate exponential families. At this point, we see the importance of our choice of priors in the previous section. The first step to is to choose a separable form that is appropriate for our problem. In fact there is no rule for choosing the appropriate separation; nevertheless, this choice must conserve the strong dependences between variables and break the weak ones, keeping in mind the computation complexity of the posterior law. In this work, we propose a strongly separated posterior, where only dependence between image pixels and hidden fields is conserved. This posterior is given by q(f , z, θ) =



Y



[q(f (r)|z(r))]



r



Y r



[q(z(r))]



Y



q(θ l ).



(26)



l



Applying the approximated posterior expression (eq.25) on p(f , z, θ|g; M), we see that the optimal solution for q(f , z, θ) has the following form:
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q(f |z)



=



q(z)



=



Y Y



k r∈Rk



Y r



N (˜ µk (r), v˜k (r))



q(z(r)|˜ z (r ′ ), r ′ ∈ V(r))



12



(27a) (27b)



ζ˜k (r) ∝ c˜k d˜k (r) e˜k (r)



(27c)



=



˜ G(˜ α, β),



(27d)



q(mk |m ˜ k, σ ˜k )



=



N (m ˜ k, σ ˜k ), ∀k,



(27e)



q(vk−1 |˜ ak , ˜bk )



=



G(˜ ak , ˜bk ), ∀k,



(27f)



q(κ)



=



D(˜ κ1 , · · · , κ ˜K ),



(27g)



q (z(r)=k|˜z(r′ ))



=



˜ q(θǫ |˜ α, β)



where the shaping parameters of these laws are mutually dependent. So, an iterative method should be applied to obtain the optimal values. In the following, we will give the expression of each shaping parameter for the iteration t as function of the previous iteration t − 1. We can unify both priors by means of contour variable C which is set to 1 in the MIG prior and the value defined in (eq.16) in the MGM case We start by the conditional posterior of the image q(f |z) in (eq.27a) where µ ˜tk (r) and v˜kt (r) are given by the following relations:  "  ∗t−1 # µ ˜k (r) − f˜t−1 (r) X  t−1 t t−1 t−1 f˜ (r) + v˜k (r) + θ¯ǫ H(s, r) g(s) − g˜ (s) , v¯kt−1 s   m ˜ tk MIG case t ′ t t  1−C˜kt (r) P ′ ˜k (r ) + C˜k (r)m ˜ k , MGM case r ∈V(r) µ |V(r)|   1 MIG case Q  1− ζ˜ (r ′ ), MGM case ′



µ ˜tk (r)



=



µ ˜∗t k (r)



=



C˜kt (r)



=



v˜kt (r)



=



v¯kt−1



=



˜t−1 −1 , hvk iqt−1 = (˜ at−1 k bk )



(28e)



θ¯ǫt−1



=



(28f)



f˜t (r)



=



hθǫ iqt−1 = (˜ αt−1 β˜t−1 )−1 , X ζ˜kt (r)˜ µtk (r),



(28g)



[Hf ] (s) =



(28h)



(28b)



(28c)



r ∈V(r) k



v¯kt−1 , P 1 + v¯kt−1 θ¯ǫt−1 s H 2 (s, r)



k



g˜t (s)



(28a)



=



X



H(s, r) f˜t (r),



(28d)



r
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˜t , and β˜t are given later in (eq.30). The expression for c˜tk , d˜k and e˜k of The expression for a ˜tk , ˜btk , α



the posterior law of the hidden field q(z) in (eq.27c) are given by the following relations:



c˜tk



=



 X exp Ψ(˜ κt−1 κ ˜ t−1 ) k ) − Ψ( l l



+



d˜tk (r)



e˜tk (r)



=



=



1 2



Ψ(˜bt−1 ˜t−1 k ) + ln a k



 



,



(29a)



E D  2  t 2 (µ (r)) 2 t−1 k t µ ˜k (r) − µ ˜k (r) (˜ µk (r)) qt−1  − +  , t t t−1 v˜k (r) v˜k (r) v¯k



" q 1 t −1 (˜ vk (r)) exp − 2



# 1 X ˜t−1 ′ ζk (r ) . exp + γ 2 ′ "



(29b)



(29c)



r



Finally, the hyperparameters posterior parameters in (eq.27) are,



α ˜t



=



"



β˜t



=



b0 +



m ˜ tk



=



σ ˜kt



=



a ˜tk



=



˜bt k



=



κ ˜ tk



=



 1 X



(g(r) − [Hf ] (r))2 qt−1 α−1 + 0 2 r |R| , 2



#−1



,



! m0 1 X ˜t−1 ˜t−1 t−1 µk (r) , Ck (r)ζk (r)˜ + t−1 σ0 v¯k r !−1 1 X ˜t−1 ˜t−1 −1 σ0 + t−1 Ck (r)ζk (r) , v¯k r " #−1 E XD 1 a−1 (f (r) − µk (r))2 t−1 , 0 + 2 r q 1 X ˜t−1 ζ (r), b0 + 2 r k X ζ˜kt−1 (r). κ0 + σ ˜kt



(30a) (30b) (30c)



(30d)



(30e) (30f) (30g)



r



Several observations can be made for these results. The most important is that the problem of probability law optimization turned into simple parametric computation, which reduces significantly the computational burden. Indeed, although for our choice of a strong separation, posterior mean value dependence between image pixels and hidden field elements is present in the equations, which justifies the use of spatially dependent prior model with this independent approximated posterior. On the other hand, the February 12, 2010
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TABLE I H YPER -H YPERPARAMETERS VALUES



m0



σ0



a0



b0



α0



β0



κ0



γ



0.5



1



100



10−3



10



10−3



5



5



iterative nature of the solution requires a choice of a stopping criterion. We have chosen to use the variation of the negative free energy: F(g) = hln (p(g, f , z, θ))iq(f,z,θ) + H(q(f , z, θ))



(31)



to decided the convergence of the variables. This seems natural since it can be expressed as the difference between Kullback-leibler divergence and the log-evidence of the model (eq.32) F(g) = KL(q : p) + ln (p(g|M)) .



(32)



We can find the expression of the free energy using the shaping parameters calculated previously with almost no extra cost. Furthermore, its value can be used as a criterion for model selection. We will present in the next section some restoration results using our method. V. N UMERICAL



EXPERIMENT RESULTS AND DISCUSSION



In this section, we show several restoration results using our method. We start first by defining the values of the hyper-hyperparameter that were used during the different experiments. Then, we apply the proposed methods on a synthesized restoration problem for images generated from our model. Afterwards, the method is applied on real images. Finally, we compare the performance of our method to some other ones and especially to a restoration method based on the same prior model but with MCMC estimator. We choose the value of hyper-hyperparameters in a way that our priors stay as non-informative as possible. However, for the Potts parameter we fixed the value that worked the best for us. A. Model generated image restoration We start the test of our method by applying it on two simple images generated by our prior models (MIG and MGM). Then, a box triangle convolution kernel is applied and white Gaussian noise is added. The chosen values are given in (Table.II). We can see from (Fig.3) that our method was able to restore the image with a small error (results details are available in (Table.III)). However, we can see that the quality of construction of VB MIG is February 12, 2010
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TABLE II M ODEL GENERATED IMAGE PROPERTIES MIG



Size(f )



K



m



v ×10−5



Size(H)



θǫ



MIG



128 × 128



2



(0,1)



(1,10)



100



MGM



128 × 128



2



(0,1)



(100,100)



9×9 9×9



100



(a)



(b)



(c)



(d)



(e)



(f)



Fig. 3. Restoration results from MIG model:(a) Original Image (b) Distorted image (c) Original Segmentation (d) MIG Segmentation (e) VB MIG reconstruction (f) VB MGM Reconstruction TABLE III MIG IMAGE RESULTS SUMMARY



PSNR



Z error(%)



˜ m



θ˜ǫ



31.2dB



8 × 10−2 %



v˜ × 10−6



(0.005,0.99)



(6,10)



100.5



better than VB MGM, as expected, since in the MIG, pixels in the same class are modeled as Gaussian, while in the MGM the Gaussian property is imposed on the derivative (Markovian property). Similar results are found in the case of the MGM model generated image (See Table.IV), the VB MGM method has a better restoration performance than the VB MIG method since it is more adaptive. We can see this property more clearly by comparing the histogram of each of the images. From (Fig.5), the histograms of the MIG and the VB MIG restoration are very similar. The same observation can be
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(a)



(b)



(c)



(d)



(e)



(f)



Fig. 4. Restoration results from MGM model:(a) Original Image (b) Distorted image (c) Original Segmentation (d) MGM Segmentation (e) VB MIG restoration (f) VB MGM restoration TABLE IV MGM



IMAGE RESULTS SUMMARY



PSNR



Z error(%)



˜ m



θ˜ǫ



27dB



3 × 10−2 %



v˜ × 10−3



(-0.001,1.003)



(30,2.7)



101.5



made for the MGM and the VB MGM restored images.



B. Testing against “real” images Herein, we show that our algorithm does not only work for images generated from the prior model but it works also for images resulting from several real applications. We start with a text restoration problem (See Table.V). We apply the VB MIG restoration method but we show how it works with higher number of classes as prior information so we set the number of classes to three. As we can see from (Fig.6), the results contains only 2 classes (the background and the text). Although no direct estimation of optimal number of classes is implemented in the method, it is able to eliminate the extra class through the segmentation process, where pixels are classified with the dominating classes, while the eliminated class parameters are set to their prior values. Moreover, we are interested in the evolution of hyperparameters during the iterations (Fig.7). We notice that almost all the variables reach their final value in 10 iterations. February 12, 2010
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1
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0.2



(b)
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(c)
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0



(d)



0.2



0.4



0.6



0.8
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1.2
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0



(e)



0.2



0.4



(f)



Fig. 5. Comparison between different histograms of the test images:(a) MIG (b) MGM (c) VB MIG restoration for MIG image (d) VB MIG restoration for MGM (e) VB MGM restoration for MIG image (f) VB MGM restoration for MGM image TABLE V T EXT RESTORATION EXPERIMENT CONDITIONS



Size



K



m



v



Filter Size



θǫ



128 × 128



2



(0,1)



(10−4 ,10−4 )



15 × 15



100



However, convergence is not achieved before iteration 25, this corresponds to the elimination of the extra class (Z = 2). All its hyperparameters take their prior values, and the negative free energy makes a step change toward its final value. In fact, this is very interesting since the log-evidence of the model can be approximated by the negative free energy after convergence. A higher value for the negative energy means a better fit of the model, which is the case with 2 classes instead of three. Nevertheless, the estimation of number of classes seems indispensable for other cases. Running a number of restorations with different values and comparing the value of the negative energy can achieve a first remedy. Moreover, we have studied the performance of our method with images where our prior models do not correspond exactly (Fig.8, Fig.9). Hopefully, our method still gives good results, though several flaws can be remarked. For example in the brain image, the grey material is more constant than the original
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(a)



(b)



(c)



(d)



(e)



(f)



Fig. 6. Text restoration results:(a) Original image (b) Distorted image (c) Original segmentation (d) Initial Segmentation (e) VB MIG Segmentation (f) VB MIG Restoration



image, because of the under estimation of the class variance. For Goofy image the background has over estimated variance. To test the limits of our prior model, we have tested our method with a “classical” image of the image processing literature (the Cameraman, Fig.10). As we can see, the method was able to restore the body of the camera man finely, notably his eye which disappeared in the distorted version. However, the major drawback is the restoration of textured areas. Instead of the continuously gradient sky the MIG output split it into two almost constant classes, the same thing happened for the grass. This is normal because of the homogeneous class prior. For the MIG model, these problems were less pronounced. However, the Gaussian property, which is acceptable for the sky, is not valid the texture of the grass.



C. Comparison against other restoration methods We present in the following a comparison between other restoration methods and the proposed one. The test is based on two aspects: the quality of the restored image, and the computational time compared to an MCMC based algorithm with the same prior model. For the quality of restoration we use L1 1 distance between the original image and the restored one (Table.VI). The methods are: Matched filter 1



L1 are more adapted for piecewise homogeneous images, since difference image fits better in a double exponential distribution



February 12, 2010



DRAFT



SUBMITTED TO IEEE TRANS. ON IMAGE PROCESSING, FEBRUARY 2009



19 6



105 2



Z=1 Z=2 Z=3



1



x 10



1.8



100 1.6 Variance of mean values of the class



0.8



classes Mean



Error precision



95



90



0.6



0.4



85



prior value



1.4



1.2



1



0.8



0.6



0.2 0.4



80



0.2



0



75



0



5



10



15



20 iterations



25



30



35



40



0



5



10



15



(a)



20 iterations



25



30



35



0



40



0



5



10



15



20 iterations



(b)



100



90



30



35



40



(c) 15000



8000 Z=1 Z=2 Z=3



25



Z=1 Z=2 Z=3



Z=1 Z=2 Z=3



7000



70



60



50



40



30



6000 10000



5000 Singleton energy



classes Variance− Second parameter



classes Variance− First parameter



80



4000



3000 5000



2000 20 1000



10



0



0



5



10



15



20 iterations



25



30



35



0



40



0



5



10



15



(d)



20 iterations



25



30



35



0



40



5



10



15



20 iterations



(e)



25



30



35



40



(f)



4



−0.5



x 10



0.19



0.18 −1 0.17



−1.5 0.16



0.15 −2



0.14 −2.5 0.13



−3



0



10



20



30



40



50



60



(g)



70



80



0.12



0



10



20



30



40



50



60



70



80



(h)



Fig. 7. Text restoration hyperparameters evolution vs iteration:(a) Error precision θ˜ǫ (b) classes mean m ˜ z , z = 1, 2, 3 (c) precision of class mean σ ˜z−1 , z = 1, 2, 3 (d) class variance parameter 1 ˜b (e) class variance parameter 2 c˜ (f) Singleton energy parameter κ ˜ z , z = 1, 2, 3 (g) Negative free energy (h) RMS of the error



(MF), Wienner Filter (WF), Least Square (LS), MCMC for a MIG prior (MCMC), and finally our two methods VB MIG (MIG), and VB MGM (MGM). We can see that our algorithm has good restoration performance in comparison to these methods. For the computation time, the method is compared to a MCMC based estimator using the same prior.
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20



(c)



(d)



Fig. 8. Goofy restoration: (a) Original Image (b) Distorted Image L1 = 12.5% (c) Initial Image L1 = 10.2%(d) MIG restoration L1 = 7.8%



(a) Fig. 9.



(b)



(d)



Brain MRI restoration: (a) Original Image (b) Distorted Image (c) VB MIG segmentation (d) VB MIG restoration



(a) Fig. 10.



(c)



(b)



(c)



(d)



Cameraman restoration: (a) Original Image (b) Distorted Image (c) VB MIG restoration (d) VB MGM restoration



TABLE VI N ORMALIZED L1 D ISTANCE FOR DIFFERENT METHODS . T HE METHODS ARE : M ATCHED FILTER (MF), W IENNER F ILTER (WF), L EAST S QUARE (LS), MCMC FOR A MIG PRIOR (MCMC), AND FINALLY OUR TWO METHODS VB MIG (MIG), AND VB MGM (MGM)
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MF



WF



LS



MCMC



MIG



MGM



0.10



0.084



0.085



0.040



0.029



0.051



DRAFT



SUBMITTED TO IEEE TRANS. ON IMAGE PROCESSING, FEBRUARY 2009



21



(a)



(b)



(c)



(d)



(e)



(f)



Fig. 11. Comparison between different restoration methods:(a) Matched filter(MF) (b) Wienner filtering (WF) (c) Least square (LS) (d) MCMC MIG (e) VB MIG (f) VB MGM



The tests are performed on a Intel Dual Core 2.66GHz processor based machine with both algorithm coded in Matlab. The time was TM IG = 2Sec against TM CM C = 10Sec. Moreover, for higher dimensions MCMC like algorithms need more storage space for the samples, for example |R| = 2048 × 2048 images with NS = 1000 samples MCMC will need storage size of 2 × NS × |R| ≈ 8 × 109 pixels. While



Variational Bayes based ones require the storage of the shaping parameters for the posterior laws in the current and previous iteration. VI.



CONCLUSION



We considered the problem of joint restoration and segmentation of images degraded by a known PSF and by Gaussian noise. To perform joint restoration and segmentation we proposed a Gauss-Markov-Potts prior model. More precisely, two priors, independent Gaussian and Gauss-Markov models, were studied with the Potts prior on the hidden field. The expression of the joint posterior law of all the unknowns (image, hidden field, hyperparameters) is complex and it is difficult to compute MAP or PM estimators. Therefore, we proposed a Variational Bayes approximation method. This method was applied to several restoration problems, where it gave promising results. Still, a number of the aspects regarding this method have to be studied, including the convergence conditions, the quality of estimation of classes and error variances, choice of separation and the estimation of the Potts parameter. ACKNOWLEDGMENT The authors would like to thank Sofia Fekih-Salem for her careful reading and revision of the paper.
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A PPENDIX A P ROBABILITY D ISTRIBUTIONS We recall herein the definition of the main probability distributions used in this article to avoid any ambiguity A. Gaussian Let f be a random variable with Gaussian distribution with mean m and variance v . Then its distribution is given as: f



∼ N (m, v)



p(f ) =



" # 1 (f − m)2 √ exp − 2v 2πv



(33)



B. Gamma and Inverse Gamma Let θ be a random variable with a gamma distribution with scale parameter a, and shape parameter b. Then we have θ ∼ G(a, b)



  θ θ b−1 exp − Γ(b)ab a



p(θ) =



(34)



with hθi = ab 



 (θ − ab)2 = ab2



In similar way, we define inverse gamma probability distribution as follows, θ ∼ IG(a, b) p(θ) =



h ai ab θ −b−1 exp − Γ(b) θ



(35)



with



* February 12, 2010
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a b−1
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=



a b−1
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C. Multivariate normal distribution Let the vector f = {f1 , f2 , ..., fN } follow a multivariate normal distribution with expected vector µ and covariance matrix Σ > 0. Then its probability density is given by: f p(f )



∼ =



N (µ, Σ) −N 2



(2π)



− 12



|Σ|







 1 T −1 exp − (f − µ) Σ (f − µ) 2



(36)



D. Wishart If a random p × p matrix Σ follow a Wishart distribution with n ≥ p degrees of freedom and a precision matrix S > 0, its probability density is given by: Σ



∼



p(Σ)



=



With w(n, p)



=



W(S, n, p)



   1 −1 w(n, p)|S Σ| exp − Trace S Σ 2   p p(p−1) np Y n−p+1 4 2 2 Γ π 2 n 2



−1



(37) (38)



j=1



and hΣi = S 



 (Σ − S)(Σ − S)T = V,



whose elements vij = ns2ij (sii − sjj )



E. Dirichlet Let the vector ζ = {ζ1 , ζ2 , ...., ζK } follow a Dirichlet distribution with κ = {κ1 , κ2 , ..., κK } shaping parameters. Then we have: ζ ∼ D(κ) p(ζ) = Γ



K X



κk′



k ′ =1



!



K Y ζkκk −1 Γ(κk )



(39)



k=1



with hζk i = E D = (ζk − hζk i)2 February 12, 2010



κk PK



k ′ =1 κk ′



κk



P



P K



K k ′ =1 κk ′



k ′ =1



κk′ − κk



2 P







K k ′ =1 κk ′
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A PPENDIX B D ERIVATION



OF



VARIATIONAL BAYES



POSTERIORS



We present herein the derivation of Variational Bayes posterior of our problem. For the sake of simplicity, we will omit the iteration number t. A. Image conditional posterior (q(f |z)): From (eq.25) we can write, ln (q(f (r)|z(r)))



hln (p(g|f , θǫ ))iq−fr



∝



hln (p(g, f , z, θ))iq−fr



∝



hln (p(g|f , θǫ ))iq−fr + hln (p(f |z, m, v))iq−fr X H 2 (s, r) f 2 (r) θ¯ǫ



∝



s



− 2θ¯ǫ hln (p(f |z, m, v))iq−fr



X s



 H(s, r) g(s) − g˜−r (s) f (r)



f 2 (r) − 2˜ µ∗k (r)f (r) v¯k



∝



(40a)



(40b) (40c) (40d)



⇒ ln (q(f (r)|z(r)))



∝



⇒ v˜k (r)



=



µ ˜k (r)



=



With g˜−r (s)



=



! X 1 2 H (s, r) f 2 (r) + θ¯ǫ v¯k s



!  µ ˜∗k (r) ¯ X H(s, r) g(s) − g˜−r (s) f (r) + θǫ −2 v¯k s " #−1 X 1 H 2 (s, r) + θ¯ǫ v¯k s # " ∗  µ ˜k (r) ¯ X H(s, r) g(s) − g˜−r (s) + θǫ v˜k (r) v¯k s X ′ ˜ ′ H(s, r )f (r )



(41a)



(41b)



(41c) (41d)



r′ 6=r



µ ˜∗k (r)



=



1 − C˜k (r) X ˜ ′ f (r ) + C˜k (r)m ˜k |V(r)| ′



(41e)



r ∈V(r)
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By adding the missing term f (r) in (eq.(41d)), we get the gradient like expression of the posterior mean µ ˜k µ ˜k (r)



= =



#   µ ˜∗k ¯ X H(s, r) g(s) − g˜(s) + H(s, r)f˜(r) + θǫ v˜k (r) v¯k s # " ∗ ˜(r) X − f µ ˜ k H(s, r) (g(s) − g˜(s)) + θ¯ǫ f˜(r) + v˜k (r) v¯k s "



B. Hidden Field posterior (q(z))



ln (q(z(r) = k))



hln (p(z(r)|κ, γ))iq−zr



∝



hln (p(g, f , z, θ))iq−zr



∝



hln (p(g|f , θǫ )p(f |z, m, v))iq−zr + hln (p(z(r) = k|κ, γ))i + * X γ ′ δ(z(r ) − k) hln (κk )iq(κ) + 2 Q ′



∝ ∝



hln (p(g|f , θǫ )p(f |z, m, v))iq−zr



r ∈Vr



X



Ψ(κk ) − Ψ



∝



−1 2



*



κl



l



vk−1 +



!



X



+



r ′ 6=r



(42a)



q(z(r′ ))



γ X ˜ ′ ζk (r ) 2 ′



(42b)



r ∈Vr



!



+



H(s, r) f 2 (r)



s



q−zr



  * + X X −1 ′ ′ + vk µk (r) + H(s, r) g(s) − H(s, r )f (r ) f (r) s



r′ 6=r



 1  −1 2  vk µk (r) q−z − hln (vk )iq(vk ) − r 2



(43a)



By completing the square in the first term of (43a) and calculating the expectation with respect to all the posterior law except q t−1 (f (r)|z(r)), we obtain the posterior q t (f (r)|z(r)) with other normalizing terms. hln (p(g|f , θǫ )p(f |z, m, v))iq−zr



∝



 −1 



ln q t (f (r)|z(r)) qt−1 (f (r)|z(r)) 2 2 2  ! µ ˜tk (r) µ (r) 1 − kt−1 + t 2 v˜k (r) v¯k    1 + Ψ(˜ ak ) + ln ˜bk 2



(44a)



By arranging the previous terms, we get the three terms composing q(z(r)) given in (eq.29), with February 12, 2010
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i h i 2  1 − C˜kt−1 (r) X h t−1 ′ 2 t−1 + σ ˜ ˜ t−1 µ ˜k (r ) + v˜kt−1 (r) + C˜kt−1 (r) m µ2k (r) = k k |V(r)| ′ r ∈V(r)



C. Model error posterior (q(θǫ ))



ln (q(θǫ ))



hln (p(g|f , θ))iq−θǫ hln (p(θǫ |α0 , β0 ))iq−θǫ



∝



hln (p(g, f , z, θ))iq−θǫ



∝



hln (p(g|f , θǫ ))iq−θǫ + hln (p(θǫ |α0 , β0 ))iq−θǫ * !2 + X |R| θǫ X g(s) − H(s, r)f (r) ln (θǫ ) − 2 2 s r



∝ ∝



(46a) (46b)



q−θǫ



θǫ (β0 − 1) ln (θǫ ) − α0



(46c)



Summing the last two terms lead us to the expression given in (eq.30a, 30b), with * !2 + X g(s) − H(s, r)f (r) = g2 (s) − 2g(s)˜ g (s) + (˜ g (s))2 r



q−θǫ



+



X



2



H (s, r)



r



"



X k



#  2 ζ˜k (r) (˜ µk ) (r) + v˜k (r) − f˜ (r)(47) 2



D. Classes means posterior (q(m))



ln (q(m))



hln (p(f |z, m, v))iq−m hln (p(m|m0 , σ0 ))iq−m



∝



hln (p(g, f , z, θ))iq−m



∝



hln (p(f |z, m, v))iq−m + hln (p(m|m0 , σ0 ))iq−m



∝ ∝



X X ζ˜k (r)C˜k (r) m2 − 2ζ˜k (r)C˜k (r)˜ µk (r) mk k v ¯ k r



(48a) (48b)



k



X m2 − 2m0 mk k σ0



(48c)



k



Gathering these terms leads to the Gaussian expression given in (eq.30c, 30d)
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E. Classes variance posteriors (q(v))



ln (q(v))



∝



hln (p(g, f , z, θ))iq−v



∝



hln (p(f |m, v, z))iq−v + hln (p(v|a0 , b0 ))iq−v E X ζ˜k (r) vk X D (f (r) − µk (r))2 ln (vk ) − 2 2 r q−v k X vk (b0 − 1) ln (vk ) − a0



hln (p(f |m, v, z))iq−v



∝



hln (p(v|a0 , b0 ))iq−v



∝



(49a) (49b) (49c)



k



With a similar technique to the one used in the model error posterior q(θǫ ), we get the posterior q(v) with E D (f (r) − µk (r))2



q−v



=



 ˜ ζk (r) (˜ µk (r))2 + v˜k (r) − 2˜ µk (r)˜ µ∗k (r)



i h i  1 − C˜k (r) X h 2 ′ 2 ˜ µ ˜k (r ) + v˜k (r) + Ck (r) (m ˜ k) + σ ˜k (50) + |V(r)| ′ r ∈V(r)



F. Singleton energy posteriors (q(κ))



ln (q(κ))



∝



hln (p(g, f , z, θ))iq−κ



∝



hln (p(z|κ, γ))iq−κ + hln (p(κ|κ0 ))iq−κ XX ζ˜k (r) ln (κk )



hln (p(z|κ, γ))iq−κ



∝



hln (p(κ|κ0 ))iq−κ



∝



k



X k



(51a) (51b)



r



(κ0 − 1) ln (κk )



(51c)
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