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Abstract: In this paper we try to understand the strengths and weaknesses of triangular meshes relative to quadrilateral meshes for compressible Lagrangian hydrodynamics. This task is done by using the code ALE INC(ubator), shortly named ALE INC., a 2D ArbitraryLagrangian-Eulerian (ALE) code on general polygonal mesh developed at Los Alamos in the T-7 group. This code is run with different artificial viscosities (with or without limiter) on different meshes for the following problems: an adiabatic compression, the Noh problem, the Sedov problem, the Guderley problem and the Kidder isentropic compression.
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Introduction



It is commonly believed that triangular meshes are decidedly inferior to quadrilateral meshs for 2D Lagrangian compressible hydrodynamics computation. However there appears to be little documentation of theoretical or experimental evidence of this presumed inferiority. It is a general belief that the triangles are stiff whereas the quadrangles are not. The purpose of this study is to perform simulations that address this basic question. For a pure Lagrangian hydrodynamics computation writing a numerical discretization on triangles, quadrangles or general polygonal cells is not a major concern. However, triangles can be particularly desirable for certain types of physics that is often coupled with hydrodynamics. For instance, radiation transport equations seem to be solved with better properties on triangular meshes. Therefore in a radiation-hydrodynamics calculation, the question of dealing with quadrangular or triangular meshes is relatively important. Moreover generating triangular/tetrahedral meshes is easier than generating quadrangular/hexahedral meshes especially with complex geometries and/or complex boundary conditions.



Therefore we decided to answer the following questions for pure 2D Lagrangian hydrodynamics simulations: 1. do triangular meshes generate particularly bad behaviors (loss of symmetry, instability, over/under compression. . .) by comparison with quadrangular meshes? 2



2. if so, what type of phenomenon underlies the generation of these behaviors (intrinsic property of triangles, degree of freedom, artificial viscosity. . .)? 3. if not, was it so only for obsolete numerical methods that are no longer used? In this survey/study we simulate several problems in 2D Cartesian geometry with the ALE code named ALE INC(ubator) in pure Lagrangian regime. These problems are supposed to be as simple as possible but still representative of physical phenomenon which could be met during real simulations: convergence/divergence of cylindrical shock wave, expansion waves, contact discontinuity, interactions of simple waves, adiabatic compression, isentropic compression. The second section introduces the code and its main features. The third section presents the strategy developed to answer the previous questions — which meshes, test cases, diagnostics will be used. The big fourth section presents the numerical results with the relevant associated comments. The fifth section briefly introduces the “counting” problem that arises for incompressible flow simulations. We conclude this study in the last section.
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ALE INC(ubator)



ALE INC. is a 2D Arbitrary-Lagrangian-Eulerian code on general polygonal meshes developed at LANL/T-7 [14]. This code is built on three components: a Lagrangian numerical scheme ([6],[10],[9],[7]), a Rezoning process ([12], [24], [25], [21]) and a Remapping process ([15], [13],[17]). In this survey we are only interested in the Lagrangian component of this code, therefore neither the rezoning nor the remapping parts will be used. The Lagrangian part is based on a staggered compatible discretization (specific internal energy on zone z (or cell) εz , velocity on point p (or node) v~p and density defined on subcells ρpz ). A subcell is a quad generated by linking a cell center, a node and two mid-edge points. This discretization allows the conservation of mass, momentum and total energy, and the resulting algorithm can be described in a simple way. The Lagrangian entity is the subcell : the subcell mass is therefore fixed in time and called Mpz or Mzp . Moreover the mass of a point Mp (resp. a zone Mz ) are fixed in time as well because they are constituted by the association of subcell masses. During a time step tn+1 − tn = ∆t the increase of kinetic energy is given by h iM 2 p , (1) ∆Kp = v~p n+1 − (v~p n )2 2 which can be uniquely factored into     Mp n+1 n n+1 n ∆t ∆Kp = v~p − v~p . v~p + v~p . (2) 2 ∆t We can introduce the following notation



 v~p n+1 − v~p n ,    n+1 n ∆t = . v~p + v~p 2



∆v~p = ~p ∆X



3



(3) (4)



The advance position is computed as ~ p n+1 = X ~ p n + ∆X ~p. X



(5)



The change in internal energy in a zone is set to Mz ∆εz . The momentum and specific internal energy equations are “postulated” to have the following discrete form X p Mp ∆v~p = f~z ∆t, (6) z



Mz ∆εz = −



X



~p, f~pz ∆X



(7)



p



where f~zp = f~pz is a subcell force that has to be defined. (The first sum is over all zones that contains point p, the second sum is over all point that circumscribe zone z). The subcell force f~zp is split into three different contributions: • the pressure force: the pressure integrated along the subcell boundaries, • the subpressure force, computed in order to kill parasite grid motions like the Hourglass mode: this force has a free parameter zmerit which value has to be close to unity. However in these simulations we put zmerit = 0 in order to simplify the analysis of the results, • the artificial viscosity (AV) force. Three AV are implemented in ALE INC.: the bulk (scalar) AV, the edge-based AV and the mimetic tensor AV. Basically the viscosity has a linear and a non-linear contribution (each of them having their parameter 0 ≤ c1 , c2 ≤ 1). Moreover a limiter for the edge and tensor viscosity is added to turn the viscosity off along phase front, where it is not needed. In our simulations we chose c1 = c2 = 1. This numerical scheme has been developed in its first form in the 50’s and known as the Wilkins scheme. The original viscosity was the Von-Neumann AV. Since then, new AVs have been developed, the edge-based AV [9] and more recently the mimetic tensor AV [7]. The AV is a key point of such Lagrangian schemes, it allows the treatment of shock wave and steep front but on the other hand it has not a physical intrinsic scale in its definition: a shock wave will always be spread over two/three cells whatever their sizes. Moreover the limiter used to turn off the viscosity for adiabatic compression makes the “assumption” that mesh lines would be aligned with the waves. However for a general mesh or a non-aligned flow, this assumption does not hold, and the behavior of the limiter is therefore not clear. In fact limiters have been designed to work well on quadrangular meshes aligned with phase front.
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Strategy



The numerical tests are performed on a Cartesian geometry. Our simulation concerns mostly cylindrical waves, like the ones appearing in the Sedov, the Noh or Guderley problems. 4



To perform these simulations we choose to use a full disk meshes instead of a piece of disk (a quarter usually) because we wish to avoid any interaction with “non-necessary” (or different) Boundary Conditions (BCs), like the one prescribed on axes1 . Therefore most of the simulations start with a unit disk to which BCs are applied; usually normal velocity type BCs. The coefficent for the linear and non-linear parts of the AV are c1 = c2 = 1. No subpressure force is added zmerit = 0 and the CFL is chosen equal to 1/4 for every simulation.



3.1



Meshes



The key point of these simulations is to compare the results by using different type of meshes, see Fig.1. These meshes are named: polar or X1, X2, X4 and recursive and are built as follows: • The m × n polar mesh is defined with quadrangles away from the origin. The cells touching the center are triangles. Each cell is defined between two radii r − = i∆r, r+ = (i + 1)∆r with ∆r = m1 and 1 ≤ i ≤ m − 1 and two angles θ − = j∆θ, θ+ = (j + 1)∆θ with ∆θ = n1 and 1 ≤ j ≤ n − 1. • The m × n X2 mesh is constructed as the polar mesh but by splitting each quad into two triangles thanks to one diagonal (always the same). • The m × n X4 mesh is constructed as the polar mesh but by splitting each quad into four triangles by the diagonals. • The m recursive mesh is constructed with an iterative process. First iteration: we put four points (∆θ = 2π ) on the circle whose radius is ∆r = 1/m and build four 4 triangles. Second iteration: we put eight points (∆θ = 2π ) on the circle whose radius 8 is 2∆r and build twelve triangles. mth iteration: we put 4.2m−1 (∆θ = 4.22π m−1 ) on the circle whose radius is m∆r and build 2 times the number of triangles built at iteration (m − 1). The polar mesh is considered as the quadrangular mesh from which we will have the reference results. The X2 mesh is an example of non-symmetric triangular mesh but still with principal directions toward the center, the X4 mesh is an example of symmetric triangular mesh with principal directions toward the center. The recursive mesh is an example of non-symmetric mesh obtained by reflection along the axes from which we are expecting to experience mesh in-prints. Remark that this last mesh is not built on the polar mesh. Several problems whose initialization needs geometrical data2 could not be initiated the same way as for the polar mesh and their results could not therefore be compared.
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Figure 1: (a) Polar 21 × 20 mesh, (b) X2 21 × 20 mesh built on the polar mesh, (c) X4 21 × 20 mesh built on the polar mesh, (d) Recursive mesh (11 levels).
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Figure 2: Molecule of cells used to compute the average density at the origin for the polar mesh. For the X2 and X4 meshes each quadrangle is split into 2 or 4 triangles, all of them are taken into account in the computation the the averaged density.



3.2 3.2.1



Set of test problems and diagnostics Adiabatic compression.



This is a sanity check. The unit disk is filled with a polytropic gas (γ = 35 ), uniform density ρ = 1 and cold medium ε = 0. The velocity is defined by u(p) = −xp , v(p) = −yp and no BC is prescribed. The final time is tf inal = 0.95. At this time the compression rate is 400, meaning that the density inside the disk is ρf inal = 400. The radius of the disk is rf inal = 0.05. The goal of this problem is to observe the behavior of the scheme when different meshes are used for such a smooth motion (adiabatic compression). The meshes should be compressed without any parasite motion: initial and final meshes have to be homothetic. The cylindrical symmetry preservation (mesh and data) should be exact. Moreover we are interested in plotting the rate of compression as a function of the time for the central molecule composed with two layers of cells see Fig.2. 3.2.2



Noh problem.



A diverging shock wave. The unit disk is filled with a polytropic gas (γ = 35 ), uniform ρ = 1 and cold ε = 0. The velocity is defined by u(p) = −xp /rp , v(p) = −yp /rp with 1



Moreover it is known that the edge artificial viscosity can generate some “jets” along axes for the Sedov or Noh problem for non-aligned meshes. But it is not the point of this paper to show these features. 2 As instance the Sedov blastwave needs to know the volume of a set of cells surrounding the origin to put the initial Dirac of energy
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Figure 3: Left — Exact density as a function of radius for the 2D Cartesian Noh problem at tf inal = 0.6. Middle — Exact density as a function of radius for the 2D Cartesian Sedov problem at tf inal = 1.0. Right — Exact density as a function of radius for the 2D Kidder isentropic compression at tf inal = 7.19235 10−3 .



p rp = x2p + yp2 . The final time is tf inal = 0.6. At this moment a shock wave which has been initiated at the origin is diverging, its position being xs ' 0.2. The density profile is given in Fig.3. The goal is to observe the cylindrical symmetry preservation (mesh and data) as the shock diverges, the right position of the shock wave and the wall-heating effect for different meshes — we are going to comment the mesh and the density distribution (as a function of the radius) pictures. Moreover we are interested in plotting the averaged density (or the compression rate) in a cylindrical molecule having a radius equal to 0.1 at the beginning of the computation as a function of the time. This compression rate is supposed to be different for triangular and quadrangular meshes. 3.2.3



Sedov problem.



A diverging shock wave is initiated from a Dirac of energy located at the origin. The unit disk is filled with a polytropic gaz (γ = 1.4), uniform ρ = 1, at rest (u, v) = (0, 0) and cold ε = 0. A total energy E is spread on the molecule composed with the cells in contact with the origin. (Therefore we will not use the recursive mesh because the initialization can not be performed equivalently). The final time is t = 1.0. An exact solution is presented in Fig.3 (left picture: density as a function of radius) at the final time. 3.2.4



Guderley problem.



A converging shock wave collapses at the origin, bounces and turns into a diverging shock wave. The unit disk is filled with a polytropic gas (γ = 35 ), uniform ρ = 1, at rest (u, v) = ~ p laying on the (0, 0) and cold ε = 0. The velocity boundary condition for the point X
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0.142



external circle being for all time step tn :



The final time is t = 1.0. 3.2.5



 ~vpn,BC = 0.6883545 −xnp /rpn , −ypn /rpn , q rpn = (xnp )2 + (ypn )2 .



(8) (9)



Kidder isentropic compression.



This test case is an isentropic compression of a ring. An exact solution can be derived [11] from the following initial conditions. This test case is a converging motion of a ring without the generation of any shock wave. This is a smooth motion where the artificial viscosity should behave properly and where the type of mesh should not be an issue. A ring initially defined with two radii r2 < r1 , has the pressures p2 , p1 and densities ρ2 , ρ1 at these radii. The initial profiles are: ρ0 (r) =







r2 − r2 ρ1γ−1 22 r2 − r12 γ 0



p0 (r) = s ρ (r)



+



r2 ρ2γ−1 2 r2



− r12 − r12



.



1  γ−1



,



(10) (11)



The ring is initially at rest: u0 (r) = 0, and the isentropic characteristic gives s = ρpγ2 and 2   γ1 p2 ρ1 = ρ2 p1 . In order to derive an exact solution we need to fix γ = 2. The focalization time is then s γ − 1 r22 − r12 τ= , (12) 2 c22 − c21 q with cj = sγργj for j = 1, 2, the isentropic sound speed.



Let R(r, t) be the radius of a particle at time t > 0 which was initially at radius r. The separation of variables gives: R(r, t) = h(t)r, s  2 t . 1− h(t) = τ



(13) (14)



The isentropic compression is performed by enforcing the following boundary conditions at time tn : 2γ



pn,BC = p(R(r1 , tn ), tn ) = p1 h(tn )− γ−1 , 1 pn,BC = p(R(r2 , tn ), tn ) = p2 h(tn ) 2
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2γ − γ−1



.



(15) (16)



The density, pressure and velocity at t ∈ [0, τ [ are given by:   2 − γ−1 0 R(r, t) ρ , ρ(R(r, t), t) = h(t) h(t) dh(t) R(r, t) , u(R(r, t), t) = dt h(t)   2γ − γ−1 0 R(r, t) p(R(r, t), t) = h(t) . p h(t)



(17) (18) (19)



This test case is run with the following values: r1 = 0.9, r2 = 1.0, p1 = 0.1, p2 = 10 and ρ2 = 10−2 , therefore ρ1 = 10−3 , s = 105 and τ = 7.265 10−3 . The final time is tf inal = 0.99τ = 7.19235 10−3 . At this time the ring is located at R(r1 , tf inal ) = 0.12696, R(r2, tf inal ) = 0.14107.
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Numerical tests



4.1



Adiabatic compression



In Fig.4 we present the meshes at tf inal = 0.95 for the bulk viscosity (any viscosity is given the same result), showing the preservation of the symmetry for this adiabatic compression. The polar mesh is a 41 × 41, the X2 and X4 meshes are built on the top of it. The recursive mesh is constructed with 35 iterations. In Fig.5 is presented the averaged density of the disk computed as a function of time t: P mc ρc (t) = P c . (20) c Vc (t)



Whatever the artificial viscosity used (bulk, edge, tensor), the results are identical for the compression rate as a function of time, therefore we present only the results for the bulk viscosity. Conclusions. The symmetry is perfect whatever the mesh, whatever the viscosity type. Moreover the compression as a function of time is perfectly reproduced.



4.2 4.2.1



Noh problem Meshes and density profiles



The meshes are chosen to have initially (roughly) the same “quadrangular” resolution, the X2 and X4 meshes are built on the top of the Polar mesh: • the polar 40 × 40 mesh has 1560 cells, 1561 points, • the X2 42 × 42 mesh has 3402 cells, 1723 points, • the X4 40 × 40 mesh has 6240 cells, 3121 points, • the recursive m = 35 mesh has 4900 cells, 2521 points. 10
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Figure 4: Adiabatic compression at tf inal = 0.95 — Bulk viscosity — top-left: polar 41 × 41 mesh — top-right: X2 mesh — bottom-left: X4 mesh — bottom-right: recursive mesh.
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Figure 5: Adiabatic compression at tf inal = 0.95 — Bulk viscosity — Averaged density of the disk computed as a function of time.



Remark that the resolution is different, initially the X2 and X4 meshes are constructed by splitting each quadrangle of the Polar mesh into 2 or 4 triangles. Therefore we are not going to compare the accuracy per se but a general behavior instead. The recursive mesh has a better resolution because there is no “refinement” as for the Polar, X2 and X4 meshes at the center (see Fig.6). Bulk viscosity. Recall there is no limiter for the bulk viscosity. In Fig.7 are presented the four meshes and in Fig.8 is presented the cell density as a function of the radius, compared with the exact solution — all cells are plotted. The symmetry is preserved for the polar mesh. For the Recursive mesh some jets along the axes are created. For the X2 mesh a weird rotation (counter clock wise) took place at the center of the domain, even if a “kind of symmetry” is preserved for the density profile; we can see that for a given radius all cells have the same density, these densities being either too big or too small at the center. For the X4 mesh some instabilities close to the center are created. Remark the bad approximation of the plateau and the shock position for the resolution chosen. Edge viscosity with limiter. The same figures are presented in Fig.9 and 10. The symmetry of the meshes is quite good, unless for the X4 mesh, even if the rotation phenomenon for the X2 mesh seems to be still present. The Recursive mesh does not present any jet. The density profiles are better (plateau and shock position) even if the X2 mesh presents a splitting between the cell types. The simulation with the X4 mesh still presents big instabilities. Remark that in the non shocked region for the X2 (resp. X4) mesh the cells 12
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Figure 6: Initial meshes used for the Noh problem — Top-left to bottom-right: 40×40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 7: Noh problem at tf inal = 0.6 — Meshes — Bulk viscosity — Top-left to bottomright: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 8: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — Bulk viscosity — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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are already split into 2 (resp. 3) families. Tensor viscosity with limiter. The same figures are presented in Fig.11 and 12. The symmetry is respected, except for th X4 mesh where instabilities are growing at the center. These instabilities are clearly seen on the density profile. Edge viscosity without limiter. The same figures are presented in Fig.13 and 14. The symmetry is respected for the meshes. However the position of the shock seems to be solved less accurately than with the limiter on. The same kind of family split can be observed for the X2 and X4 meshes. No more instability is observed. Tensor viscosity without limiter. The same figures are presented in Fig.15 and 16. The symmetry is respected for the meshes. Moreover the profile seem to be more symmetric as well (compared with the results without limiter). 4.2.2



Compressibility



One of the general belief concerning the triangular meshes is that “they are not compressing enough!”. So let’s present the results of our scheme on the Noh problem concerning its ability to compress. We retain two ways of plotting the compressibility as a function of time: (1) by tracking the density of one of the cell on contact with the origin, (2) by tracking the density of a molecule (see Fig.2). The tests are performed on the Polar 101 × 51 and the X2, X4 meshes built on the top of the polar one. In fact the first cell is identical to all these meshes (a triangle in contact with the origin) and the molecule has the same volume (obviously not the same number of cells). In Fig.17 is presented the compressibility for the bulk, edge and tensor viscosity with or without limiter for the polar, X2, X4 and recursive meshes. The first column is the first cell compressibility result, the right column is the molecule compressibility result. Bulk viscosity. The behavior seems to be valid; the better the resolution, the better the compression. The instabilities can be clearly seen on the first cell compression figure (topright). Edge viscosity without limiter. The curves for the X2 and X4 meshes are identical, which is hard to explain. Although the spacial resolution is better for the X2 and X4 mesh (compared to the Polar mesh), the compressibility is higher for the Polar mesh. Tensor viscosity without limiter. The curves for the Polar and X2 meshes are identical. The X4 mesh results are better in the sense of compression. Edge/Tensor viscosity with limiter. The results are very similar for each mesh when the limiter is used for the first cell and the molecule. 4.2.3



Conclusions for the Noh problem



First of all, the old viscosity (bulk) is not producing very good results at least for the accuracy/symmetry point of view. With a polar mesh, the symmetry is always exactly respected for every viscosity. For the edge viscosity, the X4 mesh presents some instabilities near the center with the use of a limiter whereas without limiter the instabilities disappear even if the family split is still present. For the tensor viscosity it seems that the use of a limiter is generating (increasing?) the instabilities, only for the X4 mesh. Without limiter, all the results are quite equivalent 16
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Figure 9: Noh problem at tf inal = 0.6 — Meshes — Edge viscosity with limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 10: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — Edge viscosity with limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 11: Noh problem at tf inal = 0.6 — Meshes — Tensor viscosity with limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.



19



16 Polar - Tensor+Lim Ex Sol



X2 - Tensor+Lim Ex Sol



16



14 14



12



12



10



10



8



8



6



6



4



4



2



2 0



0.05



0.1



0.15



0.2



0.25



0.3



0.35



0.4



0.45



0



0.05



0.1



0.15



0.2



0.25



0.3



0.35



0.4



0.45



16 X4 - Tensor+Lim Ex Sol



16



Recursive - Tensor+Lim Ex Sol 14



14



12



12



10



10



8



8



6



6



4



4



2



2 0



0.05



0.1



0.15



0.2



0.25



0.3



0.35



0.4



0.45



0



0.05



0.1



0.15



0.2



0.25



0.3



0.35



0.4



0.45



Figure 12: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — Tensor viscosity with limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 13: Noh problem at tf inal = 0.6 — Meshes — Edge viscosity without limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 14: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — Edge viscosity without limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 15: Noh problem at tf inal = 0.6 — Meshes — Tensor viscosity without limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 16: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — Tensor viscosity without limiter — Top-left to bottom-right: 40 × 40 polar, 42 × 42 X2, 40 × 40 X4, m = 35 recursive meshes.
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Figure 17: Noh problem - Compressibility of the first cell (left column) and the molecule whose radius is initially r ≤ 0.1 (right column) as a function of time for different viscosity with and without limiter.
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whatever the meshes. These last pictures tell us that the limiter for the tensor/edge viscosity is perhaps not appropriate, specifically for the X4 mesh. On the other hand the accuracy of the result (position of the shock, plateau) is better resolved with a limiter. Therefore the limiter is needed but not for non-aligned meshes (with the fronts), it seems to perform poorly. The limiter used here has been developed by assuming that mesh lines will be either aligned with the front or perpendicular to it; only the polar mesh presents this property, any other mesh does not. Therefore it can explain the bad behavior of the scheme with artificial viscosity used with a limiter. Moreover this test tells us that the difference between quadrangular/triangular meshes is not so obvious, and according to these pictures the “stiffness of triangles” does not seem to be clear to us. Even the Recursive mesh is producing decent results for the edge and tensor viscosity. Clearly the bulk viscosity (recall, the one that is probably widely used) is performing very poorly on non aligned meshes like the recursive one with the creation of jets along axes.
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4.3



Sedov problem



The meshes will have roughly the same number of cells ∼ 4900; polar 71 × 70 mesh, X2 50 × 50 mesh, and X4 36 × 36 mesh. As previously mentioned using the recursive mesh for this problem is not fair because the initialization can not be performed the same way, only four cells are in contact with the center and the energy Dirac has to be spread on them, whereas for the polar, X2 or X4 meshes the energy is spread on several cells whose shape is identical whatever the mesh (same disk). 4.3.1



Meshes and density profiles



Bulk artificial viscosity. In Fig.18 are presented the meshes at tf inal = 1.0. Clearly the symmetry is broken for the X2 and X4 meshes. Not only the loss of symmetry is obvious on the density profiles in Fig.19 but the bad approximation of the shock speed and the density peak. Remark that turning on the subpressure forces (zmerit = 1.0) does not help to reduce the loss of symmetry. Edge artificial viscosity. Using the edge artificial viscosity without limiter and without subpressure forces is improving the symmetry, the shock speed approximation and the value of the density peak. However for the X4 mesh an overshoot after the shock wave is produced (see Fig.20 and 21). The use of the edge viscosity with limiter (see Fig.22 and 23) does not seem to degrade the mesh symmetry even if for the X4 mesh the density profile presents some non symmetries. These instabilities can not be cured with the subpressure forces. Tensor artificial viscosity. In Fig.24 and 25 are presented the meshes and the density profiles when the tensor artificial viscosity is used. The symmetry is preserved and the density peak does not present any overshoot. The use of a limiter is neither improving nor degrading the results for the polar and X2 meshes (see Fig.26 and 27). However it excites a kind of instability generating a loss of symmetry for the X4 mesh in a region close to the center. This loss of symmetry is not due to an Hourglass mode because even with the subpressure forces on (zmerit ≤ 10), we still can observe the same type of instability. 4.3.2



Conclusions on the Sedov problem



We saw that the use of the Bulk viscosity is not producing very good results compared to the use of edge or tensor viscosity without limiter. However, as for the Noh problem, the use of a limiter is generating some loss of symmetry, specifically for the X4 mesh. This loss of symmetry is not due to the Hourglass mode because the subpressure forces are not able to kill these instabilities. As for the Noh problem, using the triangular meshes does not seem to produce poor results compared to the quadrangular mesh if the limiter is not used. As soon as a limiter is used, some instabilities are generated.
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Figure 18: Sedov problem at tf inal = 1.0 — Bulk viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 19: Sedov problem at tf inal = 1.0 — Bulk viscosity — Density profiles versus exact solution — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 20: Sedov problem at tf inal = 1.0 — Edge viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 21: Sedov problem at tf inal = 1.0 — Edge viscosity — Density profiles versus exact solution — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 22: Sedov problem at tf inal = 1.0 — Edge viscosity with limiter — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 23: Sedov problem at tf inal = 1.0 — Edge viscosity with limiter — Density profiles versus exact solution — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 24: Sedov problem at tf inal = 1.0 — Tensor viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 25: Sedov problem at tf inal = 1.0 — Tensor viscosity — Density profiles versus exact solution — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.



35



1.2



1



1



0.5



0.5



0



0



-0.5



-0.5



-1



-1



-1



-0.5



0



0.5



1



-1



-0.5



0



0.5



1



1



0.5



0



-0.5



-1



-1



-0.5



0



0.5



1



Figure 26: Sedov problem at tf inal = 1.0 — Tensor viscosity with limiter — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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Figure 27: Sedov problem at tf inal = 1.0 — Tensor viscosity with limiter — Density profiles versus exact solution — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom: X4 36 × 36 mesh.
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1.2



4.4



Guderley problem



We are using the same meshes as for the Sedov problem. Moreover the recursive mesh is tested for this problem as well. 4.4.1



Meshes and density profiles



Bulk artificial viscosity. In Fig.28 are presented a zoom on the final mesh and in Fig.29 are presented the density profiles at tf inal = 1.0 for the Bulk viscosity. (No exact solution is available for this problem). The polar mesh produces a symmetric mesh but on the density profile one can see some loss of symmetry before the reflected shock. The X2 mesh presents the same “spinning” as previously mentioned but the density profile is not so perturbed. However one can see the region where the spinning occurs. The X4 mesh is nicely symmetric, so is the density profile. The recursive mesh seems symmetric and the density profile seems to preserve it. However the maximum value for the density is bigger for the polar mesh (∼ 24) compared to the X2 or X4 meshes (∼ 21) and the recursive (∼ 19). Edge artificial viscosity. In Fig.30 are presented the meshes and in Fig.31 are presented the density profiles at tf inal = 1.0 for the edge viscosity without limiter. The polar mesh give very nice and symmetric results. The X2 mesh is spined and has two distinct families of cell on the density profile as previously observed. The X4 mesh is nicely symmetric, but three families of cells develop. The recursive mesh has a lack of symmetry, specifically close to the axes and this can be seen on the density profile too. Remark that the maximum value are around 20 whatever the mesh. In Fig.32 are presented the meshes and in Fig.33 are presented the density profiles at tf inal = 1.0 for the edge viscosity with limiter. The use of a limiter is not degrading the polar mesh results, the maximum value being even bigger: 23. The X2 mesh results have the same properties as without limiter but the density values are bigger. The X4 and Recursive mesh results are degraded. The X4 mesh is still symmetric but the family splitting is much more pronounced. The recursive mesh is highly non-symmetric (the axe jets are more important) and the density profile suffers from it. However the maximum density are bigger whatever the mesh compared to the ones obtained without a limiter. Tensor artificial viscosity. In Fig.34 are presented the meshes and in Fig.35 are presented the density profiles at tf inal = 1.0 for the tensor viscosity without limiter. All meshes present a nice symmetry; the X2 mesh does not present any spinning anymore. The density profiles are then very similar to each other with a maximum value around 22. In Fig.36 are presented the meshes and in Fig.37 are presented the density profiles at tf inal = 1.0 for the tensor viscosity with limiter. Using a limiter is not perturbing the polar mesh (maximum density ∼ 23). It is perturbing the X2 mesh but the perturbation is small. On the other hand using this limiter with the X4 mesh is destroying the mesh symmetry and the density profile after the shock wave. This effect is not an “Hourglass effect” because it can not be removed by using the subpressure forces even with a merit factor up to 10. Amazingly the recursive mesh “survived” very nicely to the limiter: the mesh is symmetric, so is the density profile.



38



0.15



0.15



0.1



0.1



0.05



0.05



0



0



-0.05



-0.05



-0.1



-0.1



-0.15 -0.15



-0.1



-0.05



0



0.05



0.1



-0.15 0.15 -0.15



0.15



0.15



0.1



0.1



0.05



0.05



0



0



-0.05



-0.05



-0.1



-0.1



-0.15 -0.15



-0.1



-0.05



0



0.05



0.1



-0.15 0.15 -0.15



-0.1



-0.05



0



0.05



0.1



0.15



-0.1



-0.05



0



0.05



0.1



0.15



Figure 28: Guderley problem at tf inal = 1.0 — Bulk viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 29: Guderley problem at tf inal = 1.0 — Bulk viscosity — Density profiles — Top-left: polar 71×70 mesh, Top-right: X2 50×50 mesh, Bottom-left: X4 36×36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 30: Guderley problem at tf inal = 1.0 — Edge viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 31: Guderley problem at tf inal = 1.0 — Edge viscosity — Density profiles — Top-left: polar 71×70 mesh, Top-right: X2 50×50 mesh, Bottom-left: X4 36×36 mesh, Bottom-right: Recursive m = 35 mesh.



42



0.15



0.15



0.1



0.1



0.05



0.05



0



0



-0.05



-0.05



-0.1



-0.1



-0.15 -0.15



-0.1



-0.05



0



0.05



0.1



-0.15 0.15 -0.15



0.15



0.15



0.1



0.1



0.05



0.05



0



0



-0.05



-0.05



-0.1



-0.1



-0.15 -0.15



-0.1



-0.05



0



0.05



0.1



-0.15 0.15 -0.15



-0.1



-0.05



0



0.05



0.1



0.15



-0.1



-0.05



0



0.05



0.1



0.15



Figure 32: Guderley problem at tf inal = 1.0 — Edge viscosity with limiter — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 33: Guderley problem at tf inal = 1.0 — Edge viscosity with limiter — Density profiles — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 34: Guderley problem at tf inal = 1.0 — Tensor viscosity — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 35: Guderley problem at tf inal = 1.0 — Tensor viscosity — Density profiles — Topleft: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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Figure 36: Guderley problem at tf inal = 1.0 — Tensor viscosity with limiter — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottomright: Recursive m = 35 mesh.
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Figure 37: Guderley problem at tf inal = 1.0 — Tensor viscosity with limiter — Density profiles — Top-left: polar 71 × 70 mesh, Top-right: X2 50 × 50 mesh, Bottom-left: X4 36 × 36 mesh, Bottom-right: Recursive m = 35 mesh.
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4.4.2



Compressibility



In Fig.38 is presented, for the bulk viscosity, the density of the first cell and the molecule as a function of time for each mesh (Polar, X2, X4, Recursive). Remark that the first cell is different (size and volume) for every mesh, because the mesh resolutions are different. Recall that the molecule contains every cell which has initially every node radius less or equal than 0.1. This figure shows that the compression for the recursive mesh (bottom picture) is less important than for the other meshes. The maximum compression time seems to be roughly the same for each mesh. The X4 mesh presents a smaller first cell compression than the Polar and X2 ones. However the molecule compression is equivalent for the Polar, X2, and X4 meshes. In Fig.39 is presented the compression rate for the edge viscosity with (left column) and without (right column) limiters. The use of a limiter is increasing the compression whatever the mesh. The compression of the first cell is the biggest for the polar mesh and decreases for the X2, X4 and Recursive mesh. The molecule compression rate is equivalent for the polar, X2 and X4 meshes. In Fig.40 is presented the compression rate for the tensor viscosity with (left column) and without (right column) limiter, the compression rates. The use of a limiter is increasing the compression whatever the mesh (different scales are used). The compression of the first cell is the biggest for the polar mesh and decreases for the X2, X4 and Recursive mesh. The molecule compression rate is equivalent for the polar, X2 and X4 meshes, and a little bit lower for the recursive mesh. Each picture of Fig.41 presents, for the same viscosity type, the compression (first cell) rate for each mesh on the top of each other. In Fig.42 are presented the same pictures for the molecule compression rate. The most important remark is the decay in time for the polar mesh and the bulk viscosity, compared to any other mesh. It seems that the compression is performed too early (for the first cell or the molecule). This effect is not reproduced for the other viscosity (edge or tensor) with or without limiter. 4.4.3



Conclusions on the Guderley problem



For the Guderley test case, we did not see a huge behavior differences between these different meshes for the different viscosities. It is clear, on this problem too, that the use of a limiter with triangular mesh is sometimes breaking the mesh symmetry and/or the density profile symmetry. However the use of a limiter is improving the compression rate of the first cell or the molecule. We observed that for the bulk viscosity, the use of a polar mesh produces a compression time which is too early compared to the other meshes. This can be an issue because if we suppose: (i) we just have this kind of viscosity (bulk) to compare the behavior of the scheme with triangular/quadrangular meshes, (ii) we think the polar mesh is giving the “best” result and is the reference solution. Then we could deduce that the triangular meshes are compressing too late, or that the triangular meshes are not compressing enough compared to the polar mesh at the same given time. However the use of different viscosity shows that the bulk viscosity result for the polar mesh can not be considered as a reference solution: any conclusion derived from this assumption 49
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Figure 38: Guderley problem at tf inal = 1.0 — Bulk viscosity — Density (first cell and molecule) as a function of time — (a): polar 71 × 70 mesh, (b): X2 50 × 50 mesh, (c): X4 36 × 36 mesh, (d): Recursive m = 35 mesh. 50
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Figure 39: Guderley problem at tf inal = 1.0 — Density (first cell and molecule) as a function of time — Edge viscosity with (w) or without (wo) limiter for the Polar 71 × 70 mesh, X2 50 × 50 mesh, X4 36 × 36 mesh, Recursive m = 35 mesh — (a) Polar wo, (b) Polar w (different scale), (c) X2 wo, (d) X2 w, (e) X4 wo, (f) X4 w, (g) Recursive wo, (h) Recursive w. 51
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Figure 40: Guderley problem at tf inal = 1.0 — Density (first cell and molecule) as a function of time — Tensor viscosity with (w) or without (wo) limiter for the Polar 71 × 70 mesh, X2 50 × 50 mesh, X4 36 × 36 mesh, Recursive m = 35 mesh — (a) Polar wo, (b) Polar w (different scale), (c) X2 wo, (d) X2 w (different scale), (e) X4 wo, (f) X4 w, (g) Recursive wo, (h) Recursive w. 52
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Figure 41: Guderley problem at tf inal = 1.0 — Density (first cell) as a function of time for each mesh — Top: Bulk viscosity, Middle-left: Edge viscosity, Middle-right: Edge viscosity with limiter, Bottom-left: Tensor viscosity, Bottom-right: Tensor viscosity with limiter (the scale is different). 53
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Figure 42: Guderley problem at tf inal = 1.0 — Density (molecule) as a function of time for each mesh — Top: Bulk viscosity, Middle-left: Edge viscosity, Middle-right: Edge viscosity with limiter, Bottom-left: Tensor viscosity, Bottom-right: Tensor viscosity with limiter. 54
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Figure 43: Left: Initial (big ring) and final meshes (inner ring) — Right: zoom on the final mesh for the Kidder isentropic compression at tf inal = 7.19235 10−3 .



is therefore incorrect.



4.5



Kidder isentropic compression



Starting with the polar, X2, X4 meshes, we removed the triangles in contact with the origin and we rescaled the mesh to obtain the ring r1 = 0.9, r2 = 1.0 (see Fig.43 and Fig.44 for a zoom). We choose to use three meshes; a polar 44 × 176 one, a X2 22 × 176 and a X4 11 × 176. Remark that the resolution on a radius is roughly the same for these three meshes; respectively 43, 21 × 2 = 42, 10 × 4 = 40 cells for the polar, X2, X4 meshes. They have the same angular resolution: 2π/175 (175 cells). For any simulation (different mesh or artificial viscosity) the final mesh perfectly fits the exact position of the ring, we can not observe any loss of shape (see Fig.??). Therefore in the following we just present a zoom on a little part of the mesh (as in Fig.44) in order to see the details on the cells. 4.5.1



Meshes and density profiles



In Fig.45 are presented the meshes and the density as a function of the radius for the bulk viscosity, in Fig.46 for the edge viscosity (with or without limiter respectively) and in Fig.47 for the tensor viscosity (with or without limiter). The tensor viscosity without limiter behaves better than the edge or the bulk viscosity. With a limiter the tensor or edge viscosity are producing equivalent results. this is the inverse situation as for the previous results where the limiter was ruining the mesh and/or profile symmetry. For this isentropic compression, using a limiter is improving the 55
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Figure 44: Zoom on the initial meshes for the Kidder isentropic compression — Top-left: full view — Top-right: 44 × 176 X1 mesh — Bottom-left: 22 × 176 X2 mesh — Bottom-right: 11 × 176 X4 mesh.
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results even with triangular meshes without generating any bad behaviors. This problem shows that the limiter is necessary in order to turn off the artificial viscosity on phase front like in this isentropic compression, otherwise the exact density is not reproduced properly. However the symmetry of the meshes is always properly reproduced with or without limiter for any viscosity type. No real difference can be point out between quadrangular or triangular meshes.
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Figure 45: Kidder isentropic compression at tf inal = 7.19235 10 — Meshes (left) and Density (right) as a function of radius — Bulk viscosity — Top: Polar 44 × 176 mesh, Middle: X2 22 × 176 mesh, Bottom: X4 11 × 176 mesh. 58 −3
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Figure 46: Kidder isentropic compression at tf inal = 7.19235 10−3 — Zoom on the final mesh and density as a function of radius — Left: Edge viscosity without limiter, Right: with limiter — Top: Polar 44 × 176 mesh, Middle: X2 22 × 176 mesh, Bottom: X4 11 × 176 mesh. 59
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Figure 47: Kidder isentropic compression at tf inal = 7.19235 10−3 — Zoom on the final mesh and density as a function of radius — Left: Tensor viscosity without limiter, Right: with limiter — Top: Polar 44 × 176 mesh, Middle: X2 22 × 176 mesh, Bottom: X4 11 × 176 mesh. 60



0.145



0.3



0.25



X4 - Tensor+lim X4 - Tensor X4 - Edge X4 - Edge+lim X4 - Bulk Ex.Sol.



0.2



0.15



0.1



0.05



0 0.006



0.0062



0.0064



0.0066



0.0068



0.007



0.0072



Figure 48: Kidder isentropic compression — Averaged density of the ring as a function of time compared to the exact solution.



4.5.2



Compressibility



The exact averaged density of the ringPis computed as ρ(tn ) = 12 (ρ1 + ρ2 )h(tn )−2 . This value m(c) is compared to the numerical value: P cV n (c) at time tn = tf inal . The result is presented in c Fig.48, only for the X4 mesh (the other meshes are given he same results), for the different viscosities (with and without limiter). As already seen, the use of a limiter is increasing the accuracy of the scheme on this problem. We checked the convergence of the method as the resolution increases. 4.5.3



Conclusions on the Kidder problem



The Kidder isentropic compression has been simulated to show the “good” behavior of the limiter in this situation. Without any limiter the approximation of the density is not as good as if a limiter is used. Even the averaged ring density is better resolved with a limiter. However the mesh symmetry is almost perfect for any mesh (Polar, X2 or X4). In this problem no shock wave is generated, only an isentropic compression develops. Amazingly the X4 mesh seems to give the best results for the edge or tensor viscosity with limiter. The results without limiter is not so good for the edge viscosity but good for the tensor viscosity.
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5



Incompressible flow



Several articles can be found in the finite element literature dealing with the “counting problem” or “locking problem” ([29, 27, 2, 28] for example) for incompressible flows with triangular meshes3 : the variables available to ensure conservation of triangle area are fewer in number than the constraints. For a rectangular grid a one-to-one correspondence can be made between quadrilateral areas and the vertexes. In order to illustrate this behavior the authors of [29] produce this simple analogy, let’s suppose we want to find the sum of the angles subtended by each vertex of a triangular mesh in a rectangular domain. For an interior vertex i, we have simply: X  = 2π. (21) i



For vertexes on the boundary b, but not at a corner X  = π,



(22)



b



while for corner vertexes c X c



1  = π. 2



(23)



Therefore, the total is the sum of previous equations X



1  = (Nv − Nvb )2π + (Nvb − 4)π + 4( π), 2 = 2πNv − πNvb − 2π.



where Nv is the total number of vertexes, and Nvb the number of boundary vertexes. This sum can be computed another way, through the triangles in the mesh X  = Nt π,



(24) (25)



(26)



where Nt is the total number of triangles. Equating (26) and (25) gives Nt = 2Nv − Nvb − 2.



(27)



If there are no interior vertexes Nv = Nvb then Nt = Nv − 2. If the mesh is a fine tessellation Nv  Nvb and Nt ∼ 2Nv . For an arbitrary shaped boundary, one gets : X  = (Nv − Nvb )2π + (Nvb − n)π + (n − 2)π, (28)



where n is now the number of corner vertexes, and (n − 2)π is the sum of interior angles of a polygon of order n. Although there are always fewer than two triangles per vertex, the number of variables left 3



The incompressible constraint ∇.V = 0 enforces any cell to keep its volume constant
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Completely locked



fixed node



Unlocked



locked node



Figure 49: Locking problem with triangular meshes for incompressible flow — Left: Completely locked mesh, the boundary points are fixed, therefore, for the cells having two nodes on the boundary, in order to conserve cell volumes the supposely “free” node is locked, so are all other nodes — Right: Unlocked mesh, the crossed triangles are unlocked because the first quadrangular has one degree of freedom, the other have several more.



free after all of the constraints have been satisfied are extremely few in number. In this case after all triangle areas are conserved, the x and y positions still available could not fulfill boundary conditions or be used to represent the flow vorticity with acceptable accuracy. In [29] (appendix), a simple example of the influence of the topology of the grid on the physical solution is shown. They show that a local topology of the grid forces a nonlocal character onto the solution. They also show that forcing only six connections or less per vertex can avoid this problem. In [28] the author presents a brief but clear introduction to the locking problem for incompressible flow. He shows that two triangular meshes (see Fig.49 left) can either be completely locked to any motion in incompressible flow if boundary points are fixed. On the other hand locking is eliminated in this situation by using crossed triangles (see Fig.49 right); even if the first quadrilateral has only one degree of freedom, a large assembly of quadrilaterals generated by crossed triangles gives reasonable answers for incompressible problems. However the author still states: “Crossed triangles, however, are still overly stiff in comparison to correctly formulated quadrilateral elements.”. So this matter of fact can be taken into account to understand why people strongly believe that triangular meshes are intrinsically “bad” and can not be used with enough confidence. However it is obvious that such an argument is not valid for compressible flows.



63



1 X8 21x40 mesh



0.5



0



-0.5



-1 -1.5



-1



-0.5



0



0.5



1



1.5



Figure 50: Initial X8 21 × 20 mesh built on the polar mesh



6 6.1



Exceptional triangular mesh Description of the mesh and results



In this section we present the results obtained with the use of the mesh called X8 plotted in Fig.50. This mesh has the same number of cell as the X2 mesh, but the choice of the diagonal used to split a quadrangle into two triangles alternates. Then we produce the mesh in Fig.50 where four original neighbor quadrangles are splitted into triangles as for the British flag. Noh problem. We ran the Noh problem with this mesh for the bulk, edge, tensor viscosity without limiter, then for the edge/tensor viscosity with limiter. In Fig.51-52 are presented the meshes and the density as a function of the radius for all viscosity. The first obvious remark is the fact that with or without limiter no instability develops, the meshes stay symmetric. The previous results tended to prove that the limiter was not performing well on triangular meshes; with the X8 mesh it is not the case. The density plots shows that two “families” of triangles are generated, as already seen for the Noh problem with the edge/tensor viscosity without limiter. The limiter improves the results; the plateau is better solved, as weel as the shock wave location. In Fig.53 are presented the compressibilities of the first cell (left picture) and the molecule (right picture) for the X8 mesh and different viscosity with or without limiter. In this case because no instability is created, the compressibility is better reproduced if a limiter is used (the exact solution is a plateau whose value is 16). Guderley problem. The Guderley problem has been run with this mesh and the results are gathered into Fig.54 and 55. The same conclusions can be drawn as for the Noh problem; 64
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Figure 51: Noh problem at tf inal = 0.6 — Meshes — Top-left to bottom-right: 42 × 42 X8 65 with different viscosity.
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Figure 52: Noh problem at tf inal = 0.6 — Cell density as a function of the cell radius — 66 Top-left to bottom-right: 42 × 42 X8 mesh with different viscosity.
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Figure 53: Noh problem - Compressibility of the first cell (left column) and the molecule whose radius is initially r ≤ 0.1 (right column) as a function of time for different viscosity with and without limiter for the X8 mesh.



using a limiter for this mesh is not generating huge instabilities as for the X2, X4 meshes. In Fig.56 and Fig.57 are reproduced the same figures as in Fig.41 and Fig.42, only the X8 mesh results have been added. These results does not prove that triangular meshes are specifically stiff compared to the quadrangular mesh. Sedov problem and Kidder isentropic compression. For these two problems with the X8 mesh the results present nice behavior and therefore we omit these figures.



6.2



Why does the limiter perform well on the X8 mesh?



Recall that the purpose of a limiter is to turn the AV off along phase front where it is not needed. In the case of the polar mesh it is fairly easy to detect which edge is aligned with a phase front a which edge is perpendicular to it. The way the limiter detects if an edge is aligned with a phase front for the edge viscosity is by chosing two neighbor edges called “left” and “right”. Then we have a list of ordered points l, 1, 2, r where 1, 2 are the points of the current edge, l, 1 is the left edge and 2, r is the right one. The ratio of the velocity divergence are then computed Rl = divul1 /divu12 and Rr = divu2r /divu12 . The limiter is then     1 edge lr (29) ψ12 = ψ12 = max min 1, 2Rl , 2Rr , (Rl + Rr ) , 0 . 2
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Figure 54: Guderley problem at tf inal = 1.0 — Final 42 × 42 X8 mesh — Top: bulk visco — Middle: edge visco with (left) and without 68 limiter (right) — Bottom: tensor visco with (left) and without limiter (right).
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Figure 55: Guderley problem at tf inal = 1.0 — Density as a function a radius — Top: bulk visco — Middle: edge visco with (left) and without limiter (right) — Bottom: tensor visco 69 with (left) and without limiter (right).
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Figure 56: Guderley problem at tf inal = 1.0 — Density (first cell) as a function of time for each mesh — Top: Bulk viscosity, Middle-left: Edge viscosity, Middle-right: Edge viscosity with limiter, Bottom-left: Tensor viscosity, Bottom-right: Tensor viscosity with limiter (the scale is different). 70
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Figure 57: Guderley problem at tf inal = 1.0 — Density (molecule) as a function of time for each mesh — Top: Bulk viscosity, Middle-left: Edge viscosity, Middle-right: Edge viscosity with limiter, Bottom-left: Tensor viscosity, Bottom-right: Tensor viscosity with limiter. 71



1



In the case of the tensor viscosity, two more neighbor edges are chosen “top” and “bottom”. So we have an other suite t, 1, 2, b so we compute     1 tb (30) ψ12 = max min 1, 2Rt , 2Rb , (Rt + Rb ) , 0 , 2 with the top and bottom edges, and finally  tensor tb ψ12 = min Ψlr 12 , Ψ12 .



(31)



Obviously the choice od the neighbor edges is not unique. Our criterium consists in picking the edges (left, right) having the maximum angles with the current edge. The curretn edge is common to two cells c1 , c2 . The top (resp. bottom) edge is the edge from cell c1 (resp. c2 ) whose median mesh formes the max angle with the median mesh of the current edge. In Fig.58 are presented these neighbors for the edges of the X8 mesh common with the quadrangular mesh. We know that the limiter is performing well for these edges in the quadrangular mesh. And for the X8 mesh, these neighbor left, right, top, bottom edges are exactly the same as for the quadrangular mesh, therefore the limiter is the same for e1 , e2 , e3 , e4 . In Fig.59 are plotted the left, right, top and bottom neighbor edges for edges not present in the quadrangular mesh (the ones which may generate some instability like e12 , e23 , e34 , e41 ). However the neighbors od edge e12 are the symmetric ones as for e23 , as well for e34 and e41 . Therefore if the limiter values are the same for e12 and e23 then they remain the same. This X8 mesh shows that the limiter can perfrom properly if the mesh presents enough “symmetry” so that the limiter is not introducing any non-symmetry into the solution.
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Figure 58: Edges of the quadrangular mesh and the X8 mesh which are used in the limiter for the edge/tensor viscosity — Red edge: current edge — Blue edges: “left” and “right” edges used in the limiter for edge and tensor viscosities — Green edges: “top” and “bottom” 73 edges used for the limiter in the tensor viscosity only.
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Figure 59: Edges of the X8 mesh which are used in the limiter for the edge/tensor viscosity — Red edge: current edge — Blue edges: “left” and “right” edges used in the limiter for edge and tensor viscosities — Green edges: “top” and “bottom” edges used for the limiter 74 in the tensor viscosity only.
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General conclusions



In this study we used the ALE code called ALE INC(ubator) developed at LANL/T-7 in order to understand the belief that “the triangles are stiff and the quadrangles are not for Lagrangian compressible hydrodynamics computations”. Then we used the Lagrangian scheme component of ALE INC to perform several simulations on chosen problems and to answer the following questions: 1. do triangular meshes generate particularly bad behaviors (loss of symmetry, instability, over/under compression. . .) by comparison with quadrangular meshes? 2. if so, what type of phenomenon underlies the generation of these behaviors (intrinsic property of triangles, degree of freedom, artificial viscosity. . .)? 3. if not, was it so only for obsolete numerical methods that are no longer used? The Lagrangian scheme has been implemented with three different artificial viscosities (AV): the bulk, the edge-based and the mimetic tensor AV. The bulk viscosity is the classical AV that dates from the 70’s in its “modern” version. The last two AV have a limiter. This limiter has been designed to turn off the AV on phase front for quadrangular meshes, otherwise the viscosity is active where it should not. The assumption being that a line of the mesh would be aligned with the phase front. However depending on the mesh, it can or can not be the case; therefore we choose a polar (quadrangular) mesh as the “perfect” mesh for the limiter to perform. But we performed the computation with triangular meshes as well: two triangular meshes are built on the polar mesh, by splitting each quadrangular into two or four triangles. Moreover we generated a recursive triangular mesh which is not built on the polar mesh; it is supposed to be representative of unstructured triangular meshes. Finally we used at last a mesh computed by the repetition of eight triangles drawn on four quadrangles (like the British flag). The test problems are: an adiabatic compression, the Noh problem, the Sedov problem, the Guderley problem and the Kidder isentropic compression. By comparing the results on the different meshes for these test problems, we have been able to extract some information to answer the previous questions. 1. do triangular meshes generate particularly bad behaviors (loss of symmetry, instability, over/under compression. . .) by comparison with quadrangular meshes? Yes it does, the Noh/Guderley problem being representative of the loss of mesh symmetry and the development of instabilities at the center of convergence. However the use of the edge or tensor AV without limiter seems to cure most of these instabilities. No obvious over/under compression has been experimented on these problems. The X8 mesh is exceptional in the sense that with or without limiter the symmetry is preserved. 2. if so, what type of phenomenon underlies the generation of these behaviors (intrinsic property of triangles, degree of freedom, artificial viscosity. . .)? According to our simulations the use of the limiter for the edge and tensor artificial viscosities is clearly 75



responsible of the creation and development of these instabilities. Without the limiter, the Noh/Guderley/Sedov problem are well resolved for each triangular or quadrangular mesh. However with a symmetric triangular mesh like the X8 the limiter does not break the symmetry of the solution. Concerning the bulk viscosity, the limiter can not be blamed because there is none, we observed that this form of artificial viscosity is “not as good” as the edge and tensor ones for triangular meshes (see the Sedov problem as instance). We have not seen any problem coming neither from any intrinsic “bad” property of triangles nor from a lack of degree of freedom as can be seen for incompressible flows (see section 5). 3. if not, was it so only for obsolete numerical methods that are no longer used? The “locking” or “counting” problem for incompressible flows is clearly well documented. Then using triangles in incompressible situation has to be done with great care. Eventually we can imagine that in quasi-incompressible flow, the same behavior would appear for our code. However the “problem of triangle stiffness” for compressible flow is not obvious according to our simulation, specifically when new AV forms are used without limiter, or when a X8 triangular mesh is used. However using the bulk viscosity can lead to strange behaviors; for example in Figs.41-42 (top figures) the density of the molecule as a function of time for the bulk AV is compared for the Guderley problem: the maximum compression time for the polar mesh is clearly too soon t ∼ 0.865, whereas it is t ∼ 0.88 for the others meshes. This decay in time is strange because using the other AVs give t ∼ 0.9: the compression time is roughly the same whatever the mesh used. Moreover the bulk AV is giving the worse results of this entire study specifically with triangular meshes (huge mesh in-prints can be seen on the Noh problem for the recursive mesh in Fig.7). Therefore any conclusion drawn by the observation of the bulk viscosity has to be balanced according to the results given by these new AV forms. Finally we can conclude that: • the edge and tensor AVs generally have to be preferred to the bulk viscosity, at least for test problems of this kind whatever the mesh types (triangle or quadrangle), • the limiter used for the edge/tensor AV is not adapted to most of triangular meshes. This limiter is however necessary (see the Kidder isentropic compression to be convinced), therefore new limiters have to be developed in order to perform well on triangular unstructured grids as well as for quadrangular grids, • based upon the results of this study, it is not obvious to us that triangles are particularly stiff. Even if it seems to be true for incompressible flows, we did not experience such a stiffness problem in our compressible test cases especially when the new forms of artificial viscosity are used. Acknowledgment: the author wants to acknowledge the support and help of Jim Morel and the help of Misha Shashkov (T7) and Ed Caramana (CCS).
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