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PREFACE



With the rapid expansion of wireless consumer products, there has been a considerable increase in the need for radio-frequency (RF) planning, link planning, and propagation modeling. A network designer with no RF background may ﬁnd himself/herself designing a wireless network. A wide array of RF planning software packages can provide some support, but there is no substitute for a fundamental understanding of the propagation process and the limitations of the models employed. Blind use of computer-aided design (CAD) programs with no understanding of the physical fundamentals underlying the process can be a recipe for disaster. Having witnessed the results of this approach, I hope to spare others this frustration. A recent trend in electrical engineering programs is to push RF, network, and communication system design into the undergraduate electrical engineering curriculum. While important for preparing new graduates for industry, it can be particularly challenging, because most undergraduates do not have the breadth of background needed for a thorough treatment of each of these subjects. It is hoped that this text will provide sufﬁcient background for students in these areas so that they can claim an understanding of the fundamentals as well as being conversant in relevant modeling techniques. In addition, I hope that the explanations herein will whet the student’s appetite for further study in the many facets of wireless communications. This book was written with the intent of serving as a text for a senior-level or ﬁrst-year graduate course in RF propagation for electrical engineers. I believe that it is also suitable as both a tutorial and a reference for practicing engineers as well as other competent technical professionals with a need for an enhanced understanding of wireless systems. This book grew out of a graduate course in RF propagation that I developed in 2001. The detailed explanations and examples should make it well-suited as a textbook. While there are many excellent texts on RF propagation, many of them are speciﬁcally geared to cellular telephone systems and thus restrictive in their scope. The applications of wireless range far beyond the mobile telecommunications industry, however, and for that reason I believe that there is a need for a comprehensive text. At the other end of the spectrum are the specialized books that delve into the physics of the various phenomena and the nuances of various modeling techniques. Such works are of little help to the uninitiated reader requiring a practical understanding or the student who is encountering RF propagation for the ﬁrst time. The purpose of this text is to serve as a ﬁrst xiii
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introduction to RF propagation and the associated modeling. It has been written from the perspective of a seasoned radar systems engineer who sees RF propagation as one of the key elements in system design rather than an end in itself. No attempt has been made to cover all of the theoretical aspects of RF propagation or to provide a comprehensive survey of the available models. Instead my goal is to provide the reader with a basic understanding of the concepts involved in the propagation of electromagnetic waves and exposure to some of the commonly used modeling techniques. There are a variety of different phenomena that govern the propagation of electromagnetic waves. This text does not provide a detailed analysis of all of the physics involved in each of these phenomena, but should provide a solid understanding of the fundamentals, along with proven modeling techniques. In those cases where the physics is readily apparent or relative to the actual formulation of the model, it is presented. The overall intent of this text is to serve as a ﬁrst course in RF propagation and provide adequate references for the interested reader to delve into areas of particular relevance to his/her needs. The ﬁeld of RF propagation modeling is extremely diverse and has many facets, both technical and philosophical. The models presented herein are those that I perceive as the most commonly used and/or widely accepted. They are not necessarily universally accepted and may not be the best choice for a particular application. Ultimately, the decision as to which model to use rests with the system analyst. Hopefully the reader will ﬁnd that this book provides sufﬁcient understanding to make the required judgments for most applications.
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CHAPTER 1



Introduction



As wireless systems become more ubiquitous, an understanding of radiofrequency (RF) propagation for the purpose of RF planning becomes increasingly important. Most wireless systems must propagate signals through nonideal environments. Thus it is valuable to be able to provide meaningful characterization of the environmental effects on the signal propagation. Since such environments typically include far too many unknown variables for a deterministic analysis, it is often necessary to use statistical methods for modeling the channel. Such models include computation of a mean or median path loss and then a probabilistic model of the additional attenuation that is likely to occur. What is meant by “likely to occur” varies based on application, and in many instances an availability ﬁgure is actually speciﬁed. While the basics of free-space propagation are consistent for all frequencies, the nuances of real-world channels often show considerable sensitivity to frequency. The concerns and models for propagation will therefore be heavily dependent upon the frequency in question. For the purpose of this text, RF is any electromagnetic wave with a frequency between 1 MHz and 300 GHz. Common industry deﬁnitions have RF ranging from 1 MHz to about 1 GHz, while the range from 1 to about 30 GHz is called microwaves and 30– 300 GHz is the millimeter-wave (MMW) region. This book covers the HF through EHF bands, so a more appropriate title might have been Introduction to Electromagnetic Wave Propagation, but it was felt that the current title would best convey the content to the majority of potential readers.



1.1



FREQUENCY DESIGNATIONS



The electromagnetic spectrum is loosely divided into regions as shown in Table 1.1 [1]. During World War II, letters were used to designate various frequency bands, particularly those used for radar. These designations were classiﬁed at the time, but have found their way into mainstream use. The band identiﬁers may be used to refer to a nominal frequency range or speciﬁc frequency ranges Introduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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TABLE 1.1



Frequency Band Designations



Band



Designation



Frequency Range



ELF VLF LF MF HF VHF UHF SHF EHF



> h2. The radius of the earth is approximately 3960 miles at the equator. The atmosphere typically bends horizontal RF waves downward due to the variation in atmospheric density with height. While this is discussed in detail later on, for now it is sufﬁcient to note that an accepted means of correcting for this curvature is to use the “4/3 earth approximation,” which consists of scaling the earth’s radius by 4/3 [8]. Thus r = 5280 miles and 4 h d @ 2 3960 3 5280 or d @ 2h



(1.4)



where d is the distance to the “radio horizon” in miles and h is in feet (5280 ft = 1 mi). This approximation provides a quick method of determining the distance to the radio horizon for each antenna, the sum of which is the maximum LOS propagation distance between the two antennas. Example 1.1. Given a point-to-point link with one end mounted on a 100-ft tower and the other on a 50-ft tower, what is the maximum possible (LOS) link distance? d1 = 2 ◊ 100 @ 14.1 miles d2 = 2 ◊ 50 = 10 miles So the maximum link distance is approximately 24 miles. 䊐 1.2.2



Non-LOS Propagation



There are several means of electromagnetic wave propagation beyond LOS propagation. The mechanisms of non-LOS propagation vary considerably, based on the operating frequency. At VHF and UHF frequencies, indirect propagation is often used. Examples of indirect propagation are cell phones, pagers, and some military communications. An LOS may or may not exist for these systems. In the absence of an LOS path, diffraction, refraction, and/or multipath reﬂections are the dominant propagation modes. Diffraction is the
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phenomenon of electromagnetic waves bending at the edge of a blockage, resulting in the shadow of the blockage being partially ﬁlled-in. Refraction is the bending of electromagnetic waves due to inhomogeniety in the medium. Multipath is the effect of reﬂections from multiple objects in the ﬁeld of view, which can result in many different copies of the wave arriving at the receiver. The over-the-horizon propagation effects are loosely categorized as sky waves, tropospheric waves, and ground waves. Sky waves are based on ionospheric reﬂection/refraction and are discussed presently. Tropospheric waves are those electromagnetic waves that propagate through and remain in the lower atmosphere. Ground waves include surface waves, which follow the earth’s contour and space waves, which include direct, LOS propagation as well as ground-bounce propagation. 1.2.2.1 Indirect or Obstructed Propagation While not a literal deﬁnition, indirect propagation aptly describes terrestrial propagation where the LOS is obstructed. In such cases, reﬂection from and diffraction around buildings and foliage may provide enough signal strength for meaningful communication to take place. The efﬁcacy of indirect propagation depends upon the amount of margin in the communication link and the strength of the diffracted or reﬂected signals. The operating frequency has a signiﬁcant impact on the viability of indirect propagation, with lower frequencies working the best. HF frequencies can penetrate buildings and heavy foliage quite easily. VHF and UHF can penetrate building and foliage also, but to a lesser extent. At the same time, VHF and UHF will have a greater tendency to diffract around or reﬂect/scatter off of objects in the path. Above UHF, indirect propagation becomes very inefﬁcient and is seldom used. When the features of the obstruction are large compared to the wavelength, the obstruction will tend to reﬂect or diffract the wave rather than scatter it. 1.2.2.2 Tropospheric Propagation The troposphere is the ﬁrst (lowest) 10 km of the atmosphere, where weather effects exist. Tropospheric propagation consists of reﬂection (refraction) of RF from temperature and moisture layers in the atmosphere. Tropospheric propagation is less reliable than ionospheric propagation, but the phenomenon occurs often enough to be a concern in frequency planning. This effect is sometimes called ducting, although technically ducting consists of an elevated channel or duct in the atmosphere. Tropospheric propagation and ducting are discussed in detail in Chapter 6 when atmospheric effects are considered. 1.2.2.3 Ionospheric Propagation The ionosphere is an ionized plasma around the earth that is essential to sky-wave propagation and provides the basis for nearly all HF communications beyond the horizon. It is also important in the study of satellite communications at higher frequencies since the signals must transverse the ionosphere, resulting in refraction, attenuation,
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depolarization, and dispersion due to frequency dependent group delay and scattering. HF communication relying on ionospheric propagation was once the backbone of all long-distance communication. Over the last few decades, ionospheric propagation has become primarily the domain of shortwave broadcasters and radio amateurs. In general, ionospheric effects are considered to be more of a communication impediment rather than facilitator, since most commercial long-distance communication is handled by cable, ﬁber, or satellite. Ionospheric effects can impede satellite communication since the signals must pass through the ionosphere in each direction. Ionospheric propagation can sometimes create interference between terrestrial communications systems operating at HF and even VHF frequencies, when signals from one geographic area are scattered or refracted by the ionosphere into another area. This is sometimes referred to as skip. The ionosphere consists of several layers of ionized plasma trapped in the earth’s magnetic ﬁeld (Figure 1.2) [9, 10]. It typically extends from 50 to 2000 km above the earth’s surface and is roughly divided into bands (apparent reﬂective heights) as follows: D E F1 F2



45–55 miles 65–75 miles 90–120 miles 200 miles (50–95 miles thick)



The properties of the ionosphere are a function of the free electron density, which in turn depends upon altitude, latitude, season, and primarily solar conditions. Typically, the D and E bands disappear (or reduce) at night and F1 and F2 combine. For sky-wave communication over any given path at any given time there exists a maximum usable frequency (MUF) above which signals are no longer refracted, but pass through the F layer. There is also a lowest usable



D E F1 F2



Moon



Sun



F



D



Figure 1.2 The ionospheric layers during daylight and nighttime hours.



8



INTRODUCTION



frequency (LUF) for any given path, below which the D layer attenuates too much signal to permit meaningful communication. The D layer absorbs and attenuates RF from 0.3 to 4 MHz. Below 300 kHz, it will bend or refract RF waves, whereas RF above 4 MHz will be passed unaffected. The D layer is present during daylight and dissipates rapidly after dark. The E layer will either reﬂect or refract most RF and also disappears after sunset. The F layer is responsible for most sky-wave propagation (reﬂection and refraction) after dark. Faraday rotation is the random rotation of a wave’s polarization vector as it passes through the ionosphere. The effect is most pronounced below about 10 GHz. Faraday rotation makes a certain amount of polarization loss on satellite links unavoidable. Most satellite communication systems use circular polarization since alignment of a linear polarization on a satellite is difﬁcult and of limited value in the presence of Faraday rotation. Group delay occurs when the velocity of propagation is not equal to c for a wave passing through the ionosphere. This can be a concern for ranging systems and systems that reply on wide bandwidths, since the group delay does vary with frequency. In fact the group delay is typically modeled as being proportional to 1/f 2. This distortion of wideband signals is called dispersion. Scintillation is a form of very rapid fading, which occurs when the signal attenuation varies over time, resulting in signal strength variations at the receiver. When a radio wave reaches the ionosphere, it can be refracted such that it radiates back toward the earth at a point well beyond the horizon. While the effect is due to refraction, it is often thought of as being a reﬂection, since that is the apparent effect. As shown in Figure 1.3, the point of apparent reﬂection is at a greater height than the area where the refraction occurs.



Apparent Reflected Ray Path



Apparent Reflection Point Actual Refracted Ray Path



Ionosphere



Figure 1.3 Geometry of ionospheric “reﬂection.”
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Propagation Effects as a Function of Frequency



As stated earlier, RF propagation effects vary considerably with the frequency of the wave. It is interesting to consider the relevant effects and typical applications for various frequency ranges. The very low frequency (VLF) band covers 3–30 kHz. The low frequency dictates that large antennas are required to achieve a reasonable efﬁciency. A good rule of thumb is that the antenna must be on the order of one-tenth of a wavelength or more in size to provide efﬁcient performance. The VLF band only permits narrow bandwidths to be used (the entire band is only 27 kHz wide). The primarily mode of propagation in the VLF range is ground-wave propagation. VLF has been successfully used with underground antennas for submarine communication. The low-(LF) and medium-frequency (MF) bands, cover the range from 30 kHz to 3 MHz. Both bands use ground-wave propagation and some sky wave. While the wavelengths are smaller than the VLF band, these bands still require very large antennas. These frequencies permit slightly greater bandwidth than the VLF band. Uses include broadcast AM radio and the WWVB time reference signal that is broadcast at 60 kHz for automatic (“atomic”) clocks. The high-frequency (HF), band covers 3–30 MHz. These frequencies support some ground-wave propagation, but most HF communication is via sky wave. There are few remaining commercial uses due to unreliability, but HF sky waves were once the primary means of long-distance communication. One exception is international AM shortwave broadcasts, which still rely on ionospheric propagation to reach most of their listeners. The HF band includes citizens’ band (CB) radio at 27 MHz. CB radio is an example of poor frequency reuse planning. While intended for short-range communication, CB signals are readily propagated via sky wave and can often be heard hundreds of miles away. The advantages of the HF band include inexpensive and widely available equipment and reasonably sized antennas, which was likely the original reason for the CB frequency selection. Several segments of the HF band are still used for amateur radio and for military ground and over-the-horizon communication. The very high frequency (VHF) and ultra-high frequency (UHF) cover frequencies from 30 MHz to 3 GHz. In these ranges, there is very little ionospheric propagation, which makes them ideal for frequency reuse. There can be tropospheric effects, however, when conditions are right. For the most part, VHF and UHF waves travel by LOS and ground-bounce propagation. VHF and UHF systems can employ moderately sized antennas, making these frequencies a good choice for mobile communications. Applications of these frequencies include broadcast FM radio, aircraft radio, cellular/PCS telephones, the Family Radio Service (FRS), pagers, public service radio such as police and ﬁre departments, and the Global Positioning System (GPS). These bands are the region where satellite communication begins since the signals can penetrate the ionosphere with minimal loss.
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The super-high-frequency (SHF) frequencies include 3–30 GHz and use strictly LOS propagation. In this band, very small antennas can be employed, or, more typically, moderately sized directional antennas with high gain. Applications of the SHF band include satellite communications, direct broadcast satellite television, and point-to-point links. Precipitation and gaseous absorption can be an issue in these frequency ranges, particularly near the higher end of the range and at longer distances. The extra-high-frequency (EHF) band covers 30–300 GHz and is often called millimeter wave. In this region, much greater bandwidths are available. Propagation is strictly LOS, and precipitation and gaseous absorption are a signiﬁcant issue. Most of the modeling covered in this book is for the VHF, UHF, SHF, and lower end of the EHF band. VHF and UHF work well for mobile communications due to the reasonable antenna sizes, minimal sensitivity to weather, and moderate building penetration. These bands also have limited overthe-horizon propagation, which is desirable for frequency reuse. Typical applications employ vertical antennas (and vertical polarization) and involve communication through a centrally located, elevated repeater. The SHF and EHF bands are used primarily for satellite communication and point-to-point communications. While they have greater susceptibility to environmental effects, the small wavelengths make very high gain antennas practical. Most communication systems require two-way communications. This can be accomplished using half-duplex communication where each party must wait for a clear channel prior to transmitting. This is sometimes called carriersensed multiple access (CSMA) when done automatically for data communications, or push-to-talk (PTT) in reference to walkie-talkie operation. Full duplex operation can be performed when only two users are being serviced by two independent communication channels, such as when using frequency duplexing.* Here each user listens on the other user’s transmit frequency. This approach requires twice as much bandwidth but permits a more natural form of voice communication. Other techniques can be used to permit many users to share the same frequency allocation, such as time division multiple access (TDMA) and code division multiple access (CDMA).



1.3



WHY MODEL PROPAGATION?



The goal of propagation modeling is often to determine the probability of satisfactory performance of a communication system or other system that is dependent upon electromagnetic wave propagation. It is a major factor in communication network planning. If the modeling is too conservative, excessive costs may be incurred, whereas too liberal of modeling can result in * Sometimes called two-frequency simplex.
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unsatisfactory performance. Thus the ﬁdelity of the modeling must ﬁt the intended application. For communication planning, the modeling of the propagation channel is for the purpose of predicting the received signal strength at the end of the link. In addition to signal strength, there are other channel impairments that can degrade link performance. These impairments include delay spread (smearing in time) due to multipath and rapid signal fading within a symbol (distortion of the signal spectrum). These effects must be considered by the equipment designer, but are not generally considered as part of communication link planning. Instead, it is assumed that the hardware has been adequately designed for the channel. In some cases this may not hold true and a communication link with sufﬁcient receive signal strength may not perform well. This is the exception rather than the norm however.



1.4



MODEL SELECTION AND APPLICATION



The selection of the model to be used for a particular application often turns out to be as much art (or religion) as it is science. Corporate culture may dictate which models will be used for a given application. Generally, it is a good idea to employ two or more independent models if they are available and use the results as bounds on the expected performance. The process of propagation modeling is necessarily a statistical one, and the results of a propagation analysis should be used accordingly. There may be a temptation to “shop” different models until one is found that provides the desired answer. Needless to say, this can lead to disappointing performance at some point in the future. Even so, it may be valuable for certain circumstances such as highly competitive marketing or proposal development. It is important that the designer not be lulled into placing too much conﬁdence in the results of a single model, however, unless experience shows it to be a reliable predictor of the propagation channel that is being considered. 1.4.1



Model Sources



Many situations of interest have relatively mature models based upon large amounts of empirical data collected speciﬁcally for the purpose of characterizing propagation for that application. There are also a variety of proprietary models based on data collected for very speciﬁc applications. For more widely accepted models, organizations like the International Telecommunications Union (ITU) provide recommendations for modeling various types of propagation impairments. While these models may not always be the best suited for a particular application, their wide acceptance makes them valuable as a benchmark. There exist a number of commercially available propagation modeling software packages. Most of these packages employ standard modeling techniques.
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In addition, some may include proprietary models. When using such packages, it is important that the user have an understanding of what the underlying models are and the limitations of those models.



1.5



SUMMARY



In free space, the propagation loss between a transmitter and receiver is readily predicted. In most applications however, propagation is impaired by proximity to the earth, objects blocking the LOS and/or atmospheric effects. Because of these impairments, the fundamental characteristics of RF propagation generally vary with the frequency of the electromagnetic wave being propagated. The frequency spectrum is grouped into bands, which are designated by abbreviations such as HF, VHF, and so on. Letter designations of the bands are also used, although the deﬁnitions can vary. Propagation of electromagnetic waves may occur by ground wave, tropospheric wave, or sky wave. Most contemporary communication systems use either direct LOS or indirect propagation, where the signals are strong enough to enable communication by reﬂection, diffraction, or scattering. Ionospheric and tropospheric propagation are rarely used, and the effects tend to be treated as nuisances rather than a desired means of propagation. For LOS propagation, the approximate distance to the apparent horizon can be determined using the antenna height and the 4/3’s earth model. Propagation effects tend to vary with frequency, with operation in different frequency bands sometimes requiring the designer to address different phenomena. Modeling propagation effects permits the designer to tailor the communication system design to the intended environment.
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EXERCISES 1. Determine the following; (a) What is the wavelength of an 800-MHz signal? (b) What is the wavelength of a 1.9-GHz signal? (c) What is the wavelength of a 38-GHz signal? (d) What is the frequency of a 10-m amateur radio signal? (e) What effect would the ionosphere have on signals at each of the preceding frequencies? 2. What is the power density of a 1-kW signal radiated from an isotropic radiator, at a distance of 10 km? 3. Determine the following; (a) What is the distance to the horizon as viewed from a height of 1 m and from 10 m? (b) What is the distance to the radio horizon for the same heights (c) What is the maximum LOS communication distance (i.e., neglecting any ground-wave or ionospheric propagation) between two systems, one with the antenna mounted 1 m above the ground and the other with the antenna mounted 10 m above the ground?



CHAPTER 2



Electromagnetics and RF Propagation



2.1



INTRODUCTION



This chapter provides a brief review of electromagnetic theory. While not exhaustive, it provides sufﬁcient background and review for understanding the material in later chapters. The discussions include the concepts of electric and magnetic ﬁelds, the wave equation, and electromagnetic wave polarization. The physics behind reﬂection and refraction of electromagnetic waves is discussed and used to make some generalizations about RF ground reﬂections. There are two orthogonal time-varying ﬁelds that comprise an electromagnetic plane wave: electric and magnetic. Each has its own distinct properties; when related by the wave equation, they form the mathematical basis for electromagnetic wave propagation. Prior to examining the wave equation and its implications for electromagnetic wave propagation, it is worthwhile to take a brief look at static electric and magnetic ﬁelds.



2.2



THE ELECTRIC FIELD



The unit of electric charge is the coulomb. The electric ﬁeld is generated by an electric charge and is deﬁned as the vector force exerted on a unit charge and is usually denoted by E. Thus the units of electric ﬁeld are newtons per coulomb, which is equivalent to volts per meter.* The electric ﬁeld is dependent upon the amount of ﬂux, or the ﬂux density and the permittivity, e, of the material: E = eD



* In SI units, a volt is equal to a kg·m2/(A·s2), a coulomb is equal to an A·s, and a newton is a kg·m/s2.



Introduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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The ﬂux density vector is deﬁned as a vector that has the same direction as the E ﬁeld and whose strength is proportional to the charge that generates the E ﬁeld. The units of the ﬂux density vector are coulombs per square meter. The E ﬁeld and the ﬂux density vectors originate at positive charges and terminate on negative charges or at inﬁnity as shown in Figure 2.1. Gauss’s Law states that the total charge within an enclosed surface is equal to the integral of the ﬂux density over that surface. This can be useful for mathematically solving ﬁeld problems when there is symmetry involved. The classic ﬁeld problems are the electric ﬁeld from a point charge, an inﬁnite line charge and an inﬁnite plane or surface charge. These are shown in Table 2.1. 2.2.1



Permittivity



Since the electric or E ﬁeld depends not only on the ﬂux density, but also on the permittivity of the material or environment through which the wave is propagating, it is valuable to have some understanding of permittivity. Permittivity is a property that is assigned to a dielectric (conductors do not support static electric ﬁelds). The permittivity is a metric of the number of bound charges in a material [1] and has units of farads per meter. For mathematical tractability, uniform (homogeneous) and time-invariant permittivity is assumed throughout this chapter. Permittivity is expressed as a multiple of the permittivity of free space, e0. This term is called the relative permittivity, er, or the dielectric constant of the material. Flux lines have magnitude proportional to the charge and direction from positive charge to negative charge or infinity +



+



–



Figure 2.1 Diagram of E ﬁeld and ﬂux density vectors about an electric charge.



TABLE 2.1



Electric Field Intensity for Classic E-Field Geometries



E Field Source



Symmetry



Point charge



Spherical



Inﬁnite line charge



Cylindrical



Inﬁnite surface charge



Planar



Field Intensity Q rˆ 4 pr 2 e Q E= rˆ 2pre E = Qzˆ E=
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e = e r e0 with e 0 = 8.854 ¥ 10 -12 F m Table 2.2 gives some representative values of dielectric constant for some common materials. TABLE 2.2 Materials



Relative Permittivity of Some Common



Material



Relative Permittivity



Vacuum Air Polystyrene Rubber Bakelite Quartz Lead glass Mica Distilled water



1 1.0006 2.7 3 5 5 6 6 81



Source: Plonus [2], courtesy of McGraw-Hill.



The boundary between two dissimilar dielectrics will bend or refract an electric ﬁeld vector.* This is due to the fact that the component of the ﬂux density vector that is normal to the boundary is constant across the boundary, while the parallel component of the electric ﬁeld is constant at the boundary. This is shown in Figure 2.2 where the N and T subscripts denote the normal and tangential components of the electric ﬁeld vector and ﬂux density vectors relative to the dielectric boundary, respectively. The subtleties of why this occurs is treated in the references [3, 4]. Thus r r f1 = tan -1 (-EN 1 ET 1 ) and



r r f 2 = tan -1 (EN 2 ET 2 )



Since DN 1 = DN 2 it is apparent that * This is a bending of the E ﬁeld vector, which is different than the bending of the propagation vector that occurs when a wave is incident on a dielectric boundary.
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r e2 r EN 2 = EN 1 e1 Using the fact that ET 1 = ET 2 and substituting into the expression for f2, yields r ˆ -1 Ê e 2 E rN 1 ˜ f 2 = tan Á Ë e 1 ET 1 ¯



(2.1)



Thus the angle or direction of the E ﬁeld in the second dielectric can be written in terms of the components of the E ﬁeld in the ﬁrst dielectric and the ratio of the dielectric constants. Taking the derivation one step further, the ratio of EN1 to ET1 is the tangent of f1, so f 2 = tan -1



Ê e2 ˆ tan(f1 ) Ë e1 ¯



(2.2)



This expression shows that, as one might expect, electric ﬁelds that are normal or parallel to a dielectric boundary (f1 = 0 or 90°) are not refracted and the amount of refraction depends upon the dielectric constants of both materials and the grazing angle. Dielectric 1



e = e1



E1 EN1 = e1 DN1 EN2 = e2 DN2



ET1



f1



f2



ET2 E2 Dielectric 2



e = e2



Figure 2.2 Behavior of an electric ﬁeld vector at a dielectric boundary.



2.2.2



Conductivity



Materials that have free electrons available are called conductors. Conductors are characterized by their conductivity, s, or by the reciprocal of the conduc-
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TABLE 2.3 Some Representative Values for Conductivity for Various Materials Ranging from Conductors to Insulators (From [5], courtesy of McGraw-Hill) Conductors Material Silver Copper Gold Aluminum Tungsten Brass Iron Nichrome Mercury Graphite Carbon Germanium Seawater



Insulators



Conductivity (S/m)



Material



Conductivity (S/m)



6.1 ¥ 10 5.7 ¥ 107 4.1 ¥ 107 3.5 ¥ 107 1.8 ¥ 107 1.1 ¥ 107 ~107 106 106 105 3 ¥ 107 2.3 4



Wet earth Silicon Distilled water Dry earth Rock Bakelite Glass Rubber Mica Wax Quartz



~10-3 3.9 ¥ 10-4 ~10-4 ~10-5 ~10-6 ~10-9 ~10-12 ~10-15 ~10-15 ~10-17 ~10-17



7



Source: Plonus [5], courtesy of McGraw-Hill.



tivity, which is the resistivity, r.The units of conductivity are siemens per meter, and the units of resistivity are ohm-meters. Materials with very low conductivity are called insulators. A perfect dielectric will have zero conductivity, while most real-world materials will have both a dielectric constant and a nonzero conductivity. As the conductivity of the dielectric material increased, the dielectric becomes more lossy. When considering the effect of nonideal materials on electromagnetic waves, the permittivity can be expressed as a complex number that is a function of the dielectric constant, the conductivity, and the frequency of the wave. This is discussed further in Section 2.4.2. A static electric ﬁeld cannot exist in a conductor, because the free electrons will move in response to the electric ﬁeld until it is balanced. Thus, when an electric ﬁeld is incident on a conductor, enough free electrons will move to the surface of the conductor to balance the incident electric ﬁeld, resulting in a surface charge on the conductor. This phenomenon is central to the operation of a capacitor [6].



2.3



THE MAGNETIC FIELD



Static magnetic ﬁelds can be generated by steady (or linearly increasing) current ﬂow or by magnetic materials. The magnetic ﬁeld has both strength and direction, so it is denoted by a vector, B. In a manner similar to the electric ﬁeld, the magnetic ﬁeld can be divided into magnetic ﬂux density (H) and magnetic ﬁeld strength (B). The unit of magnetic ﬁeld strength is amperes per



THE MAGNETIC FIELD



19



meter (A/m), and the unit of magnetic ﬂux density is webers per square meter (Wb/m2) or teslas. For nonmagnetic materials, the magnetic ﬁeld and the magnetic ﬂux density are linearly related by, m, the permeability of the material. B = mH The units of material permeability are henries per meter where the henry is the unit of inductance. One henry equals one weber per ampere. The permeability is expressed as a relative permeability, mr, times the permeability of free space m0, so m = m rm0 where m 0 = 4 p ¥ 10 -7 H m The magnetic ﬂux is proportional to current ﬂow, while the magnetic ﬁeld depends on both the current ﬂow and the permeability of the material. The Biot–Savart Law (alternately known as Ampere’s Law) quantiﬁes the relationship between electrical current and magnetic ﬂux. In order to have a steady current ﬂow, a closed circuit is required. Figure 2.3 shows a representative geometry. The integral form of the Biot–Savart Law is H =Ú



I dl ¥ aˆ R 4 pR 2



A m



which says that the magnetic ﬁeld is equal to the line integral of the current crossed with the vector from the current loop to the point of interest and scaled by 4p times the separation squared.



x H



R



dl I



z



y



Figure 2.3 Geometry of a current loop and the resulting magnetic ﬁeld.
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When a magnetic ﬁeld is incident on a boundary between magnetic materials, the relevant equations are BN 1 = BN 2 and HT 1 - HT 2 = J S where JS is the surface current density vector at the boundary. For the purposes of this book the conductive and dielectric properties are of primary interest, and it will usually be assumed that the magnetic permeability of the materials being considered is unity (mr = 1) unless otherwise speciﬁed.



2.4



ELECTROMAGNETIC WAVES



Maxwell’s equations form the basis of electromagnetic wave propagation. The essence of Maxwell’s equations are that a time-varying electric ﬁeld produces a magnetic ﬁeld and a time-varying magnetic ﬁeld produces an electric ﬁeld. A time-varying magnetic ﬁeld can be generated by an accelerated charge. In this book the focus is on plane waves, since plane waves represent electromagnetic radiation at a distance from the source and when there are no interfering objects in the vicinity. In a strict sense, all real waves are spherical, but at a sufﬁcient distance from the source, the spherical wave can be very well approximated by a plane wave with linear ﬁeld components, over a limited extent. When using plane waves, the electric ﬁeld, magnetic ﬁeld, and direction of propagation are all mutually orthogonal. By using the propagation direction vector to represent the plane wave, the visualization and analysis of plane-wave propagation is greatly simpliﬁed. This is called ray theory and is used extensively in later chapters. Ray theory is very useful in far-ﬁeld (planewave analysis), but is not universally applicable in near-ﬁeld situations. The relationship between the time-varying electric and magnetic ﬁelds is expressed mathematically for uniform plane waves as — ¥ E = -m —¥H =e



∂H ∂t



∂E ∂t



The differential form of Maxwell’s equations are used to derive the wave equation [7], which is expressed in one dimension as
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∂ 2 Ex ∂ 2 Ex = me 2 ∂t ∂ z2 This partial differential equation is the fundamental relationship that governs the propagation of electromagnetic waves. The velocity of propagation for the electromagnetic wave is determined from the wave equation and is a function of the permittivity and permeability of the medium. 1 me



v=



(2.3)



When expressed in terms of the relative permittivity and permeability, the equation for the velocity of propagation becomes v=



1 m r e r m0e0



Using the values of m0 and e0 in this expression yields v=



1 c mrer



(2.4)



where c = 2.998 ¥ 10 8 m s Thus the velocity of propagation is equal to the velocity of light in free space divided by the square root of the product of the relative permittivity and permeability. An electromagnetic plane wave traveling in the positive z direction can be described by the following equations: P (z) = Ex (z)H y (z) where Ex (z) = E1e - jkz + E2 e jkz hH y (z) = E1e - jkz + E2 e jkz and k is the wave number, k = w me =



2 p -1 m l



(2.5)
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Note that a factor of e-jwt has been suppressed in the expressions for Ex and Hy. 2.4.1



Electromagnetic Waves in a Perfect Dielectric



The form of electromagnetic waves in a uniform lossless dielectric is identical to the form in free space with the exception of the value of permittivity. Thus by simply multiplying the free-space electric ﬁeld component by the dielectric constant of the material, the expression for the plane wave in the dielectric is obtained. In each case, the relative permeability is assumed to be equal to one. 2.4.2



Electromagnetic Waves in a Lossy Dielectric or Conductor



In a practical sense, most materials lie on a continuum of properties. The characterization of a material as a conductor or dielectric is based on the dominant property of the material. For lossy dielectrics, the permittivity or dielectric constant is given by js ˆ Ê e = e¢ 1 Ë we ¢ ¯



(2.6)



where s is the conductivity of the dielectric. Thus the dielectric constant is a complex value with the imaginary part representing the loss characteristics of the material. The loss tangent is deﬁned as s/(we¢) and represents the ratio of conductive current to displacement current in the material. A material can be considered low loss if the loss tangent is less than 0.1, and it is considered high loss if the loss tangent is greater than 10. 2.4.3



Electromagnetic Waves in a Conductor



When a static electric ﬁeld is incident on a conductor, the free charges in the conductor simply move to cancel the electric ﬁeld. In the case of an electromagnetic wave, however, the incident ﬁeld is changing, so the currents in the conductor are also changing, which produces an electromagnetic wave. Thus an electromagnetic wave can exist within a conductor, although it will be concentrated near the surface. By incorporating the complex permittivity into the wave equation, it is clear that the complex part of the permittivity produces a real value in the exponent, which causes the wave strength to decay with distance as it penetrates the conducting material. To see this, consider the complex wave number, js ˆ Ê k = w me = w me ¢ 1 Ë we ¯ or



m -1



(2.7a)
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js ˆ Ê k = w m e¢ Ë w¢ ¯



m -1



(2.7b)



The wave number can then be separated into real and imaginary parts [8]: js ˆ Ê jk = a + jb = jw m e ¢ Ë w¢ ¯



m -1



(2.8)



The expression for a, the attenuation constant can be shown to be a =w



2 ˆ me ¢ Ê Ê s ˆ 1+ - 1˜ Á Ë we ¢ ¯ 2 Ë ¯



(2.9a)



and the expression for b, the phase constant is b=w



2 me ¢ Ê Ê s ˆ + ˆ 1+ 1˜ Á Ë we ¢ ¯ 2 Ë ¯



(2.9b)



Thus, when an electromagnetic wave is incident on a conductive material, it penetrates the material according to the following equations [9]: Ex (z) = E1e - (a + jb ) z + E2 e (a + jb ) z hH y (z) = E1e - (a + jb ) z + E2 e (a + jb ) z Thus the real part of the exponent is called the attenuation constant, and it causes the amplitude of the wave to attenuate with distance (z). For relatively good conductors, the conductivity will be large and a can be approximated as a@



wms 2



(2.10)



Since the wave is attenuated as it penetrates the conductor, it is useful to be able to provide a quick characterization of how deep the electromagnetic wave will penetrate into the conductive material. The attenuation constant is a function of the frequency of the wave, the conductivity of the material (as well as the permeability), and the distance traversed in the conducting material. The distance where the amplitude of the incident wave is attenuated by a factor of e-1 is called the skin depth. The skin depth is found by setting ad = 1 and solving for d. The result is d=



1 pfms



m



(2.11)
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The skin depth is frequently used to provide an assessment of the depth of the electromagnetic wave into a conductor. This can be useful, for example, when determining the required thickness of electromagnetic shielding.



2.5



WAVE POLARIZATION



The polarization of an electromagnetic wave is deﬁned as the orientation of plane in which the electric ﬁeld resides. Antenna polarization is deﬁned as the polarization of the wave that it transmits. The simplest polarization to envision is linear, which is usually either vertical or horizontal polarization, but it can be deﬁned for other orientations (Figure 2.4). The vector cross product between the electrical and magnetic ﬁelds gives a vector in the direction of propagation. This is called the Poynting vector and can be deﬁned as either S=E¥H or S=



1



2



E ¥ H Z0



W m2



where Z0 is the characteristic impedance (or intrinsic impedance) of the medium, which is given by Z0 = m



e



ohms



which can also be expressed as



Ex



Sz



Hy



Figure 2.4 Conceptual diagram of linear polarization.
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(2.12)



Thus the second formulation of the Poynting vector gives the power density in watts per square meter. The concept of power density is discussed further in later chapters. Another type of polarization is circular, which is a special case of elliptical polarization. This is covered in more detail in the following chapter on antennas, but for now it is sufﬁcient to note that elliptical polarization consists of the sum of two orthogonal, linearly polarized waves (usually vertical and horizontal) that are 90 degrees out of phase. The sign of the 90-degree phase difference sets the direction of the polarization, right hand or left hand. The axial ratio is deﬁned as the ratio of the major axis of the ellipse to the minor axis. For circular polarization, the axial ratio is unity (0 dB). Chapter 3 provides more information on axial ratio. In previous sections the effect of the material boundaries on magnetic and electric ﬁelds was discussed. The angle of incidence* of the electric and magnetic ﬁeld along with the ratio of relative permittivity and permeability determine what the net effect of the material boundary will be. For this reason, the polarization of the wave as well as the angle of incidence (or the grazing angle) and material properties must be known in order to predict the effect of the boundary on the magnitude and direction of the resulting wave. This has interesting implications for elliptical polarization, where the sense of the linear polarizations are rotating. In this case, it is possible that some material boundaries may actually disperse or (linearly) polarize the incident wave rather than simply refracting and reﬂecting it.



2.6 PROPAGATION OF ELECTROMAGNETIC WAVES AT MATERIAL BOUNDARIES For the purposes of RF propagation, the effect of the interaction of a plane wave with other surfaces such as knife-edge diffractors (see Chapter 8) or the ground are of considerable interest. In this chapter the effect of a plane wave incident on a ﬂat (smooth) surface of either a perfect dielectric or a perfect conductor is characterized from a theoretical standpoint. The lossy-dielectric case is not treated in detail because the development is somewhat tedious and the material properties are not usually that well known in the environments of interest. In addition, the real-world problem of irregular surfaces and nonhomogeneous materials is not readily treated mathematically and for the * The angle of incidence is deﬁned as the angle relative to the surface normal. For work in this text, the grazing angle (the angle relative to the surface) is usually of greater interest and for that reason is used throughout. The conversion of the equations found in the electromagnetic literature is straightforward.
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purpose of RF propagation analysis is generally treated using empirical data about the materials and/or surfaces in question. When an electromagnetic wave is incident on a surface, some of the energy will be reﬂected and/or scattered and some will be absorbed/refracted. Scattering is reﬂection from sharp edges or irregular surfaces and is not treated in this chapter, since extensive detail about the surface is required to do so and a statistical characterization is usually preferred. When a wave is incident on a material surface, some of the energy will (generally) enter the material and the rest will be reﬂected. Of the energy that enters the material, some of it may be absorbed due to the conductivity of the material and the rest propagates into the material (is refracted). With the exception of circumstances such as penetrating walls or windows, the reﬂected component is of primary interest to the analyst. 2.6.1



Dielectric to Dielectric Boundary



The analysis of the reﬂection and refraction of an electromagnetic wave at a material boundary is based on applying appropriate boundary conditions to the plane-wave equation. One interesting and useful approach to this analysis is to treat the problem as a transmission line system [9]. By so doing, the details of the analysis can be concisely incorporated into a relatively few number of equations. This approach is used in the following development. An important subtlety of refraction of electromagnetic waves is that the refraction is taken to be the change in the direction of wave propagation, whereas for static electric and magnetic ﬁelds the refraction is taken as the change in the direction of the ﬂux lines. Prior to looking at the impact of electromagnetic waves on material boundaries, it is important to deﬁne the polarization angle relative to the plane of incidence, since the boundary effects are acting on the electric ﬁeld portion of the wave since the materials considered herein are nonmagnetic. Figure 2.5 shows an electromagnetic wave incident on a boundary between two materi-
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Figure 2.5 Diagram of a TM electromagnetic wave incident on a material boundary.
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als. The electric ﬁeld component of S1 is designated by the small arrow, and the magnetic ﬁeld is shown coming out of the page by the circle with the dot inside. This is formally called a transverse magnetic or TM wave, since the magnetic ﬁeld is normal to the plane of incidence and the electric ﬁeld is contained in the plane of incidence. The plane of incidence is deﬁned as the plane formed by the propagation direction vector, S1, and the material boundary. A more familiar example of a TM wave would be a vertically polarized wave incident on a horizontal surface. A transverse electric or TE wave would have the electric ﬁeld coming out of the paper and the magnetic ﬁeld pointing downward from S1. A TE wave would correspond to a horizontally polarized wave incident on a horizontal surface or material boundary. Figure 2.5 shows how, in general, an electromagnetic wave that is incident on a material boundary will have both a reﬂected and a refracted or transmitted component. This separation of the incident wave is treated by using the concept of a reﬂection and a transmission coefﬁcient. It can be shown [10] that for a smooth, ﬂat surface, the angle of reﬂection is equal to the grazing angle. f1¢ = f1 Snell’s law of refraction from optics provides another convenient relationship,* cos(q 2 ) v2 n1 = = cos(q1 ) v1 n2



(2.13)



where v2 and v1 are the propagation velocities in materials 2 and 1, respectively, and n1 and n2 are the refraction indexes (n = c/v) of materials 1 and 2, respectively. This may be expressed in terms of permittivity and permeability as m1 cos(q 2 ) e1 = = cos(q1 ) m 21 e2



e 2 m1 = e1 m 2



e r 2 m r1 e r1 m r 2



For most cases of interest, the relative permeability is unity and cos(q 2 ) = cos(q1 )



er2 e r1



(2.14)



* It should be noted that electromagnetic texts deﬁne the angle of incidence to the normal vector at the surface rather than relative to the surface. The use of grazing angle is better suited toward the applications of RF analysis, but results in some of the equations being different from those in an electromagnetics book.
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Note that (2.14) is different from (2.2). The difference is that (2.2) applies to the bending of the E ﬁeld lines, whereas (2.14) applies to the direction of propagation, which is orthogonal to the E ﬁeld. Put another way, f is the angle of incidence of the electric ﬁeld lines, and q is the angle of incidence of the direction of travel of a wave. This is a subtle but important distinction. The interaction of an electromagnetic wave with a boundary between two materials can be treated as a transmission line problem. The goal is to determine the reﬂection coefﬁcient, r, and the transmission coefﬁcient, t. The expressions are slightly different depending upon the nature of the materials and the sense of the wave polarization. Referring to Figure 2.5, for ﬂat surfaces, it will always be the case that the angle of departure for the reﬂected part of the wave will be equal to the grazing angle, f1 = f1¢ In addition, the following relationships hold: r=



ZL - Z z 1 ZL + Z z 1



(2.15)



t=



2 ZL ZL + Z z 1



(2.16)



where ZL is the effective wave impedance of the second material, which is a function of the grazing angle and the propagation velocities in each material. 2



Ê v2 ˆ cos 2 (q1 ) Ë v1 ¯



TM:



ZL = Z2 sin(q 2 ) = Z2 1 -



TE:



È Ê v2 ˆ 2 ˘ ZL = Z2 csc(q 2 ) = Z2 Í1 cos 2 (q1 )˙ Ë ¯ v1 Î ˚



(2.17) -1 2



(2.18)



Since the deﬁnition of the propagation velocity is given by (2.3), the following substitution can be made in (2.17) and (2.18): 2



e1 Ê v2 ˆ = Ë v1 ¯ e2 Either of the expressions for effective wave impedance may be used to determine the angle of the transmitted portion of the incident wave. e1 È ˘ q 2 = cos -1 Í 1 - sin 2 (q1 ) ˙ e2 Î ˚



(2.19)
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A plot of the transmission angle versus grazing angle for several values of e2/e1 is given in Figure 2.6.The expression for the wave impedances in the ﬁrst material are, of course, dependent upon the polarization and given by TM:



Zz1 = Z1sin(q1 )



(2.20)



TE:



Zz1 = Z1csc(q1 )



(2.21)



The reﬂection and transmission coefﬁcients for an electromagnetic wave incident on a perfect dielectric can now be calculated. Figure 2.7 shows plots of the reﬂection and transmission coefﬁcients for the wave incident on a perfect dielectric. The values of, er may be interpreted as the ratio e2/e1 or as simply er2 if the ﬁrst material is free space. Several interesting observations can be made from these plots: The transmission coefﬁcient minus the reﬂection coefﬁcient is always equal to one, it is possible for the transmission coefﬁcient to exceed one since the electric ﬁeld will be stronger in the second material (if it has the higher dielectric constant), and when the dielectric constants of the two materials are equal, there is no reﬂection and total transmission of the wave as expected. It is also noteworthy that there is a point for TM waves (i.e., vertical polarization) where the reﬂection coefﬁcient crosses zero. The angle where this occurs is called the critical angle, and at that point there is total transmission of the wave and no reﬂection. The critical angle occurs when ZL = Zz1, which gives Transmission Angle in the Dielectric
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Figure 2.6 Transmission angle into a dielectric as a function of grazing angle and e2/e1.



30



ELECTROMAGNETICS AND RF PROPAGATION



TM Reflection Coefficient



TM Transmission Coefficient 2 Transmission Coefficient



Reflection Coefficient



1



0.5



0



0.5



1



1.5



1



0.5



0



0 10 20 30 40 50 60 70 80 90 Grazing Angle (deg)



0 10 20 30 40 50 60 70 80 90 Grazing Angle (deg)



TE Reflection Coefficient



TE Transmission Coefficient 2 Transmission Coefficient



Reflection Coefficient



1



0.5



0



0.5



1



0 10 20 30 40 50 60 70 80 90 Grazing Angle (deg)



1.5



1



0.5



0



0 10 20 30 40 50 60 70 80 90 Grazing Angle (deg)



er = 1 er = 3 er = 10 er = 100



Figure 2.7 Transmission and reﬂection coefﬁcients as a function of grazing angle for different values of e2/e1 at a boundary between perfect dielectrics.



2



Z1sin(qc ) = Z2 1 -



Ê v2 ˆ cos 2 (qc ) Ë v1 ¯



(2.22)



Next, recalling the fact that m1 = m2 and Z = (m/e)1/2 , it can be shown that* e1 ˆ Ê qc = sin -1 Á ˜ Ë e1 + e 2 ¯



(2.23)



* Here again the deﬁnition of critical angle here is relative to horizontal, so this expression differs from that given in Ref. 11 and other EM texts.
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The critical angle exists for TM waves regardless of whether e2/e1 is greater than or less than one. Since this effect only occurs for TM waves, it can be used to separate out the TM component from a circularly (or randomly) polarized wave upon reﬂection. Thus this angle is also called the polarizing angle or sometimes the Brewster angle, particularly in radar work. It is also interesting to note that in the case where e2/e1 < 1, it is possible for the transmission coefﬁcient to equal zero. This occurs when ZL goes to zero, or when 1-



e1 cos 2 (q) = 0 e2



or Ê e2 ˆ q = cos -1 Á ˜ Ë e1 ¯



(2.24)



This only occurs when the wave is traversing a boundary between dielectrics in the direction of the larger dielectric constant.This angle represents the point where there is no transmission and the wave is totally reﬂected. 2.6.2



Dielectric-to-Perfect Conductor Boundaries



For a wave in a dielectric that is incident on a perfect conductor, the resulting reﬂection and transmission coefﬁcients are TM:



r = -1



TE:



r=1 t=0



as expected. Thus a vertically polarized wave will undergo a 180-degree phase shift upon reﬂection, whereas a horizontally polarized wave does not experience a phase shift. Thus reﬂection of off perfectly conductive smooth ground has the interesting effect of converting right-hand circular polarization to lefthand circular polarization and vice versa. 2.6.3



Dielectric-to-Lossy Dielectric Boundary



When considering the effects of a lossy-dielectric boundary on an electromagnetic wave, the complex permittivity can be used in the prior expressions to determine the reﬂection and transmission coefﬁcients. The resulting coefﬁcients will be complex and thus will have both a magnitude and a phase. The resulting reﬂected and transmitted components of the wave will be at same
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angles as those predicted in previous sections, whereas the amplitudes and phases will be modiﬁed based on the material properties. In practical RF propagation problems, it is rare that the surface material is sufﬁciently smooth and the properties sufﬁciently understood to permit a detailed analysis of the surface interaction. Thus the predicted interaction is usually handled empirically. There are some exceptions, including RF modeling software, where assumptions are applied to the reﬂecting surface and numerical techniques used to accommodate the surface irregularities. Another case where an exact analysis may be practical is interaction with a pane of glass. If the material properties are known, then the analysis is straightforward.



2.7



PROPAGATION IMPAIRMENT



There are a variety of phenomena that occur when an electromagnetic wave is incident on a surface. These phenomena depend upon the polarization of the wave, the geometry of the surface, the material properties of the surface, and the characteristics of the surface relative to the wavelength of the electromagnetic wave. Reﬂection: Whenever an electromagnetic wave is incident on a smooth surface (or certain sharp edges), a portion of the wave will be reﬂected. This reﬂection can be thought of as specular, where the grazing angle and reﬂection angle are equal. Scattering: Scattering occurs when an electromagnetic wave is incident on a rough or irregular surface. When a wave is scattered, the resulting reﬂections occur in many different directions. When looked at on a small scale, the surface can often be analyzed as a collection of ﬂat or sharp reﬂectors. The determination of when a surface is considered rough is usually based on the Rayleigh roughness criterion, which is discussed in Chapter 8. Diffraction: Diffraction occurs when the path of an electromagnetic wave is blocked by an obstacle with a relatively sharp edge (as compared to the wavelength of the wave). The effect of diffraction is to ﬁll in the shadow that is generated by the blockage. Refraction: Is the alteration of the direction of travel of the wave as the transmitted portion enters the second material (i.e., penetrates the surface). Absorption: Anytime that an electromagnetic wave is present in a material other than free space, there will be some loss of strength with distance due to ohmic losses. Depolarization: As shown previously, the effects of transmission and reﬂection depend upon the orientation of the incident wave’s polarization relative to the plane of incidence. This can have the effect of altering the
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polarization of the transmitted and reﬂected wave, particularly if the incident wave is circularly or elliptically polarized.



2.8



GROUND EFFECTS ON CIRCULAR POLARIZATION



Since it is possible for either diffraction or ground reﬂection to affect vertical and horizontal polarization differently, it is worthwhile to examine the impact such impairments have on a circularly polarized signal. A circularly polarized wave (RHCP or LHCP) can be represented as the sum of two orthogonal linearly polarized waves. The polarization vectors are orthogonal to each other, and the respective signals are also orthogonal in phase. For ideal circular polarization, the components will be of equal amplitude and 90 degrees out of phase. For real-world antennas, however, the polarization is actually elliptical (circular is a special case of elliptical polarization). Thus the two vectors are not of equal amplitude. The axial ratio is deﬁned as the voltage ratio of the major axis to the minor axis of the polorization ellipse (Chapter 3). The axial ratio of the transmitted wave is given by ARt =



Emaj Emin



(2.25)



The transmit antenna axial ratio is a speciﬁed parameter of the transmit antenna, nominally 1–3 dB. The transmitted wave can be represented as Et =



ARt Ê E ˆ + j ARt E Ë ARt ¯ 1 + ARt2



where the (normalized) transmitted power is Pt =



1 2 E 2



and the resulting axial ratio is ARt. Let the path gain (i.e., total path loss) for the horizontal and vertical components be designated as GH and GV, respectively. Since the path introduces loss (reduction in amplitude), each of these gains will be a very small number. Since the orientation of the transmit antenna polarization ellipse is unknown, it is assumed that the major axis is parallel to whichever linear polarization experiences the greatest gain (least loss) to get a worst-case assessment. Thus the power gains applied to each component of the transmitted wave are
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GA = max(GH , GV ) GB = min(GH , GV ) Ew =



Ê E Ë ARt



GB + j ARt E GA



ARt ˆ ¯ 1 + ARt2



(2.26)



The axial ratio of the received wave is ARw = ARt



GA GB



(2.27)



The polarization loss factor at the receive antenna is given by [12] F=



(1 + ARw2 )(1 + ARr2 ) + 4 ARw ARr + (1 - ARw2 )(1 - ARr2 )cos(2q) 2(1 + ARw2 )(1 + ARr2 )



(2.28)



where q is the difference between the polarization tilt angles, taken to be 90 degrees for the worst case. Making the apparent substitutions, the expression for the polarization loss factor becomes GA ˆ G G Ê (1 + ARr2 ) + 4 ARt A ARr - ÊË 1 - ARt2 A ˆ¯ (1 - ARr2 ) 1 + ARt2 Ë GB ¯ GB GB F= G Ê Aˆ (1 + ARr2 ) 2 1 + ARt2 Ë GB ¯ (2.29) The transmit and receive antennas are identical, so AR = ARt = ARr and GA ˆ GA Ê GA ˆ Ê ( (1 - AR 2 ) 1 + AR 2 1 + AR 2 ) + 4 AR 2 - 1 - AR 2 Ë GB ¯ GB Ë GB ¯ F= GA ˆ Ê (1 + AR 2 ) 2 1 + AR 2 Ë GB ¯



(2.30)



The overall loss that is applied to the transmitted EIRP to determine the received power level is L = FGA



(2.31)
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To verify this expression, setting the antenna axial ratios equal to one and taking the limit as GB goes to zero yields L = GA/2. This is the expected result, analogous to transmitting perfect linear polarization and receiving with a perfect circularly polarized antenna.



2.9



SUMMARY



In this chapter the basics of electromagnetic theory were brieﬂy reviewed, followed by a discussion of electromagnetic waves and how they behave in different materials. Of particular interest in RF propagation is the interaction of an electromagnetic wave with a boundary between two dielectrics or between a dielectric and a conductor. Using an analysis similar to transmission line theory, expressions for the reﬂection coefﬁcient, transmission coefﬁcient, and transmission angle were developed. The polarization of an electromagnetic wave is deﬁned as the orientation of the plane that contains the electric ﬁeld component of the wave. The polarizations of most interest are linear: (usually vertical or horizontal) and elliptical or circular polarization, which can be expressed as a linear combination of vertically and horizontally polarized waves with appropriate phase. The interaction of electromagnetic waves with a material boundary is a strong function of the orientation of the polarization vector relative to the plane of incidence. Two key cases are deﬁned: transverse magnetic or TM, where the electric ﬁeld is contained in the plane of incidence and the magnetic ﬁeld is transverse to the plane of incidence and transverse electric or TE, where the magnetic ﬁeld is contained in the plane of incidence and the electric ﬁeld is transverse to the plane of incidence. These two polarizations are analogous to vertically and horizontally polarized wave intersecting a horizontal boundary (such as the earth’s surface). The effect of a material boundary on an electromagnetic wave is a function not only of the orientation of the polarization vector of the wave, but also of the angle of incidence (grazing angle) and the properties of both materials. In the case of two dielectrics, the dielectric constants determine to a large extent the effect that the boundary will have on the wave. When a wave is incident from a dielectric to a conductor, the wave will only slightly penetrate the conductor and the majority of the wave will be reﬂected. Due to the dependence of transmission and reﬂection on the polarization of the wave, a circularly polarized wave will, in general, become depolarized when reﬂected off of a material boundary. The effect of terrestrial interactions on an elliptically polarized wave is examined and an expression for the resulting polarization loss, taking into account the axial ratio of the transmitting and receiving antennas, is developed.
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EXERCISES 1. Find the electric ﬁeld vector (direction and intensity) for the following; (a) At a distance of 1 m from a 5-C point charge, if the medium is polystyrene. (b) At a distance of 0.5 m from an inﬁnite line charge of 2 C, if the medium is distilled water. (c) At a distance of 2 m from an inﬁnite plane charge of 1 C in air. (d) At a distance of 20 m from an inﬁnite plane charge of 1 C in air. 2. Determine the angle of refraction of an electric ﬁeld that that is incident on a body of calm water at an angle of 30 degrees relative to the horizon. The electric ﬁeld originates in air, and the water may be considered pure and treated as distilled water. 3. Find the magnetic ﬁeld vector at a distance of 1 m from a conductor carrying a 1-A current. The conductor is oriented vertically in free space, with the current ﬂowing in the positive z direction. 4. Consider a vertically polarized electromagnetic wave in air, with a frequency of 10 MHz. If the wave is incident on a ﬂat, horizontal surface
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of polystyrene, ﬁnd the magnitude and angle of both the reﬂected and refracted portion of the wave? 5. Repeat problem 4 if the wave is horizontally polarized. 6. Consider a 100-MHz wave in free space. (a) If the wave is incident on a ﬂat copper sheet, what is the skin depth? (b) If the copper sheet is to be used for shielding and 97% of the electromagnetic wave must be blocked by the shield, how thick should the copper sheet be? 7. What is the worst-case polarization loss factor if a wave is transmitted from an antenna with a 2-dB axial ratio and received by an antenna with a 2.5-dB axial ratio? Assume that there is no distortion introduced by the medium between the two antennas.



CHAPTER 3



Antenna Fundamentals



3.1



INTRODUCTION



Every wireless system must employ an antenna to radiate and receive electromagnetic energy. The antenna is the transducer between the system and free space and is sometimes referred to as the air interface. While a comprehensive treatment of the subject of antennas is beyond the scope of this work, it is helpful to develop an intuitive understanding about how they operate and provide a few examples of different antenna architectures. There are some useful rules of thumb for relating antenna parameters to antenna size and shape. For many types of antennas it is possible to estimate the gain from the physical dimensions or from knowledge of the antenna beamwidths. A fundamental principle of antennas, called reciprocity, states that antenna performance is the same whether radiation or reception is considered [1]. The implication of this principle is that antenna parameters may be measured either transmitting or receiving. The principle of reciprocity means that estimates of antenna gain, beamwidth, and polarization are the same for both transmit and receive. This principle is used freely in this text as well as in most works on antennas.



3.2



ANTENNA PARAMETERS



A useful abstraction in the study of antennas is the isotropic radiator, which is an ideal antenna that radiates (or receives) equally in all directions, with a spherical pattern. The isotropic radiator is also sometimes called an omnidirectional antenna, but this term is usually reserved for an antenna that radiates equally in all directions in one plane, such as a whip antenna, which radiates equally over azimuth angles but varies with elevation. The power density, S, due to an isotropic radiator is a function only of the distance, d, from the antenna and can be expressed as the total power divided by the area of a sphere with radius d. Introduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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S=



P 4 pd 2



W m2
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(3.1)



That is, the power is uniformly distributed over the sphere. Thus for an isotropic radiator, the power density at a given range is constant over all angles and is equal to the average power density at that range. 3.2.1



Gain



For a real antenna, there will be certain angles of radiation, which provide greater power density than others (when measured at the same range). The directivity of an antenna is deﬁned as the ratio of the radiated power density at distance, d, in the direction of maximum intensity to the average power density over all angles at distance, d. This is equivalent to the ratio of the peak power density at distance d, to the average power density at d: D=



Power density at d in direction of maximum power Mean power density at d



Thus an isotropic antenna has a directivity of D = 1. When the antenna losses are included in the directivity, this becomes the antenna gain G = h◊



Power density at d in max direction PT 4 pd 2



where PT is the power applied to the antenna terminals 4pd 2 is the surface area of a sphere with radius d h is the total antenna efﬁciency, which accounts for all losses in the antenna, including resistive and taper* losses (h = hThR) Antenna gain can be described as the power output, in a particular direction, compared to that produced in any direction by an isotropic radiator. The gain is usually expressed in dBi, decibels relative to an ideal isotropic radiator. 3.2.2



Effective Area



An aperture antenna is one that uses a two-dimensional aperture such as a horn or a parabolic reﬂector (as opposed to a wire antenna). The gain of an * Taper loss is the inefﬁciency that is introduced when nonuniform illumination of the aperture is used. Nonuniform aperture illumination is used to control radiation pattern sidelobes, similar to windowing in spectral analysis and digital ﬁltering [2, 3].
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aperture antenna, such as a parabolic reﬂector, can be computed using an effective area, or capture area, which is deﬁned as Ae = hAp



m2



(3.2)



where Ap is the physical area of the antenna and h is the overall efﬁciency of the antenna (generally ranging from 50% to 80%). The expression for the gain of an aperture antenna is G=



4 p Ae l2



(3.3)



If only the physical dimensions of the antenna are known, one may assume an efﬁciency of about 0.6 and estimate the gain reasonably well for most antennas using the above expression. Example 3.1. Given a circular aperture antenna with a 30-cm diameter, what is the antenna gain at 39 GHz? A 30-cm-diameter circular aperture has a physical area of 0.0707 m2.Assuming an aperture efﬁciency of 60% yields Ae = 0.0424 m 2 Using the expression for antenna gain and the wavelength of 7.69 mm yields G = 9005 which, expressed as decibels relative to an isotropic radiator, is 10 log(9005), or 39.5 dBi of gain. 䊐 If the physical dimensions of an aperture antenna are not known, but the azimuth and elevation 3-dB beamwidths, qAZ and qEL, are known, the gain can be estimated using the following rule of thumb: G@



26, 000 q AZ qEL



where the 3-dB beamwidths are expressed in degrees [4]. The effective or capture area of a linear antenna, such as a vertical whip, a dipole, or a beam, does not have the same physical signiﬁcance as it does for an aperture antenna. For example, a center-fed, half-wave dipole has an effective capture area of 0.119l2 [5]. Instead of effective area, the concept of effective height is employed for linear antennas [6]. The effective height of an antenna is the height that, when multiplied by the incident electric ﬁeld, results in the voltage that would actually be measured from the antenna.
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V = he E
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volts



or he = V E



m



where V is the voltage measured at the antenna terminals and E is the magnitude of the incident electric ﬁeld. Another way to view the effective height is by considering the average of the normalized current distribution over the length of the antenna and multiplying that value by the physical length of the antenna. he =



1 I0



Ú0 I ( x) dx l



(3.4)



Using this information, the effective area of a linear antenna can be found. The current distribution over a half-wave dipole is nearly sinusoidal [7] I ( x) = I 0 sin(p x) and for a very short dipole (l < 0.1l) it is approximately triangular, with the peak current occurring at the center and zero current at each end. The relationship between the effective height and the effective area is given by Ae =



he2 Zo 4Rr



(3.5)



where Ae is the effective area in square meters he is the effective height in meters Zo is the intrinsic impedance of free space, 377 ohms Rr is the radiation resistance of the antenna in ohms Example 3.2. Determine the effective height and the effective area of a halfwave dipole at 500 MHz. A half-wave dipole for 500 MHz has a physical length of l=



1 c = 0.3 m 2 500 MHz



For a half-wave dipole, the current distribution is
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I ( x) = I 0 sin(px) which yields a normalized average current value of (2/p)I0 or 0.637I0. The effective height is then found from (3.4): he = 0.191 m Using the radiation resistance for a half-wave dipole, 73 ohms [8], and the impedance of free space, one can readily determine the effective area using (3.5): Ae = 0.047 m 2 Note that this effective area has no direct relationship to the physical cross section of the dipole antenna. That is to say, it does not depend upon the thickness of the dipole, only its length. 䊐 3.2.3



Radiation Pattern



The radiation pattern of an antenna is a graphical depiction of the gain of the antenna (usually expressed in dB) versus angle. Precisely speaking, this will be a two-dimensional pattern, a function of both the azimuth and elevation angles. This is illustrated in Figure 3.1 for a circular aperture antenna. In most



Gain



Elevation Angle



Azimuth Angle Figure 3.1 Three-dimensional plot of a two-dimensional antenna radiation pattern.



43



ANTENNA PARAMETERS



cases, however, looking at the principal plane cuts—that is, an azimuth pattern while bore-sighted in elevation and vice versa—is sufﬁcient. Figure 3.2 shows a typical principal plane pattern. Antenna patterns always describe the farﬁeld pattern, where the gain or directivity is a function of the azimuth and elevation angles only and is independent of distance, d. The mainlobe of the antenna is the lobe where the peak gain occurs. The beamwidth of an antenna is deﬁned as the angular distance between the two points on the antenna pattern mainlobe that are 3 dB below the maximum gain point. From Figure 3.2, the 3-dB beamwidth of that antenna may be estimated to be about 5 degrees (±2.5). Another parameter that is often of considerable interest is the maximum or peak sidelobe level. The pattern in Figure 3.2 shows a maximum sidelobe level of about -17 dB relative to the beam peak, which has been normalized to 0-dB gain. Low sidelobes reduce the risk of undesired signal radiation or reception, which can be valuable in high trafﬁc or multipath environments. Sidelobe reduction is obtained, however, at the expense of widening the mainlobe and reducing the antenna gain, or by increasing the antenna size. Another often-quoted speciﬁcation of directional antennas is the front-toback ratio. This is the ratio of the antenna gain at 0 and 180 degrees azimuth and provides an indication of how well the antenna will reject interfering signals that arrive from the rear of the antenna. The front-to-back ratio is a very important parameter when planning frequency reuse and interference reduction.
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Figure 3.2 Typical antenna radiation pattern (normalized gain) in one dimension.
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The antenna pattern of an aperture antenna is a function of the illumination taper across the aperture. The relationship between the spatial energy distribution across the aperture and the gain pattern versus angle is an inverse Fourier transform [9]. Thus a uniformly illuminated aperture will produce the narrowest main beam and highest possible gain at the expense of producing sidelobes that are only 13 dB below the peak. By tapering the illumination using a window function, the gain is slightly reduced (taper loss) and the mainlobe is broadened, while the sidelobes are reduced in amplitude. Illumination taper functions such as a raised cosine are often used to produce antennas with acceptable sidelobes. Whenever an illumination taper is used, the resulting antenna efﬁciency (and therefore gain) is reduced. 3.2.4



Polarization



Polarization is deﬁned as the orientation of the plane that contains the electric ﬁeld component of the radiated waveform. In many cases, the polarization of an antenna can be determined by inspection. For instance, a vertical whip antenna generates and receives vertical polarization. Similarly, if the antenna element is horizontal, the wave polarization will be horizontal. Vertical and horizontal polarizations are both considered linear polarizations.Another type of polarization is circular or elliptical polarization. Circular polarization is similar to linear polarization, except that the polarization vector rotates either clockwise or counterclockwise, producing right-hand circular or left-hand circular polarization. Circular polarization is a special case of elliptical polarization, where the vertical and horizontal components of the polarization vector are of equal magnitude. In general, aperture antennas can support vertical, horizontal, or elliptical polarization, depending upon the type of feed that is used. 3.2.5



Impedance and VSWR



An antenna presents a load impedance or driving point impedance to whatever system is connected to its terminals. The driving point impedance is ideally equal to the radiation resistance of the antenna. In practical antennas, the driving point impedance will also include resistive losses within the antenna and other complex impedance contributors such as cabling and connectors within the antenna. The driving point impedance of an antenna is important in that a good impedance match between the circuit (such as a transceiver) and the antenna is required for maximum power transfer. Maximum power transfer occurs when the circuit and antenna impedances are matched.* Maximum power transfer is desirable for both transmitting and receiving. * Actually, maximum power transfer required a complex conjugate match. Most antenna systems have real or nearly real driving point impedance, in which case a conjugate match and a match are identical. An antenna connected to a cable with a characteristic impedance that is different from its driving point impedance will present a complex impedance at the other end of the cable. In such cases, a transmatch can be used to perform the conjugate matching.
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When the antenna and circuit impedances are not matched, the result is reduced antenna efﬁciency because part of the signal is reﬂected back to the source. The square root of ratio of the reﬂected power to the incident power is called the reﬂection coefﬁcient. r=



Pr Pi



Clearly, the reﬂection coefﬁcient must be between zero and one (inclusive). The reﬂection coefﬁcient can be determined from the circuit and antenna impedances, r=



Z1 - Z0 Z1 + Z0



(3.6)



The amount of signal passing between the transceiver and the antenna is Pt = (1 - r 2 )Pi Thus the polarization mismatch loss is [10] Lp = 1 - r 2



(3.7)



If there is a cable between the antenna and the transceiver, the mismatch creates a voltage standing wave ratio (VSWR, or often just SWR) on the cable. The effect of a VSWR on a cable is to increase the effect of the cable loss [11]. One way to compute theVSWR is VSWR =



1+ r 1- r



(3.8)



This can also be expressed in terms of the of antenna and transceiver characteristic impedances. Example 3.3. What is the reﬂection coefﬁcient, VSWR and matching loss for a 50-ohm transceiver driving a half-wave dipole? The half-wave dipole has a characteristic impedance of 73 ohms, so the reﬂection coefﬁcient is ±0.23, depending upon the assignment of Z1 and Z0. The corresponding VSWR from (3.8) is 1.6. Applying (3.7), the matching loss is found to be 0.947, or -0.24 dB, which is negligible in most applications. 䊐



3.3



ANTENNA RADIATION REGIONS



The antenna radiation ﬁeld is divided into three distinct regions, where the characteristics of the radiated wave are different. While these are not ﬁrm
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boundaries, they represent convention usage and provide some insight to the actual radiated ﬁeld as a function of distance from the antenna. The far-ﬁeld (Fraunhoffer) region is deﬁned for distances such that d>



2D2 l



(3.9)



where D is the largest linear dimension of the antenna, and l is the wavelength. This is the region where the wavefront becomes approximately planar (less than 22.5 degrees of phase curvature over a similar-sized aperture) [12]. In the far-ﬁeld region, the gain of the antenna is a function only of angle (i.e., the antenna pattern is completely formed and does not vary with distance). In the far ﬁeld, the electric and magnetic ﬁeld vectors are orthogonal to each other. For electrically small antennas (D 450 MHz [26]. Other cases must be determined empirically. Example 7.6. What is the expected path loss for a mobile communication system operating at 600 MHz over suburban terrain, for path lengths between 1 and 5 km? The base station antenna is a 5-dBi colinear antenna at 20-m height, and the mobile antenna is a quarter-wave vertical with 0-dBi gain at 1-m height.



h¢1 h1



h1



h¢1



TYPE A



(A) Effective antenna height is greater than actual height.



TYPE B



(B) Effective antenna height is less than actual height.



Figure 7.13 Determination of the effective base station antenna height for the Lee model point-to-point mode. (Figure 2.15 from Ref. 27, courtesy of Wiley.)
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Since this is a mobile system, the area mode of the Lee model is used. From Table 7.2 an appropriate value of L0 is L0 = -101.7 dB and g = 38.5 The adjustment factors are F1 = (hb (m) 30.48) = (20 30.48) = 0.431 2



2



F2 = (Gb 4) = 3.2 4 = 0.791 F3 = (hm (m) 3) = 1 3 F4 = (600 900)



since hm (m) < 3 -n



= 2.76



F5 = 1 where a value of 2.5 was assumed for n. The compilation of these terms results in F0 = -5.0 dB So the median path loss for this system is given by L50 = 106.7 + 38.5 log(d) dB where d is expressed in kilometers. Figure 7.14 shows the resulting median path loss along with the corresponding free-space loss for the same distance at 600 MHz. 䊐 It is important to remember the conditions that were used to collect the data. For instance, if a different gain base station antenna is used for the data collection, then the equation for the F2 correction factor will need to be modiﬁed accordingly before using the model. If a simple dipole were used, then the correction factor would simply be F2 = Gb relative to a dipole 7.4.6



Comparison of Propagation Models for Built-Up Areas



Table 7.3 provides a high-level comparison of the propagation models discussed in this section. This is, of course, not a complete list of models, but it is a list of the models covered in this chapter and represents several of the more popular models in use today. From this table, it is clear that for applications
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Figure 7.14 Path loss from Lee model for Example 7.6, with free-space loss shown for reference.



TABLE 7.3



Comparison of Propagation Models for Built-Up Areas Frequency (MHz)



Model



Application



Advantages



Young



Power law with beta factor



150–3700



Easily applied



Okumura



200–1920



Widely used as a reference



Hata



Equation with correction factors from plots Equation



150–1500



Widely used, straightforward to apply



COST 231



Equation



1500–2000



Lee



Equation with computed correction factors



900, plus analytic extension



Same as Hata but also covers PCS frequencies Relatively easy to apply, can be ﬁtted to measurements, two modes



Disadvantages Limited data, NYC 1952 only Limited data, Tokyo 1960, tedious to apply Based on limited data, does not cover PCS band



Requires local data collection for good accuracy
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outside of the personal communications bands, the Lee model is going to be the most popular choice. The fact that the Lee model can be ﬁtted to such a wide variety of scenarios makes it a sound choice as well.



7.5



SUMMARY



Many applications in RF and wireless involve propagation of electromagnetic waves in close proximity of the earth’s surface. Thus it is important to be able to model the effects of terrain, foliage, and urban structures. The foliage models presented are Weissberger’s model, the early ITU model, and the recent ITU model. Weissberger’s model and the early ITU model are both based on a power of the frequency and of the depth of the foliage. The updated ITU model for one terminal in woodland is an exponential model, while the model for other foliage scenarios is a dual-slope model that uses the size of the illuminated foliage area to predict the amount of loss due to the foliage. The updated ITU model includes provisions for limiting the foliage loss to the loss on the diffraction path (i.e., using the lesser of the two losses). Terrain loss can be easily modeled using the Egli model, which is a fourthpower law with a clutter factor multiplier to ﬁt the model to empirical data. The Longley–Rice model is a very mature, well-validated model that has gained wide acceptance over many decades of use. The model takes many factors into account and provides accurate predictions of terrain loss. Propagation loss in built-up areas has been studied extensively in support of mobile telephony, and many different models are available, with different implementations, applicability, and levels of ﬁdelity. The most widely recognized models are the Okumura and Hata’s analytic formulation of the Okumura model. The Okumura model is based on data collected in Tokyo in 1960 and thus may have limited applicability, but its wide following makes it valuable for a ﬁrst-cut analysis and for comparisons. A similar model that is not quite so well known is the Young model. The Young model is based on measurements taken by Young in New York City and may be more representative of modern urban conditions. The Lee model is a modiﬁed power law with several adjustment factors to correct for deviations from the conﬁguration of the baseline. The model can be readily adjusted to accommodate any measurements that are available for the region of interest. The Lee model features both an area mode and a point-to-point mode for ﬁxed link scenarios. While not exhaustive, the set of models presented in this chapter provide some insight into the nature of available models. In the competitive environment of wireless telecommunications, many organizations have developed proprietary models, which they feel best predict the performance of their products. Most of the commercial telecommunication modeling packages will include several different models. It is important to understand which models are being used and the limitation of those models for the particular application. Use of proprietary models in commercial propagation prediction soft-
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ware is unusual and generally not desirable because the credibility (although not necessarily the accuracy) of a model is proportional to how widely accepted it is.
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EXERCISES 1. What is the expected foliage loss for a 10-GHz communication system that must penetrate 18 m of foliage? (a) Using the Wiessberger model (b) Using the early ITU model 2. How much foliage attenuation is expected for an 800-MHz communication system that must penetrate up to 40 m of foliage? 3. For a ground-based communication system operating at 1.2 GHz, with one terminal located 100 m inside of a wooded area, what is the predicted foliage loss from the updated ITU model? Assume the antenna gains are each 3 dB and the antennas are vertically polarized. 4. Use the Egli model to determine the median path loss for a 400-MHz system over a 5-km path if both antennas are handheld (h ~ 1.5 m)? 5. Repeat problem 4, but compute the 90% path loss (i.e., what level of path loss will not be exceeded 90% of the time?) 6. Use the Okumura model to predict the median path loss for a 900 MHz system at 10 km in an urban environment. Assume that the mobile antenna height is 7 m and the base station antenna height is 50 m.
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7. Use the Hata–Okumura model to determine the expected path loss for a 1-km path in a large city for a 1-GHz system. The receive (mobile) antenna is at 7-m height and the transmit antenna is at 35-m height. You may want to compute the free-space loss for the same geometry to provide a sanity check for your answer. 8. Use the extended COST 231–Hata model to determine the maximum cell radius for a 1.8-GHz system in a medium-sized city (C = 0 dB) if ht = 75 m and hr = 3 m. Assume that the allowable path loss is 130 dB. 9. Use the Lee model to determine the maximum cell radius for a 900-MHz system in a suburban area. Assume that hr = 7 m and ht = 50 m and that the allowable path loss is 125 dB. You may assume that the mobile antenna gain is at the reference value (0 dBd) and the transmitter antenna gain is also at the reference value of 6 dBd.



CHAPTER 8



Fading and Multipath Characterization



8.1



INTRODUCTION



In this chapter, fading due to shadowing, blockage, and multipath is discussed. In most contexts, the term fading is applied to signal loss that changes fairly slowly relative to the signal bandwidth and the term scintillation is used to describe rapid variations in signal strength. These terms are usually applied to atmospheric phenomena, however. When modeling a terrestrial mobile radio channel, the principal effects are usually due to terrain and terrain features (including urban features). In this context, it is customary to talk about fading in terms of large-scale or small-scale fading rather than scintillation. Smallscale fading is further characterized as fast or slow and as spectrally ﬂat or frequency-selective. Fading is roughly grouped into two categories: large-scale and small-scale fading. Large-scale fading is sometimes called slow fading or shadowing, although the term slow fading has a more precise deﬁnition in the context of small-scale fading. Large-scale fading is often characterized by a log-normal probability density function (pdf) and is attributed to shadowing, and the resulting diffraction and/or multipath. Changes in large-scale fading are associated with signiﬁcant changes in the transmitter/receiver geometry, such as when changing location while driving. Small-scale fading is associated with very small changes in the transmitter/receiver geometry, on the order of a wavelength. Small-scale fading may be either fast or slow and is due to changes in multipath geometry and/or Doppler shift from changes in velocity or the channel. Thus the changes can occur quickly and frequently. Small-scale fading is generally characterized by a Rayleigh or Rician probability density function and is due almost exclusively to multipath. The multipath discussed in this chapter is due to terrain features and does not include atmospheric multipath, which was treated in Chapter 6. In addition to increasing path loss (fading), multipath may also degrade signal quality. The effects may be temporal or spectral. Temporal effects occur as the delay Introduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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from the different paths causes a (time) smeared version of the signal to be received, which is called delay spread. Spectral effects occur as changes in the geometry or environment cause Doppler (spectral) shift, which smears the signal spectrum. This effect is called Doppler spread. In most environments, the path loss is sufﬁciently variable that it must be characterized statistically. This is particularly true for mobile communications where either or both terminals may be moving (changing the relative geometry) and where both are using wide-angle or omnidirection antennas. Multipath models vary depending upon the type of environment and the frequencies involved. While detailed databases of most urban areas are available, statistical modeling based on empirical data (oftentimes ﬁtted to speciﬁc empirical data) is still the method of choice. One exception is the planning of ﬁxed line-of-sight (LOS) links, which can be facilitated by geometric multipath computations using urban databases. The analysis/prediction of channel path loss in a terrestrial mobile environment is broken into three parts: •



•



•



First, determine the median (or sometimes mean) path loss based on a model appropriate for the local environment using a model such as the Hata or Lee models, free-space loss, or ground-bounce propagation. Second, the large-scale variation of the path loss based on terrain variations and displacement of either the transmitter or receiver is determined. This is referred to as shadowing and is usually modeled by a log-normal probability density function. Third, the short-term variations about the median due to changes in the multipath and/or Doppler proﬁle of the channel are characterized. This is called small-scale fading and may be characterized as fast or slow and time-dispersive or frequency-dispersive.



Before looking at the details of large- and small-scale fading, the impact of ground-bounce multipath and diffraction are addressed.



8.2



GROUND-BOUNCE MULTIPATH



Most terrestrial communication systems do not operate in a free-space environment, but rather must account for the effect of the earth’s surface on the propagation path. There are two key effects: ground reﬂection and path blockage and/or diffraction when part of the path is beyond line of sight.This section covers the effect of a reﬂective earth on a near-earth propagation path. When the propagation path is near the earth’s surface and parallel to it, severe fading can occur if the ground is sufﬁciently reﬂective. Consider a point-to-point communications link operating in close proximity to the earth’s surface as shown in Figure 8.1. For this analysis, a ﬂat, smooth,
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Figure 8.1 Link geometry for ground-bounce reﬂection.



and reﬂective ground surface is assumed. Thus there will be “specular” ground reﬂection from a “ﬂat earth.” Specular reﬂection occurs if and only if the angle of incidence equals the angle of departure at the reﬂection point (i.e., f1 = f2). Referring to Figure 8.1, the following observations can be made: f1 = f 2 The slant range is d s = d 2 + Dh 2 and d = d1 + d2



(8.1)



Expressions for the reﬂection angles are as follows: f1 = tan -1



Ê ht ˆ , Ë d1 ¯



f 2 = tan -1



Ê hr ˆ Ë d2 ¯



From these expressions and the fact that the two angles are equal, it is clear that ht hr = d1 d2 Next, using (8.1), the following equation can be written: d1 hr = (d - d1 )ht Solving this equation for d1 yields d1 =



dht hr + ht
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Replacing d1 by d - d2 in this equation and solving for d2, provides the following equations for d2. d2 = d d2 =



dht hr + ht



dhr hr + ht



(8.2)



Thus the specular reﬂection point between the two antennas can be determined by knowing the heights of the antennas. The following equations follow from the specular geometry: s1 = d12 + ht2 = ht 1 + s 2 = d22 + hr2 = hr 1 +



d2



(hr + ht )



2



d2



(hr + ht )



2



(8.3)



(8.4)



And also from the geometry, the slant range is found to be d s = d 2 + (ht - hr )



2



(8.5)



The received signal can be found by taking the vector sum of the direct and reﬂected wave at the receive antenna. The magnitude and phase of the reﬂected signal are determined by the path-length difference (primarily phase since the distances are nearly equal) and the reﬂection coefﬁcient of the ground. The reﬂection coefﬁcient, often denoted by r, is a complex parameter that modiﬁes both the magnitude and phase of the reﬂected wave. The curves in Figure 8.2 and Figure 8.3 [1] indicate that for a smooth, reﬂective surface, the magnitude of the reﬂection coefﬁcient is approximately one, regardless of the polarization and frequency, if the grazing angle is small. Figure 8.4 shows that the phase angle of the reﬂection coefﬁcient is near 180 degrees for vertical polarization. Not shown in the ﬁgures is the phase angle for horizontal polarization, which is virtually 180 degrees regardless of the frequency and grazing angle. Thus for the ground-bounce case the reﬂection coefﬁcient is well-approximated by r = -1 as long as the surface is smooth and conductive and the angle of incidence is small. The relative phase of the reﬂected signal when it reaches the receiver must be computed since the relative phase determines how the direct and reﬂected signals will combine. The reﬂection coefﬁcient of the ground depends upon four factors: • •



Angle of incidence (assumed to be very small) Ground material properties (ﬂat, smooth, and conductive)
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Figure 8.2 Reﬂection coefﬁcient magnitude versus grazing angle for seawater using horizontal polarization. (Figure 6.7 from Ref. 1, courtesy of Munro Publishing Company.) 1 0.9
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Figure 8.3 Reﬂection coefﬁcient magnitude versus grazing angle for seawater using vertical polarization. (Figure 6.8 from Ref. 1, courtesy of Munro Publishing Company.)
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Figure 8.4 Reﬂection coefﬁcient phase angle versus grazing angle for seawater using vertical polarization. (Figure 6.9 from Ref. 1, courtesy of Munro Publishing Company.) • •



Frequency Polarization (if the grazing angle is small enough, the polarization does not affect the reﬂection)



Since the grazing angle is assumed to be small, the reﬂection undergoes a 180degree phase shift at the point of reﬂection regardless of polarization. The small grazing angle also means that | r | ~ 1. For geometries where ds >> ht and ds >> hr (i.e., f is very small), the following approximation can be made: s1 + s 2 ~ d s Thus the path loss (free-space loss) is approximately the same for the direct and reﬂected paths. In this case, if the waves are exactly in phase, there will be a 6-dB increase in the received signal (twice the amplitude implies four time the power). If the waves are exactly 180 degrees out of phase, the signal will cancel completely and no signal will be received. The E ﬁeld at the receiver can be expressed as E = Ed + Ed re - jDq
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where E is the electric ﬁeld at the receiver Ed is the electric ﬁeld due to the direct wave at the receiver Dq is the phase difference between the direct and reﬂected wave fronts due to the path-length difference For the small grazing angle case, r = -1 and E = Ed - Ed e - jDq E = Ed (1 - e - jDq ) The magnitude of the E ﬁeld can be expressed as E = Ed [1 - cos(Dq) + j sin(Dq)] The expression for the magnitude of E can be expanded as follows: E = Ed {[1 - cos(Dq) + j sin(Dq)] ◊ [1 - cos(Dq) - j sin(Dq)]}



1 2



È ˘ 2 2 ( ) ( ) E = Ed Í1 - 2 cos(Dq) + cos D q + sin D q 144424443 ˙˙ ÍÎ ˚ 1



1 2



E = Ed [2 - 2 cos(Dq)]



1 2



E = Ed 2



1 1 - cos(Dq) 2 44 2 244 1 3 sin ( Dq 2 )



Thus over a ﬂat, reﬂective surface, the magnitude of E ﬁeld at the receiver can be accurately expressed as E = Ed 2 sin(Dq 2)



(8.6)



where Dq is the phase difference due to path-length difference and Ed is the E ﬁeld due to the direct return only. The phase difference between the direct and the reﬂected wave (due to path-length difference) is Dq =



s1 + s 2 - d s 2p l



From (8.3) and (8.4) it is clear that



(8.7)
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s1 + s 2 = (ht + hr ) 1 +



d2



(hr + ht )



2



Substituting this result and (8.5) into (8.7) yields the exact expression for the phase difference: 2 2 Ê (hr + ht ) (ht - hr ) ˆ 2 p Dq = dÁ 1 + 1 + ˜ l d2 d2 Ë ¯



(8.8)



which can be used in (8.6) to generate an expression for the exact path loss in the presence of multipath as a function of the free-space loss: Lmp = Lfsl 4 sin 2 (Dq 2)



(8.9)



An alternate expression for Dq can be derived by using the binomial expansion for the square roots. Recall that the binomial expansion is given by 1+ x = 1+



x x 2 x3 x4 + + ... 2 8 16 128



Using x=



Ê hr + ht ˆ Ë d ¯



2



and x =



Ê hr - ht ˆ Ë d ¯



2



in the binomial expansion, it is clear that if d >> hr and d >> ht, then 2



2



ÈÊ hr - ht ˆ 2 ˘ ÈÊ hr + ht ˆ 2 ˘ ª 0 and ˙ ª0 ÍË ˙ ÍË d ¯ ˚ d ¯ ˚ Î Î Thus using only the ﬁrst two terms of the binomial expansion will be a good approximation. Making the designated substitutions in (8.7), yields Dq @



d Ê (hr2 + 2 hr ht + ht2 ) - (hr2 - 2 hr ht + ht2 ) ˆ 2 p Á ˜ ¯ l 2Ë d2



which simpliﬁes to Dq @



2 hr ht 2 p d l



Using this result for Dq in (8.6) yields



(8.10)
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(8.11)



which indicates that the received power is proportional to the magnitude squared of the E ﬁeld: Pr µ E



2



Therefore, the received signal power will be 2



Pr = 4



Ed Ê 2 pht hr ˆ sin 2 Ë dl ¯ h



(8.12)



where h is the characteritic impedance of free space. But, from the free-space loss equation, the magnitude squared of the direct path E ﬁeld at the receiver, Ed, is given by 2



Ed = h



PT GT GR l2



(4 pd)



2



So PT GT GR l2



Pr = 4



(4 pd)



2



sin 2



Ê 2 pht hr ˆ Ë dl ¯



For this analysis, it was assumed that d >> ht and d >> hr; if it is also true that dl >> hthr, then the following approximation may be made: sin 2



Ê 2 pht hr ˆ Ê 2 pht hr ˆ @ Ë d l ¯ Ë dl ¯



2



and PT GT GR l2 Ê 2 pht hr ˆ Pr @ 4 2 (4 pd) Ë dl ¯



2



which results in the following (approximate) expression for the path loss on a near-earth propagation path over a ﬂat, smooth conducting surface: Lmp @ GT GR



(ht hr ) d4



2



(8.13)



This equation indicates that as dl gets large compared to the heights, ht and hr, the received power drops off as d4 rather than d2 when there is a strong



172



FADING AND MULTIPATH CHARACTERIZATION



specular reﬂection with a 180-degree phase shift. This is a worst-case analysis, which provides a good upper bound on the predicted path loss. It is noteworthy that this path-loss expression is independent of the wavelength. The exact ground-bounce expression is seldom used since the geometry is rarely precise enough to locate the peaks and nulls accurately. The recommended approach is to compute the free-space loss and the approximate ground-bounce path loss and use whichever gives greater loss. 2 Ê (ht hr ) GT GR l2 ˆ PR = minÁ GT GR , 2 ˜ PT d4 Ë (4 pd) ¯



(8.14)



The crossover point is deﬁned as the distance at which the 1/d4 approximation and free-space loss are equal. It is sometimes helpful to determine where the crossover point occurs and then use the approximation for ranges greater than the crossover range and free-space loss otherwise. The crossover point is found by equating the approximate ground-bounce path loss (8.13), and the freespace loss and solving for d.



(ht hr )



2



d4 dx =



=



Ê l ˆ Ë 4 pd ¯



2



4pht hr l



(8.15)



The computed crossover range for the plot in Figure 8.5 is 12.6 km, which is consistent with the curves shown. By ﬁrst computing the crossover point, one can immediately determine which path loss expression applies to a given situation. Example 8.1. Consider the following point-to-point communications link: hT = hR = 10 m d = 4 km f = 2 GHz (l = 0.15 m) What is the predicted path loss for this link? Since no antenna gains are given, normalized gains (i.e., gain = 0 dB) for transmit and receive are used. The ﬁrst step is to compute the free-space loss using antenna gain values of unity: FSL = 20 log



Ê l ˆ Ë 4 pd ¯



FSL = -110.5 dB
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Effect of Specular Reflection for G=1 60
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Figure 8.5 Comparison of free-space loss, ground-bounce loss, and the ground-bounce loss approximation, for ht = 100 m, hr = 3 m, and l = 0.3 m.



Since d >> ht and d >> hr and in fact, dl >> hthr, the 1/d4 approximation can be used: Lmp @



(ht hr ) d4



2



= 3.91 ¥ 10 -11 = -104.1 dB



So the approximated path loss is less loss than free-space loss, and the freespace result should be used: PL = -110.5 dB. If instead of 4 km, d is 40 km, then FSL = -130.5 dB and Lmp = -144.1 dB So in this case, the path loss from the (hthr)2/d4 approximation would be used. 䊐 In summary, when operating over a ﬂat reﬂective surface, the path loss may be more or less than that predicted by free-space loss. The 6-dB improvement
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cannot be ensured unless operating under very controlled conditions, such as a radar instrumentation range. For large distances, the path loss is proportional to (hthr)2/d4 and is not a function of the wavelength. One may compute the loss both ways and use the method that predicts the greatest path loss or determine the crossover point and use free-space loss for ranges less than the crossover range and the (hthr)2/d4 approximation for ranges greater than the crossover range. A similar expression for the ground-bounce path loss over a curved reﬂective surface can also be developed. One such derivation is presented in Ref. 2. The curved reﬂective formulation applies to links that operate near the earth’s surface and close to the horizon. For most applications, the ﬂat reﬂective surface formulation is adequate. 8.2.1



Surface Roughness



When determining if ground reﬂection is likely to be signiﬁcant, a means of quantifying the smoothness (ﬂatness) of the reﬂecting surface is required. The Rayleigh criterion provides a metric of surface roughness. The Rayleigh roughness is derived based on the terrain variation (Dh) that will provide a 90-degree phase shift at the receiver between a reﬂection at a terrain peak versus a reﬂection from a terrain valley at the same distance (see Figure 8.6). The Rayleigh criterion is given by [3] HR =



l 8 sin(q)



(8.16)



where l is the wavelength q is the grazing angle of the reﬂection From the geometry shown in Figure 8.6, it can be determined that sin(q) =



hr + ht d



where



hr ht



q



q



Dh



d Figure 8.6 Geometry of surface roughness.
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hr is the receiver height ht is the transmitter height d is the communication distance The Rayleigh criterion can then be expressed as [3] HR =



ld 8(hr + ht )



(8.17)



When the extent of the terrain features, Dh, is less than HR, the surface can be treated as being smooth. Thus the amount of terrain variation that is tolerable is proportional to the wavelength and the distance traversed and inversely proportional to the height of the antennas above the surface. When a reﬂective surface is rough, meaning that the extent of the terrain features, Dh, is much larger than HR, then the reﬂections from the surface will be diffuse and are characterized as scattering rather than reﬂection. 8.2.2



Fresnel Zones



Consider the point-to-point link depicted in Figure 8.7. The vector TR is the line of sight between the transmitter and the receiver and the link distance is d1 + d2. If there is a diffraction point at P, the signal TPR will combine with TR at R. TPR traverses a slightly greater distance than TR and therefore will have a different phase. The direct and reﬂected/diffracted path lengths can be expressed as TR = d1 + d2 TPR = d12 + h 2 + d22 + h 2 So the path-length difference is D = d12 + h 2 + d22 + h 2 - d1 - d2 If h LMax - LPL - Lclutter ) Since the shadowing pdf is normal and zero mean, the standard normal random variable is z=



LS sL
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which yields LMax - LPL - Lclutter ˆ Ê Poutage = P z > Ë ¯ sL Ê LMax - LPL - Lclutter ˆ Poutage = Q Ë ¯ sL Ê LMax - LPL - Lclutter ˆ Ê LS ˆ Pcoverage = 1 - Poutage = 1 - Q = 1-Q Ë ¯ Ë sL ¯ sL The net fade margin for the link that can be allocated to shadowing is set equal to the shadowing loss, M = LS = LMax - (LPL (d) + Lclutter ) and the maximum allowable path loss is LPL (d) = 120 - Ls The shadowing fade margin (based on the probability of a shadowing fade) is LS = zs L The value of sL is known; and from a Q table (see Table A.1) at p = 0.1, z can be found to be 1.28. Thus the required shadowing margin to ensure 90% coverage when sL = 6 dB is LS = 7.7 dB and the maximum allowable path loss is 112.3 dB, so 20 log



Ê ha hb ˆ = 112.3 Ë d2 ¯



which yields a cell radius of d = 4.3 km If instead of sL = 6, sL = 8 dB is used, then



(hm h3 LPL (d) = 140 - 1123 .284 s L - 20 = log b ) + 40 log(d ) 120 44 244 10.24



and



-33.06
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d = 3.7 km 䊐 In summary, use 1 - p, the probability of a shadowing fade, and a Q table to look up z; then z times sL, the shadowing location variability, gives the numerical value of LS, the required shadowing fade margin for the link. By computing the available link margin as a function of distance, it is possible to generate a curve of the percent coverage versus distance for a given location variability. This is shown in Figure 8.19. Note that the curves all cross at the 50% point as expected since at 50% implies that the probability of being above or below the median is the same regardless of the location variability and the path loss is equal to the median. Instead of computing the percent coverage at the edge of the cell, one can average over all of the cell area. This can be accomplished by simply computing the coverage over a series of narrow concentric rings and then summing them up [18], where it is implicitly assumed that the coverage area is circular. This is shown conceptually in Figure 8.20. The area of each ring is 2pdDd. Each ring area is multiplied by its corresponding coverage probability, and then they are added and divided by the total area to get the overall cell coverage probability:
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Figure 8.19 Percent coverage versus distance for log-normal fading.
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d



Dd



Figure 8.20 Coverage area divided into concentric rings for computing availability over the entire cell.



È Ê M (d) ˆ ˘ Pring (d) = Í1 - Q Ë s L ¯ ˙˚ Î 1



Pcell =



Â Pring (d)(2 pd)Dd



pd 2 max



As Dd goes to zero, the summation converges to a Reimann sum, which can then be treated as an integral. To avoid confusion with the differential operator, the variable, d, is changed to r: Pcell =



1 pd



2



dmax



max



Ú0



Pring (r )(2 pr ) dr



È Ê M (r ) ˆ ˘ ÍÎ1 - QË s L ¯ ˙˚ r dr



Pcell =



2 d 2 max



Pcell =



2 dmax dmax Ê M (r ) ˆ dr Q r dr Ú042r4 Ë sL ¯ 3 Ú0 d 2 max 1



dmax



Ú0



d 2 max 2



Pcell = 1 -



2 d



2



max



dmax



Ú0



Ê M (r ) ˆ rQ dr Ë sL ¯



(8.23)



This equation can be solved numerically for any value of dmax. Note that M(r) is a function of r. The value of sL depends on the nature of the terrain. A reasonable ﬁt to the Okumura data is s L = 0.65(log( fc )) - 1.3 log( fc ) + A 2
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Figure 8.21 Summary of measured location variability values (Figure 9.10 from Ref. 17, courtesy of Wiley.)



where A = 5.2 (urban) A = 6.2 (suburban) fc is in MHz Figure 8.21 from Ref. 17 provides a summary of different measurements of location variability.



8.4



SMALL-SCALE FADING



Small-scale fading encompasses all of the fading that can occur with very small (on the order of one wavelength) changes in the relative position of the transmitter and receiver and, sometimes, reﬂectors in the environment. The phenomenon of small-scale fading is attributed to the summation of multiple reﬂected signals arriving with different delays (phases) and amplitudes. The net effect is treated as having a Gaussian random variable for both the inphase and quadrature components of the received signal. This is equivalent to
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a Rayleigh (or Ricean) density function for the amplitude and a uniform probability density function for the phase. When the entire signal is comprised of reﬂected signals, a Rayleigh density function is used. If, on the other hand, there is a single dominant component, such as a line-of-sight path or a large specular reﬂection in the presence of multiple smaller-strength reﬂections, a Ricean probability density function is applicable. Appendix A discusses both the Rayleigh and Ricean probability density functions and provides examples of their application. Small-scale fading is categorized by its spectral properties (ﬂat or frequency-selective) and its rate of variation (fast or slow). The spectral properties of the channel are determined by the amount of delay on the various reﬂected signals that arrive at the receiver. This effect is called delay spread and causes spreading and smearing of the signal in time. The temporal properties of the channel (i.e., the speed of variation) are caused by relative motion in the channel and the concomitant Doppler shift. This is called Doppler spread and causes spreading or smearing of the signal spectrum. These parameters are interpreted relative to the signal that is in use; that is, the way a channel is characterized depends upon the relationship between the channel properties and the signal properties. It is important to recognize that the spectral properties of the channel and the rate of variation are independent. This will become clear in the following sections. 8.4.1



Delay Spread



The direct path (if one exists) is the shortest path between the transmitter and receiver. Any multipaths will have traveled greater distances and will therefore be delayed in time relative to the direct signal. Thus the reﬂected signal(s) will not align with the direct signal, and the cumulative signal will be smeared in time. This is called delay spread and is illustrated in Figure 8.22. There are many metrics of multipath delay spread effects [19]. The mean excess (average) delay consists of a weighted average (ﬁrst moment) of the power delay proﬁle (magnitude-squared of the channel impulse response).The rms delay spread is the rms value (second moment) of the power delay proﬁle, denoted by st. The rms delay spread is one of the more widely used characterizations of delay spread and is used with the exponentially decaying impulse response in indoor propagation modeling (Chapter 9). The delay window is the width of middle portion of the power delay proﬁle that contains a certain percentage of the energy in the proﬁle. The delay interval (excess delay spread) is the length of time between the two farthest separated points of where the impulse response drops to given power level. The correlation bandwidth is deﬁned as the bandwidth over which a given level of correlation of the transfer function is met. The averaged power delay proﬁle can be thought of as the square of the spatially averaged (over a few wavelengths) impulse response for the channel for a given time period. In this text, only the maximum and the rms delay spread are used.
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Figure 8.22 Illustration of the effect of multipath delay spread on received symbols.



It is desirable to have the maximum delay spread to be small relative to the symbol interval of a digital communication signal. An analogous requirement is that the coherence bandwidth be greater than the signal bandwidth. Coherence bandwidth is deﬁned as the bandwidth over which the channel can be considered ﬂat with linear phase. Flat frequency response with linear phase implies no signal distortion. The coherence bandwidth is often approximated as Bc ª



1 5s t



to



1 50s t



depending upon the ﬂatness required and the channel’s spectral shape.



(8.24)
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If the signal bandwidth is less than the coherence bandwidth, B < Bc, then the channel is considered wideband or ﬂat (ﬂat fading). Otherwise, it is called a narrowband channel (selective fading). Flat fading causes the amplitude of the received signal to vary, but the spectrum of the signal remains in tact. The remedy for ﬂat fading is to determine the allowable outage time and then use the Rayleigh pdf to determine the required fade margin to meet the requirement. For selective fading, some modulations are relatively tolerant of frequency dropouts, whereas in other cases an equalizer may be used. Example 8.6. Given a digital communication system with a symbol rate of 50,000 symbols per second, what is an acceptable amount of rms delay spread? For digital communication systems, the signal bandwidth is often approximated by the symbol rate, B ª RS So, B ª 50 kHz which is then set equal to the coherence bandwidth Bc = 1 (5s t ) which implies s t = 1 (250 kHz) = 4 ms So the rms delay spread should ideally be less than or equal to 4 ms. Another approach is simply consider the symbol time, Rs = 50, 000 baud Æ T ª 20 ms Then to have a delay spread that is signiﬁcantly less than T, st Ts Correlation time is greater than a symbol interval.



Tc < Ts Correlation time is greater than a symbol interval.
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Delay Spread Effects



TABLE 8.1



Bc > Bs Correlation bandwidth exceeds the signal bandwidth. Bc < Bs Correlation bandwidth is less than the signal bandwidth.



Bc > Bs Correlation bandwidth exceeds the signal bandwidth. Bc < Bs Correlation bandwidth is less than the signal bandwidth.



Doppler Effects



Cannot usually equalize.



No need to equalize.



Can equalize.



No need to equalize.
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s10 - x 20



Px = Ú0



- r2



r 2 s2 e dr s2



where the fade point is referenced to the average signal power, s2. This integral can be solved to yield a closed form. - r2



Px = -e 2s Px = 1 - e



2



s10



- x 20



0



1 - 10 - x 10 2



Using this expression, the probability of a 12-dB fade is found to be 0.031, which means that the signal will be more than 12 dB below the mean signal level about 3.1% of the time. 䊐 Figure 8.25 shows plots of probability versus fade depth. The left-hand plot includes negative fades (signal enhancement), while the right-hand plot has an expanded fade depth scale. On the other hand, if there is an LOS component present or if one of the reﬂections is dominant, then the envelope of the received signal is characterized by a Ricean pdf, rather than a Rayleigh. The determination of the probability of a fade is a little more complicated when the Ricean pdf is used, but it is still tractable. Example 8.9. Given a non-LOS communication link that has a dominant path in addition to other weaker reﬂective paths, what is the probability of a 12-dB or greater fade? The average power in the dominant path is equal to twice the average received power. The dominant reﬂection implies that the fading will be governed by a Ricean pdf. The required parameters for the Ricean pdf (Appendix A) are as follows: Fade Probability for Rayleigh Fading 1
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Figure 8.25 Probability of fade versus fade depth for a Rayleigh fading signal.
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s2 is the average power from all of the reﬂections (i.e., the total average received power) A is the amplitude of the dominant reﬂection K is the Ricean factor (K = 10log[A2/(2s2)]) Let the average received multipath power be represented by s2. The average power in the dominant (or specular) path is equal to A2/2. Then for this example, A 2 2 = 2s 2 Thus A = 2s s10 - x 20



Px = Ú0



r e s2



(



- r 2 + A2



)



2 s2



I0



Ê Ar ˆ dr Ë s2 ¯



Substituting for A, yields the desired expression s10 - x 20



Px = Ú0



r e s2



(



- r 2 + 4 s2 2 s2



) I0



Ê 2r ˆ dr Ë s¯



While not trivial, this integral can be evaluated using a computational aid such as Mathcad to obtain the probability of a 12-dB or greater fade of 0.018. Figure 8.26 shows several curves of the probability of exceeding a fade depth for several values of Ricean factor.



8.5



SUMMARY



For terrestrial communications, fading is roughly grouped into two types of fading: large-scale and small-scale. Large-scale fading encompasses those effects that change the path loss when the relative geometry of the transmitter and receiver has changed by several wavelengths or more. Such effects include increased free-space loss, ground-bounce loss, and shadowing. Smallscale fading is fading that occurs due to movement on the order of a wavelength and is primarily attributed to multipath. The expression for ground-bounce multipath indicates that the path loss will be proportional to the fourth power of the link distance and will be independent of the wavelength when communication takes place over a smooth reﬂective surface. The Rayleigh criterion is used to determine whether the surface can be charactgerized as smooth or not.
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Figure 8.26 Probability of exceeding a given fade depth for different values of K.



Fresnel zone analysis is used to determine if any objects in the ﬁeld of view may be affecting propagation. By keeping 60% of the ﬁrst Fresnel zone clear of obstructions, the effect of stray reﬂection and diffraction is minimized. For a large obstacle in the propagation path, it is possible to model the effect of diffraction over the obstacle and estimate the wave strength at the receiver. An obstacle that is below the line of sight may still diffract the electromagnetic wave and cause the received wave to be attenuated. When there is no single or dominant obstacle in the proagation path, but the receiver is shadowed by a large number of random objects, the receiver is picking up a signal that has been attenuated (diffracted) by many different elements. The received signal is affected by each of these elements in a multiplicative manner, and when considered in dB the multiplication becomes addition. If the attenuations are independent, then this becomes the sum of many independent random variables, which tends to a Gaussian pdf as the number of contributions tends to inﬁnity. Thus when multiple obstacles or diffractors are present, log-normal fading is used to model the path loss or received signal level.
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Once the large-scale fading has been characterized, the analyst may then turn his or her attention to the small-scale fading effects, which occur in reponse to changes in the tramsitter to receiver geometry on the order of a wavelength. Small-scale fading is characterized as either fast- or slow-fading. Slow fading is attributed to the Doppler spread between the direct signal and the reﬂected (multipath signals). Slow fading is deﬁned as the correlation time of the fade being greater than the symbol interval so that the fade may be treated as constant over the symbol. Receiver AGC can be used to adjust the receiver to keep the amplitude of successive symbols consistent. For fast fading, AGC is not helpful and the use of amplitude-dependent modulations is not recommended. Small-scale fading is also characterized by its spectral properties, either ﬂat or frequency selective. The spectral properties of the channel are dictated by the delay spread, the variation in delay between the direct and reﬂected signals. Excessive delay spread can lead to intersymbol interference. If the channel is slow-fading and frequency-selective, then an equalizer can be used to compensate for the spectral effects of the channel.
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EXERCISES 1. Given a communication link with each transceiver mounted on a 20-m tower, operating over a smooth, reﬂective terrain, what is the path loss experienced over the path if the transceivers are 2 km apart? Assume the frequency is 10 GHz and the antennas each have unity gain (0 dB). Justify your answer. 2. Consider a 1.9-GHz system with the following parameters: hm = 5 m, Gt = 20 dBd,



ht = 30 m Gm = 0 dBd



If the maximum allowable path loss for reception is 148 dB, what is the maximum distance at which 90% coverage can be obtained? You may use the Lee Model for the median path loss with g = 43.1 and L0 = 106.3 dB. Assume log-normal fading with st = 8 dB and use n = 2.5 for the frequency adjustment exponent in F5. 3. Consider a PCS cell that is located in a relatively rural area, where there is only a small amount of blockage or shadowing, and free-space loss can be used for the median path-loss computation. Given the system parameters f = 1.9 GHz s S = 3 dB (location variability) PL max = 110-dB maximum allowable path loss what is the maximum distance at which 95% coverage can be expected? Assume that the shadowing is log-normal.
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4. A millimeter-wave (28-GHz) data link uses a 0.3-m-diameter aperture antenna on each end and a 20-dBm transmitter. The waveguide loss at the back of the antenna is 1 dB and the radome loss is 0.5 dB. If the signal bandwidth is 10 MHz, the equivalent noise temperature is 800 K and the required CNR for detection is 25 dB, what is the maximum distance between the radios for reliable operation? Assume that the antenna efﬁciency is 60%, both radios are mounted 10 m above the ground, and the ground is very reﬂective. Also assume that a 20-dB fade margin is required. Generate a link budget and then compute the maximum distance. 5. A 1.9-GHz data link uses a 0.3-m diameter aperture antenna on each end and a 10-dBm transmitter. The waveguide loss at the back of the antenna is 1 dB and the radome loss is 0.5 dB. If the signal bandwidth is 1 MHz, the equivalent noise temperature is 800 K and the required CNR for detection is 15 dB, what is the maximum distance between the radios for reliable operation? Assume that the antenna efﬁciency is 60%, both radios are mounted 2 m above the ground, and the ground is very reﬂective. Also assume that a 20-dB fade margin is required. Generate a link budget and estimate the maximum range. 6. Consider the 2-km communication link shown in the accompanying diagram. If the frequency of the link is 2.85 GHz, the middle building is located between the other two as shown, and the roof is reﬂective, determine the following: •



•



Can FSL be used to plan the link (i.e., is the middle building producing any signiﬁcant blockage of the signal)? Justify your answer. Will reﬂected signal from the roof cause a multipath type of signal fade (i.e., cancellation)? Again explain your conclusions.



Assume that the antenna patterns are fairly broad, so that antenna discrimination does not factor into the analysis. d = 2 km d2 = 0.4 km d1 = 1.6 km a1



a2 100 m 90 m



Diagram for Exercise 5.



7. Given a channel with a coherence bandwidth, Bc, of 100 KHz, is there likely to be any signiﬁcant distortion or intersymbol interference to a wireless LAN operating at a symbol rate of 1 million symbols per second?



CHAPTER 9



Indoor Propagation Modeling



9.1



INTRODUCTION



Indoor propagation of electromagnetic waves is central to the operation of wireless LANs, cordless phones, and any other indoor systems that rely on RF communications. The indoor environment is considerably different from the typical outdoor environment and in many ways is more hostile. Modeling indoor propagation is complicated by the large variability in building layout and construction materials. In addition, the environment can change radically by the simple movement of people, closing of doors, and so on. For these reasons, deterministic models are not often used. In this chapter, some statistical (site-general) models are presented. When ﬁt to empirical data, these models can provide a reasonable representation of the indoor environment.



9.2



INTERFERENCE



While an understanding of indoor propagation is essential, another important element of indoor wireless operation that should be considered is interference. Unlike outdoor environments, where the operating distances are greater, in an indoor environment, it is possible, and in fact common, to have an interfering system operating within a few feet or less of a given system. A classic but by no means isolated example is the desktop computer with a wireless LAN card that also employs a wireless keyboard and/or mouse. The wireless keyboard and mouse are likely to use the Bluetooth standard, which uses frequency hopping in the 2.4-GHz ISM band. If the wireless LAN card is an 802.11b or g [direct sequence spread spectrum (DSSS) or orthogonal frequency division multiplexing (OFDM)] system, then it will be operating in the same frequency band and the potential for interference exists. In addition, a computer has a variety of internal high-frequency digital clocks that generate harmonics, which may fall within the system’s passband. A monitor may also produce a substantial amount of interference. Add to that the RF energy radiIntroduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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ated by ﬂuorescent lighting, other consumer products, and ofﬁce equipment, and it becomes clear that the interference environment indoors is very unfriendly. It is important to account for this interference and to understand that communication link problems in indoor environments may not be propagation issues, but rather interference issues. Sometimes simply repositioning a piece of equipment by a few feet is enough to resolve the problem. The effect of various interferers can be estimated by computing the signalto-interference ratio at the receiver of interest or victim receiver. In general the signal-to-interference ratio should be at least as large as the required signal-to-noise ratio for acceptable operation. Another effect, called desensing, can occur even when the interferer is operating at a different frequency or on a different channel from the victim receiver. This can occur in different ways. The most straightforward effect is when the interfering signal is within the front-end bandwidth of the victim receiver and causes the victim receiver’s AGC to reduce the front-end gain. Another effect is that the interfering signal may actually overload the front end of the victim receiver, causing nonlinear operation. This nonlinear operation will cause intermodulation products to be produced [1], some of which may occur within the operating channel, again resulting in reduced receiver sensitivity.



9.3



THE INDOOR ENVIRONMENT



The principal characteristics of an indoor RF propagation environment that distinguish it from an outdoor environment are that the multipath is usually severe, a line-of-sight path may not exist, and the characteristics of the environment can change drastically over a very short time or distance. The ranges involved tend to be rather short, on the order of 100 m or less. Walls, doors, furniture, and people can cause signiﬁcant signal loss. Indoor path loss can change dramatically with either time or position, because of the amount of multipath present and the movement of people, equipment, and/or doors [2]. As discussed in the previous chapter, multiple reﬂections can produce signal smearing (delay spread) and may cause partial signal cancellation (signal fading). 9.3.1



Indoor Propagation Effects



When considering an indoor propagation channel, it is apparent that in many cases there is no direct line of sight between the transmitter and receiver. In such cases, propagation depends upon reﬂection, diffraction, penetration, and, to a lesser extent, scattering. In addition to fading, these effects, individually and in concert, can degrade a signal. Delay and Doppler spread are usually far less signiﬁcant in an indoor environment because of the much smaller distances and lower speeds of portable transceiver as compared to outdoor environments. However, this advantage is usually offset by the fact that many
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indoor applications are wideband, having short symbol times and therefore a corresponding greater sensitivity to delay spread. In addition, the wave may experience depolarization, which will result in polarization loss at the receiver. 9.3.2



Indoor Propagation Modeling



There are two general types of propagation modeling: site-speciﬁc and sitegeneral. Site-speciﬁc modeling requires detailed information on building layout, furniture, and transceiver locations. It is performed using ray-tracing methods in a CAD program. For large-scale static environments, this approach may be viable. For most environments however, the knowledge of the building layout and materials is limited and the environment itself can change, by simply moving furniture or doors. Thus the site-speciﬁc technique is not commonly employed. Site-general models [3–6] provide gross statistical predictions of path loss for link design and are useful tools for performing initial design and layout of indoor wireless systems. Two popular models, the ITU and the log-distance path loss models, are discussed in the following sections. 9.3.3



The ITU Indoor Path Loss Model



The ITU model for site-general indoor propagation path loss prediction [3] is Ltotal = 20 log10 ( f ) + N log10 (d) + Lf (n) - 28 dB



(9.1)



where N is the distance power loss coefﬁcient f is the frequency in MHz d is the distance in meters (d > 1 m) Lf(n) is the ﬂoor penetration loss factor n is the number of ﬂoors between the transmitter and the receiver Table 9.1 shows representative values for the power loss coefﬁcient, N, as given by the ITU in Ref. 3, and Table 9.2 gives values for the ﬂoor penetration loss factor. The ITU model can be shown to be equivalent to the equation for freespace loss with the distance power being N = 20 (when not traversing ﬂoors). Thus the ITU model is essentially a modiﬁed power law model. This can be seen as follows: The expression for free-space loss expressed in dB is given by LdB = -20 log10 (l) + 20 log10 (4 p) + N log10 (d)



dB



when N = 20. The ﬁrst term on the right-hand side can be expressed as
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TABLE 9.1 Power Loss Coefﬁcient Values, N, for the ITU Site-General Indoor Propagation Model Frequency



Residential



Ofﬁce



Commercial



— — 28 — — —



33 32 30 28 31 22



20 22 22 22 — 17



900 MHz 1.2–1.3 GHz 1.8–2 GHz 4 GHz 5.2 GHz 60 GHza a



60 GHz is assumed to be in the same room. Source: Table 2 from Ref. 3, courtesy of ITU.



TABLE 9.2 Floor Penetration Loss Factor, Lf(n), for the ITU Site-General Indoor Propagation Model Frequency



Residential



Ofﬁce



Commercial



900 MHz



—



—



1.8–2 GHz 5.2 GHz



4n —



9 (n = 1) 19 (n = 2) 24 (n = 3) 15 + 4(n - 1) 16 (n = 1 only)



6 + 3(n - 1) —



n is the number of ﬂoors penetrated (n ≥ 1). Source: Table 3 from Ref. 3, courtesy of ITU.



20 log(l) = 20 log(c) - 20 log( f (Hz)) 20 log(l) = 169.54 - 20 log( f (MHz)) - 120 = 49.54 - 20 log( f (MHz)) Using the fact that 20 log(4 p) = 22 the expression for the path loss simpliﬁes to LdB = 20 log( f ) + N ◊ log(d) - 27.54



dB



which, when expressed with two signiﬁcant digits, agrees with the ITU sitegeneral indoor propagation model. A few comments about the values in Table 9.1 and application of the ITU site-general model are in order. A power loss coefﬁcient value of N = 20 corresponds to free-space loss, and this will usually apply in open areas. Corridors may channel RF energy, resulting in a power loss coefﬁcient of N = 18
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(slightly less than free-space loss). In the case of propagation around corners or through walls, N = 40 is used. For long paths, the reﬂected path(s) may interfere, resulting in N = 40 being used here as well. Example 9.1. Consider application of a 5.2-GHz wireless LAN in an ofﬁce building. If the longest link is 100 m, what is the maximum path loss? How much additional path loss will exist between ﬂoors? Is the interﬂoor loss sufﬁcient to permit frequency re-use? From the power loss coefﬁcient values given in Table 9.1, for an ofﬁce building the value of N is found to be N = 31 The ﬂoor penetration loss factor for a single ﬂoor from Table 9.2 is Lf = 16 dB For d = 100 m, the expected path loss is then given by Ltotal = 20 log10 ( f ) + N log10 (d) + Lf - 28 dB where f = 5200 MHz N = 31 d = 100 Lf = 16 Thus the expression for the maximum expected total path loss is Ltotal = 20 log10 (5200) + 31 log10 (100) - 12 so Ltotal = 12 dB between two ﬂoors and Ltotal = 108 dB on the same ﬂoor The 16-dB difference when penetrating a ﬂoor would probably not be sufﬁcient to permit frequency re-use between adjacent ﬂoors without a signiﬁcant risk of interference. This analysis assumed that the adjacent ﬂoor receiver would also be 100 m from the transmitter. In practice, the receiver on the adja-
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cent ﬂoor may be closer than 100 m, it could be situated just above or below the transmitter. 䊐 The ITU site-general indoor propagation model includes provisions for modeling the expected delay spread. As discussed in Chapter 8, delay spread represents a time-varying, smearing effect (in time) on the desired signal and can be characterized by a power delay proﬁle. Based on the ITU model, the impulse response of the channel may be modeled as h(t ) = e - t S



for 0 < t < t max



h(t ) = 0



otherwise



where S is the rms delay spread tmax is the maximum delay (obviously tmax >> S) A plot of this impulse response function is shown in Figure 9.1. Table 9.3 shows some typical values of rms delay spread at 2.4 and 5.2 GHz [3]. The rms delay spread characteristics of the indoor environment need to be considered by the communication system designer, and there is little that the Indoor Channel Impulse Response 1.5



h(t)



1 0.5 0 –1



0



1 t (microsec)



2



3



Figure 9.1 Representative indoor channel impulse response using the ITU model (S = 1 ms, tmax = 2.5 ms). TABLE 9.3



Typical RMS Delay Spread Parameters at 1.9 and 5.2 GHz



Frequency



Environment



Often



Median



Rarely



1.9 GHz 1.9 GHz 1.9 GHz 5.2 GHz



Residential Ofﬁce Commercial Ofﬁce



20 ns 35 ns 55 ns 45 ns



70 ns 100 ns 150 ns 75 ns



150 ns 460 ns 500 ns 150 ns



Source: Table 5 from Ref. 3, courtesy of ITU.
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network designer can do beyond simply repositioning transmitters and receivers to avoid any unacceptable delay spread. 9.3.4



The Log-Distance Path Loss Model



The log-distance path loss model is another site-general model [4] and it is given by Ltotal = PL(d0 ) + N ◊ log10 (d d0 ) + X S



dB



(9.2)



where PL(d0) is the path loss at the reference distance, usually taken as (theoretical) free-space loss at 1 m N/10 is the path loss distance exponent Xs is a Gaussian random variable with zero mean and standard deviation of s dB The log-distance path loss model is a modiﬁed power law with a log-normal variability, similar to log-normal shadowing. Some “typical” values from Ref. 4 are given in Table 9.4. Example 9.2. Consider an example similar to one used before before, the application of a 1.5-GHz wireless LAN in an ofﬁce building. If the longest hop is 100 m, what is the maximum path loss if 95% coverage is desired? The table for the log-distance path loss model indicates N = 30



TABLE 9.4



Typical Log-Distance Path Model Parameter Measurements



Building Retail stores Grocery store Ofﬁce, hard partition Ofﬁce, soft partition Ofﬁce, soft partition Textile/Chemical Textile/Chemical Paper/Cereals Metalworking a



Frequency (MHz)



N



s (dB)



914 914 1500 900 1900 1300 4000 1300 1300



22 18 30 24 26 20 21 18 16/33



8.7 5.2 7.0 9.6 14.1 3.0 7.0/9.7 6.0 5.8/6.8



Multiple entries are presumably from measurements at different times or facilities. Source: Table 4.6 from Ref. 4, courtesy of Prentice-Hall.
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The hard partition ofﬁce building data at 1.5 GHz indicate s = 7.0 From the Q function table (Table A.1), p = 0.05 occurs when z @ 1.645: z = XS s so, the fade depth Xs is 11.5 dB. The predicted path loss is Ltotal = PL(d0 ) + N ◊ log(d d0 ) + X s ,



where d0 = 1 m



PL(d0 ) = -20 log(l) + 20 log(4 p) + 20 log(1) = 36 dB N log(d d0 ) = 30 log(100) = 60 dB And ﬁnally, Ltotal = 36 + 60 + 11.5 = 107.5 dB For comparison, the free-space loss at this frequency and distance is 76 dB. 䊐 Other indoor propagation models include (a) the Ericsson multiple breakpoint model [4], which provides an empirical worst-case attenuation versus distance curve, and (b) the attenuation factor model [4], which is similar in form to the log-distance model. There are a variety of empirical models for indoor propagation loss, most of which are modiﬁed power law. Any model used should either be optimized for the particular application if possible, or otherwise, additional margin included in the design. Rappaport [4] indicates that most log-distance indoor path loss models have about a 13-dB standard deviation, which suggests that a ±26-dB (two-sigma) variation about the predicted path loss would not be unusual. Empirical path loss prediction models should be used to determine a highlevel design. Once the design is complete, ﬁeld measurements or an actual deployment serve as the ﬁnal determination of a model’s applicability to a given building. A good static design must still include sufﬁcient margin for the environmental dynamics. Depending upon the bandwidth and data rate, delayspread effects may also need to be considered. As a rule, the delay spread effects are considered by the modem or equipment designer and not by the individual who lays out the network, since the mitigation is best handled at the equipment level.
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SUMMARY



In many ways, an indoor propagation channel is more hostile than a typical outdoor channel. Lack of a line of sight, heavy attenuation, diffraction by objects in the propagation path, and multipath all contribute to impairing a system’s ability to communicate over an RF channel. In addition, the close proximity of interference sources and rapid variations in the channel make deﬁnitive or deterministic channel characterization difﬁcult, if not impossible. There are two general classes of indoor propagation models: site-speciﬁc and site-general. The site-general models tend to be the more widely used models since site-speciﬁc models require a fairly static environment and considerable detail about the building layout and construction. Two popular site-general models are discussed in this chapter: the ITU model and a log-distance model presented by Rappaport. The ITU model is a modiﬁed power law that uses empirical building data to predict the path loss. The ITU model also provides a model for the impulse response of the indoor channel to account for delay spread, again using empirical data. The logdistance model is a combination of a modiﬁed power law and a log-normal fading model that also uses empirical data. As with all models like these, it is best to ultimately take ﬁeld measurements to verify that the model is accurately characterizing the environment. If it is found to not be representative, the model can be ﬁne-tuned using the collected data. REFERENCES 1. S. C. Cripps, RF Power Ampliﬁers for Wireless Communications, Artech House, Norwood, MA, 1999, Chapter 7. 2. D. Dobkin, Indoor propagation issues for wireless LANs, RF Design Magazine, September 2002, pp. 40–46. 3. ITU-R Recommendations, Propagation Data and Prediction Methods for the Planning of Indoor Radiocommunication Systems and Radio Local Area Networks in the Frequency range 900 MHz to 100 GHz, ITU-R P.1238-2, Geneva, 2001. 4. T. S. Rappaport, Wireless Communications Principles and Practice, 2nd ed., PrenticeHall, Upper Saddle River, NJ, 2002, pp. 161–166. 5. H. Hashemi, The indoor radio propagation channel, Proceedings of the IEEE, Vol. 81, No. 7, July 1993, pp. 943–968. 6. J. Kivinen, X. Zhoa, and P. Vainikainen, Empirical characterization of wideband indoor radio channel at 5.3 GHz, IEEE Transactions on Antennas and Propagation, Vol. 49, No. 8, August 2001, pp. 1192–1203.



EXERCISES 1. What is the median expected path loss at 100 m in an ofﬁce building if the frequency is 1.9 GHz? Use the ITU indoor propagation model.
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2. Generate a plot of the path loss for problem 1 versus the probability of that path loss occurring. 3. Repeat problem 1 using the log-distance model and assume that 98% coverage is required at the fringe (i.e., at d = 100 m) and that the building contains soft partitions. 4. Consider an indoor communications link operating at 900 MHz in an ofﬁce building with hard partitions. If the link distance is 38 m, what minimum and maximum path loss may be encountered? Use the log-distance path model and values at the 99th percentile (i.e., what is the minimum and maximum loss that will be encountered with a 99% probability). 5. Considering the rms delay spread parameters given in Table 9.3, what is the highest practical symbol rate that can be employed without incorporating equalization into the modem. Explain your reasoning.



CHAPTER 10



Rain Attenuation of Microwave and Millimeter-Wave Signals



10.1



INTRODUCTION



A key performance metric for most communication systems is the availability—that is, the percentage of time that the link is providing communications at or below the speciﬁed bit error rate. There are a number of factors that impact the availability, including hardware reliability, interference, and fading. As discussed in earlier chapters, there are a variety of sources of excess path attenuation, including atmospheric absorption, diffraction, multipath effects (including atmospheric scintillation), shadowing, foliage, and attenuation by hydrometeors. Of these, the fades caused by rain (hydrometeor) attenuation can be a major limiting factor of link availability or link distance. This is particularly true at millimeter-wave frequencies where the fade depths can be severe. Rain fades start to become a concern above 5 GHz and, by 20–30 GHz, can be a signiﬁcant factor depending upon the link distance and the geographic location. The amount link margin allocated to rain fades, the communication link distance, and the local climate all factor into determination of the rain availability. Rain availability is essentially the percentage of time that the available rain fade margin is not exceeded. It is important that the rain fade margin not be used for other margins unless the other factor is exclusive of rain. There is always the temptation to argue that the rain margin is not being used most of the time, so it can be used to compensate for other link budget shortfalls. The problem with this reasoning is that the rain fade margin may not be available when needed, resulting in rain availability below the intended value. A considerable body of data and work exists for characterizing the statistical impact of rain [1–4]. There has also been work done on theoretical support for the empirical rain attenuation models [5–7]. Even so, the area of rain fade modeling is not considered a mature ﬁeld. The statistics vary considerably by location, time of year and even from year-to-year. There are also a variety of Introduction to RF Propagation, by John S. Seybold Copyright © 2005 by John Wiley & Sons, Inc.
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types of rain, which have different effects. Rain fades are very frequencydependent, and results at one frequency must be carefully adjusted if they are applied at a different frequency [8, 9]. The primary motivation for scaling rain attenuation results over frequency is if a signiﬁcant body of data exists for the geographical area of interest at a frequency other than the operating frequency and one wishes to scale the loss to the operating frequency. Knowledge of the physic involved forms the underpinnings of the frequency scaling. It is also possible to scale attenuation data from one polarization to another [8]. This chapter provides the details of two well-known models, the Crane global model and the ITU model, and their application to terrestrial links. The details of applying the models to satellite links and slant paths are presented in Chapter 11. Central to understanding the application of rain fade analysis is the concept of link availability and how it relates to the link budget. In general, a communications link designer must decide (or be told) what percentage of time the link must be operational. This availability is then allocated between the various sources that can cause link outages, including rain fades, interference, and hardware failures. Once a rain availability allocation is determined, the rain fade models can be applied to determine what level of fade will not be exceeded with probability equal to the rain availability allocation. That rain fade value is then incorporated into the link budget, and the resulting link budget can be used to determine either the maximum link distance or some other key parameter such as the required transmit power. Once a model has been implemented, it is possible to parameterize the results on any of a number of key parameters for performing trade studies. Once such parameterization is to plot the total clear-air link margin versus link distance and then superimpose a curve of the rain fade depth versus link distance for a given availability, frequency, and polarization. Such a link distance chart provides a very concise assessment of the possible link performance. It is also possible to plot the availability versus link distance for a given link gain, frequency, and polarization. Link distance charts are discussed in Section 10.4. It is sometimes of interest to determine the link availability when all of the other parameters are known. An example of this might be deploying a commercial system in a particular climate at a ﬁxed distance. The operator would like to have a good estimate of the probability of a rain outage. This can be determined by using the availability function of the ITU model and is presented in detail in Section 10.5. This chapter concludes with a brief discussion of the cross-polarization effect of rain and the effects of other types of precipitation.
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LINK BUDGET



The principal limitation on millimeter-wave link availability is precipitation. While the hardware designer cannot account for rain, the link or network planner can and must, by incorporating sufﬁcient margin into the link design.
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Detailed rain attenuation models coupled with extensive rain statistics permit the link designer to trade link distance for availability for a given system. The estimated maximum link distance is based on system gain, antenna gain, and propagation effects. The gains and the propagation effects must be known with high conﬁdence for a statistical rain fade analysis to be meaningful, especially at high availabilities. System gain, as used here, is deﬁned as the maximum average transmit power minus the receiver sensitivity (in dB). GS = PTmax - Rthresh



dB



(10.1)



The link gain is the system gain plus the sum of the transmit and receive antenna gains in dB. GL = GS + 2GAnt = PTmax - 2GAnt - Rthresh



dB



(10.2)



The so-called “typical” speciﬁcation values for these parameters cannot be used in these calculations, and in fact even the three-sigma values for these parameters are not accurate enough if the desired availability is greater than about 99%. For instance, commercial antennas may have a published “typical” gain, but the actual antenna gain must be veriﬁed, because it will likely deviate from the typical value. Higher conﬁdence in the parameter values is required and in fact it may be necessary to measure each individual unit. The designer may also want to de-rate the link gain by a dB or two for mutual interference and other factors. The adjusted link gain is deﬁned as the link gain minus all other sources of fading and loss except rain. Once the system has been characterized, the free-space loss equation can be applied: L(d) = 20 log(l (4 pd))



dB



The maximum theoretical, free-space link distance is achieved when the link gain is equal to the free-space loss, L(d) = GL. For a given link distance, d, GL - L(d) gives the available fade margin, which can be allocated to overcome rain fades or other link impairments. Figure 10.1 shows what a typical millimeter-wave communication system link budget might look like. The rain-fade entry is a fade margin that is computed using a rain model for the desired availability and geographical location and the link distance. A plot of the predicted speciﬁc attenuation (loss in dB/km) due to atmospheric absorption versus frequency was provided in Figure 6.4 and is presented here in Figure 10.2. The total amount of absorption loss is determined by multiplying the speciﬁc attenuation at the operating frequency by the link distance.
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Tx power Tx loss Tx antenna gain Radome loss EIRP



20 dBm –1.5 dB 36 dB –2 dB 52.5 dBm freq = d=



–125 dB Path loss (FSL) Alignment error –2 dB –51 dB Rain fade –2 dB Multipath Atmospheric loss –0.13 dB –1 dB Interference –181.1 dB Total path losses Radome loss Rx antenna gain Rx loss Total Rx gain RSL Sensitivity Net margin



38.6 GHz 1.1 km



–2 dB 36 dB –1 dB 33 dB



lambda = PL =



0.007772 –125.001



Gamma =



0.12 dB/km



Link gain =



181.5



Adjusted link gain = 176.4



–95.6 dBm –96.0 dBm 0.4 dB



Figure 10.1 Typical link budget for a millimeter-wave communication link.
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Figure 10.2 ITU atmospheric attenuation prediction.
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RAIN FADES



Rain fades depend upon the rain rate, drop size and shape, and volume density (# drops per m3). Of these factors, only rain rate is readily measured unless a radar system is available; for this reason, rain rate is most often used for rain fade characterization. Robert Crane [2, 4] and the ITU [10–12] each provide rain fade models based on rain rate. Application of these models is presented in the following sections. There are other rain fade models available, but the models presented here are based on a signiﬁcant amount of empirical data and are the most widely used. 10.3.1



Speciﬁc Attenuation Due to Rainfall



The ITU and Crane models both make use of the speciﬁc attenuation due to rain that is computed from the ITU data library. The speciﬁc attenuation is determined by using regression coefﬁcients and the rain rate of interest. The models differ in the values for rainfall rate and in the modeling equations used, but they share the same regression coefﬁcients for the speciﬁc attenuation. To determine the speciﬁc attenuation for a given rain rate, the frequency of operation is used to select the appropriate linear regression coefﬁcients [10, 13] and interpolate them if necessary. Table 10.1 gives the linear-regression coefﬁcients for linear polarization at several frequencies. Table 10A.1 in Appendix 10A is a more complete table of regression coefﬁcients. The interpolation of the coefﬁcients is performed using a log scale for frequency and the k values and a linear scale for the a values. Table 10A.2 provides interpolated regression coefﬁcients for frequencies from 1 through 40 GHz in 1-GHz steps. Note that these coefﬁcients are frequency- and polarization-dependent. The ﬁnal coefﬁcients are determined using the following expressions, which account for the path elevation angle and the polarization. Note that for circular polarization, a tilt angle, t, of 45 degrees is used. k= TABLE 10.1



(10.3)



2



Regression Coefﬁcients for Estimating Speciﬁc Attenuation



Frequency (GHz) 2 6 8 10 12 20 30 40



[kH + kV + (kH - kV ) cos 2 (q) cos(2 t)]



kH



kV



aH



aV



0.000650 0.00175 0.00454 0.0101 0.0188 0.0751 0.187 0.350



0.000591 0.00155 0.00395 0.00887 0.0168 0.0691 0.167 0.310



1.121 1.308 1.327 1.276 1.217 1.099 1.021 0.939



1.075 1.265 1.310 1.264 1.200 1.065 1.000 0.929



Source: Table 1 from Ref. 1, courtesy of the ITU.
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a=



[kH a H + kV a V + (kH a H - kV a V ) cos 2 (q) cos(2 t)]
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(10.4)



2k



where q is the elevation path angle t is the polarization tilt angle (0, 45, and 90 degrees for horizontal, circular, and vertical, respectively) The values in Table 10.1 are used by both the ITU and Crane models and apply equally to both terrestrial and satellite links when incorporated into the models. The coefﬁcients suggest that the effect of rain on horizontally polarized signals is greater than that for vertically polarized signals. This is in fact true and is generally attributed to the vertically elongated shape of most raindrops. The effect on circularly (right-hand or left-hand) polarized signals is in between the two as might be expected. Figure 10.3 shows plots of the speciﬁc attenuation for a 50-mm/h rainfall rate at frequencies up to 40 GHz. The indicated data points are where the given ITU regression coefﬁcients occur.
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Figure 10.3 Comparison of speciﬁc attenuations for different polarizations versus frequency.
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10.3.2



The ITU Model



The ITU rain attenuation model is given by Ref. 8. The ﬁrst step in applying the ITU model for a given availability on a horizontal or nearly horizontal communications link is to determine the 99.99% fade depth. Atten 0.01 = k ◊ RRa ◊ d ◊ r



(10.5)



dB



where RR is the 99.99% rain rate for the rain region, in mm/h k · RRa is the speciﬁc attenuation in dB/km d is the link distance in km and r = 1 (1 + d d0 )



(10.6)



with d0 = 35e -0.015 ◊ RR



(10.7)



km



The parameter d0 is the effective path length and r is called the distance factor. The speciﬁc attenuation is computed using the 99.99% rain rate for the desired location and season and the appropriate regression coefﬁcients, k and a, for the frequency and polarization in use as given in Table 10A.1 and Table 10A.3 [10–14]. The rain rates based on geographical regions [11] are the most widely used and easily applied method of determining the rain rate. The ITU has released an updated model [12] that is discussed in Section 10.3.4. These factors are used to model the fact that rain attenuation is not linear with distance. Simply multiplying the speciﬁc attenuation by the link distance does not provide an accurate estimate of the rain fade in most circumstances. Table 10.2 gives the 99.99% availability rain rates for the ITU model [11]. Data for other availabilities are also included in Appendix 10A. The procedure just described is validated for frequencies up to at least 40 GHz and distances up to 60 km [8]. The fade depths for availabilities other than 99.99% can be found using other data, or preferably by applying an adjustment factor [8].



TABLE 10.2



ITU Rain Rate Data for 0.01% Rain Fades



A



B



C



D



E



F



G



H



J



K



L



M



N



P



8



12



15



19



22



28



30



32



35



42



60



63



95



145



Source: Table 1 from Ref. 12, courtesy of the ITU.
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Atten Atten 0.01 = 0.12 p - (0.546 + 0.043 log( p))



225



(10.8)



for latitudes greater than 30 degrees, North or South, and Atten Atten 0.01 = 0.07 p - (0.855 + 0.139 log( p))



(10.9)



for latitudes below 30 degrees, North or South, where p is the desired probability (100 - availability) expressed as a percentage. ITU rain regions for the Americas, for Europe and Africa, and for Asia are shown in Figures 10.4, 10.5, and 10.6, respectively. Example 10.1. For the link given in Figure 10.1, determine the depth of a 99.999% fade if the link is located in Florida. f = 38.6 GHz; since polarization is not speciﬁed, assume horizontal polarization (worst case). By interpolation, at 38.6 GHz, k = 0.324,



a = 0.95



Florida is in ITU rain region N, where 0.01% rain rate is 95 mm/h. Using the four-nines rain rate, the speciﬁc attenuation is Atten 0.01 = k ◊ RRa = 0.324 ◊ 950.95 = 24.5 dB km The effective path length is d0 = 35e -0.015 ◊ RR = 8.417 km The distance factor is r = 1 (1 + d d0 ) = 1 (1 + 1.1 8.4) = 0.884 So the expected fade depth is d ◊ r ◊ Atten 0.01 = 23.8 dB Next the predicted attenuation is adjusted to the desired availability using (10.9): Atten = Atten 0.01 ◊ 0.07 ◊ (0.001) - (0.855 + 0.139) log(0.001) Atten = 34.3 dB Since ﬁve-nines data are also available, we could use those data to compute attenuation directly. This is not usually done, however, since the ITU model is
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Figure 10.4 ITU rain regions for the Americas (Figure 1 from Ref. 12, courtesy of the ITU.)
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Figure 10.5 ITU rain regions for Europe and Africa. (Figure 2 from Ref. 12, courtesy of the ITU.)
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Figure 10.6 ITU rain regions for Asia. (Figure 3 from Ref. 12, courtesy of the ITU.)
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based on the four-nines data and the ﬁve-nines data has lower conﬁdence since there is less data available. 䊐 10.3.3



The Crane Global Model



The Crane global model is divided into two segments based on distance and the rain rate [15]. The attenuation model is given by Atten = k ◊ RRa (e y ◊ d - 1) y



dB 0 < d < d(RR) km



(10.10)



and ( ) ( ) ( ) È e y ◊ d RR - 1 (e z ◊ d - e z ◊ d RR ) ◊ e 0.83-0.17 ln RR ˘ Atten = k ◊ RRa Í + ˙˚ dB, y z Î (10.11) d(RR) < d < 22.5 km



where d(RR) is a function of the rain rate, d(RR) = 3.8 - 0.6 ln(RR) km



(10.12)



d is link distance in km, y is deﬁned as, È 0.83 - 0.17 ln(RR) ˘ y=a◊Í + 0.26 - 0.03 ln(RR)˙ d(RR) Î ˚



(10.13)



z = a ◊ (0.026 - 0.03 ln(RR))



(10.14)



and



From the above equations, it can be correctly inferred that the Crane model is only validated for distances up to 22.5 km. Like the ITU model, the Crane model also uses the rain region concept. The Crane rain regions are also labeled alphabetically, but they do not correspond to the ITU regions. Figure 10.7 through Figure 10.9 show the Crane rain regions. Crane uses different data sets for various probabilities/availabilities, and he does not employ an availability adjustment factor like the ITU model. Table 10.3 gives some of the Crane data for common availabilities, while Table 10A.4 provides the complete set of Crane rain rate values as given in Ref. 16. If the desired availability is not represented in the Crane data, it is possible to (logarithmically) interpolate the given data to estimate the rain rate. While not sanctioned by Dr. Crane, this method provides reasonable information as shown in Figure 10.10 using data for rain region E. Example 10.2. For the link given in Figure 10.1, determine the depth of a 0.99999 fade if the link is located in Florida.
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Figure 10.7 Crane rain regions for the Americas. (Figure 3.2 from Ref. 2, courtesy of John Wiley & Sons.)



f = 38.6 GHz; since polarization is not speciﬁed, assume horizontal polarization (worst case). By interpolation, at 38.6 GHz, k = 0.324,



a = 0.95



(these are same coefﬁcients as used for ITU model).
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Figure 10.8 Crane rain regions for Europe and Africa. (Figure 3.3 from Ref. 2, courtesy of John Wiley & Sons.)



Florida is in Crane rain region E, where the 0.001% rain rate is 176 mm/h (versus 180 mm/h for ITU region N): d(RR) = 3.8 - 0.6 ln(RR) km d(176) = 3.8 - 0.6 ln(176) km Since d = 1.1 km, (10.11) applies with
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Figure 10.9 Crane rain regions for Asia. (Figure 3.4 from Ref. 2, courtesy of John Wiley & Sons.)
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TABLE 10.3



Crane Rain Rate Data



Availability



A



B



B1



B2



C



D1



D2



D3



0.2 2.5 9.9 13.8 28.1



1.2 5.7 21.1 29.2 52.1



0.8 4.5 16.1 22.3 42.6



1.4 6.8 25.8 35.7 63.8



1.8 7.7 29.5 41.4 71.6



2.2 10.3 36.2 49.2 86.6



3.0 15.1 46.8 62.1 114.1



4.6 22.4 61.6 78.7 133.2



0.99 0.999 0.9999 0.99995 0.99999



E 7.0 36.2 91.5 112 176



F 0.6 5.3 22.2 31.9 70.7



G



8.4 12.4 31.3 66.5 90.2 209.3 118 283.4 197 542.6



Source: Table 3.1 from Ref. 2, courtesy of John Wiley & Sons.
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Figure 10.10 Crane rain rate data points for region E and the corresponding logarithmically interpolated curve.



È 0.83 - 0.17 ln(RR) ˘ y=a◊Í + 0.26 - 0.03 ln(RR)˙ d(RR) Î ˚ and z = a ◊ (0.0226 - 0.03 ln(RR)) z = -0.12266 y = -0.189 So, Atten = 43.9 dB Recall that the ITU model predicted 34.3 dB for this link in Example 10.1. 䊐
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Other Rain Models



There are other rain models available. Some are proprietary and cover limited geographical area. Others are optimized for certain applications. The ITU has adopted an updated model [12], which uses the same attenuation computation, but provides for a much different method for determining the rain statistics. The model uses data ﬁles indexed by latitude and longitude to provide a more precise estimate of rain statistics than the rain region concept. Prior to the Crane global model, Crane developed the two-component model and the revised two-component model, which are both presented in Ref. 2. These models take into account the volume cell and the debris region of a rain event separately and then combine the results. They have, in large part, been superseded by the Crane global model. Both of the two-component models are more involved to implement than the global model. 10.3.5



Rain Attenuation Model Comparison



It is difﬁcult to make generalizations concerning the predicted attenuations from the ITU and Crane global models. Sometimes one or the other will predict more attenuation, sometimes by a signiﬁcant margin, but on the whole they are fairly consistent. In industry, customers frequently have strong preferences for one model or the other. It is also sometimes the case that a particular model must be used to facilitate comparisons with competing products. 10.3.6



Slant Paths



The details of applying the rain models to slant paths that exit the troposphere are presented in Chapter 11, “Satellite Communications.” For terrestrial slant paths, simply using the appropriate value of q in the expressions for a and k is all that is required. When considering slant paths that exit the troposphere, the statistics of the rain cell height must be incorporated into the model. For heavy rain associated with thunderstorms (convective rain), the rain cells tend to be concentrated, or of limited extent and height. At lower rain rates the rain may exist at much higher elevations and over considerable distances (stratiform rain). The height statistics become important for long paths at high elevation angles and are treated differently than the terrestrial paths.



10.4



THE LINK DISTANCE CHART



The link distance chart is a concise way to convey information on rain fades and margins. The link distance chart consists of a plot of the available fade margin (GL - L(d)) versus link distance [17]. Note that the available fade margin is a monotonically decreasing function with distance due to the freespace loss and any clear-air atmospheric loss. Next, a curve of rain fade depth
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versus distance is superimposed for each rain region of interest, resulting in a family of curves for the system. The point where the curves intersect deﬁnes the maximum link distance for that availability. This is the point where the available margin is exactly equal to the predicted rain-fade depth. Of course the designer may choose to use a different independent variable; for example, if the link distance were ﬁxed, transmitter power, receiver sensitivity, or antenna gain might be used for the independent variable (x axis). Example 10.3. Consider a 38-GHz terrestrial millimeter-wave link with 180 dB of link gain using vertical polarization. What are the maximum ﬁvenines (99.999%) availability link distances for Arizona and Florida? Figure 10.11 is the link distance chart for this system using the ITU model, while Figure 10.12 is the link distance chart using the Crane global model. Noting that Florida is in ITU region N and Crane region E and that Arizona is in ITU region E and Crane region F, the results are summarized in Table 10.4. Both link distance charts use the adjusted link gain (i.e., include atmospheric loss), so that the plotted margin is available for rain. It is interesting to note that in one case (Florida) the ITU model is more conservative, while the Crane model is more conservative in Arizona. This relationship between these two models at this geographical location may not hold for all frequencies or availabilities/distances.
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Figure 10.11 Link distance chart using the ITU model and data.
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Availability = 0.99999, Crane Data, Crane Model, Frequency = 38 GHz System Gain = 180 dB, Vertical Polarization 80
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Figure 10.12 Link distance chart using the Crane global model and data.



TABLE 10.4 Link Distance Results for Arizona and Florida Model



Arizona



Florida



ITU Crane



4.56 km 3.31 km



1.42 km 1.60 km



It is important to note that the Crane global model is only validated up to 22.5-km link distance, whereas the latest ITU model is valid to 60 km. Since the Crane global model is a curve ﬁt, unpredictable results will be obtained if distances greater than 22.5 km are used. There are other possible sources of link outages besides rain fades, including hardware failures, interference, physical obstructions, and changes in antenna aim point. These should all be considered when planning availability. It is noteworthy that four- or ﬁve-nines availability requires large data sets to achieve high conﬁdence on the statistics. Also note that four-nines is approximately 53 minutes per year of link outage and ﬁve-nines is approximately 5 minutes per year.
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Figure 10.13 Availability curve for a typical millimeter-wave link.



10.5



AVAILABILITY CURVES



The availability adjustment factor in the ITU model may be used to produce curves of availability versus link distance for a given link gain. The available margin for each distance is used in the appropriate adjustment equation, (10.8) or (10.9), depending upon the latitude. Avail _ margin Atten 0.01 = 0.12 p - (0.546 + 0.043 log( p)) This equation can then be iteratively solved for p and the availability is 100 p. This is valuable in answering the question of how much availability can be achieved with a given system and link distance. Figure 10.13 shows an example of an availability curve for the same vertically polarized, 180-dB system used earlier. Note that the curves do not exceed ﬁve-nines, since that is the conﬁdence limit of the ITU model (and the Crane model as well).



10.6



OTHER PRECIPITATION



Other forms of precipitation such as snow, sleet, and fog may also cause some attenuation of an electromagnetic wave, depending upon the frequency. The varying nature of sleet makes it difﬁcult to deﬁnitively model. The easiest approach is to simply treat the sleet as if it were rainfall. This may result in
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slightly overestimating the expected attenuation. A similar situation exists for snowfall. At frequencies below the visible light range, the primary factor in snow attenuation will be the moisture content. It is likely that the attenuation to either sleet or snow will never reach the same level as the attenuation for rainfall at that same location. Therefore, planning the communications link based on the expected rainfall will likely provide more than enough margin for snow and sleet. The effect of fog and clouds on electromagnetic waves becomes progressively more signiﬁcant as the frequency increases. The ITU provides a model for cloud and fog attenuation between 5 and 200 GHz [18]. The model consists of computing a speciﬁc attenuation based on the liquid water density in the atmosphere and a speciﬁc attenuation coefﬁcient, Kl, that is a function of frequency and temperature. Figure 10.14 shows plots of the speciﬁc attenuation coefﬁcient versus frequency for several different temperatures. The reference also provides the equation for reproducing this plot in whatever detail is required. The expression for the speciﬁc attenuation due to fog or clouds is
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Figure 10.14 Speciﬁc attenuation coefﬁcient for computing the speciﬁc attenuation due to clouds or fog. (Figure 1 from Ref. 18, courtesy of the ITU.)
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g c = Kl M



dB km
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(10.15)



where gc is the speciﬁc attenuation within the fog or cloud Kl is the speciﬁc attenuation coefﬁcient from Figure 10.13 M is the liquid water vapor density in the fog or cloud For cloud attenuation, the curve for 0°C should be used. The values for liquid water vapor density are ideally determined by local measurement. Historical data are available from the ITU in data ﬁles and are summarized in the maps in Ref. 18. Typical values of water vapor density are 0.05 g/m3 for medium fog (300-m visibility) and 0.5 g/m3 for thick fog (50-m visibility). Example 10.4. What is the expected attenuation due to fog on a 15-km path for a 30-GHz communication system? Assume that the ambient temperature is 10°C and that the fog is heavy. The speciﬁc attenuation at 30 GHz and 10°C is 0.63 (dB/km)/(g/m3). For heavy fog, use M = 0.5 g/m3. The predicted speciﬁc attenuation is computed to be 0.315 dB/km. On a 15-km path, the overall attenuation due to the fog will therefore be 4.7 dB. 䊐



10.7



CROSS-POLARIZATION EFFECTS



In addition to the attenuation of electromagnetic waves, rain and other precipitation tend to cause depolarization of the wave.This can be a concern when orthogonal polarizations are used for frequency re-use. It is possible to achieve between 20 and 35 dB of link-to-link isolation by using orthogonal polarizations. The isolation will be reduced by rain and by ground and atmospheric multipath. For this reason, few systems depend heavily on cross-polarization isolation for link isolation and frequency re-use. The ITU [8] gives a procedure for estimating the reduction is cross-polarization isolation in rain and multipath.



10.8



SUMMARY



When high availability is of interest, key system parameters must be known with conﬁdence. While rain is the principal limitation of millimeter-wave link availability, other factors such as hardware failures should not be ignored. Once the rain availability requirement is determined, rain models can be used to determine the fade depth that will not be exceeded with that probability.
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Rain fade probabilities can be calculated using the ITU, Crane global, or other models. While the Crane global and ITU models are distinct, they used much of the same raw data in their development and they provide reasonably consistent results. The ITU model is validated for links as long as 60 km, whereas the Crane model is validated up to 22.5 km. The adjusted link gain of a communication link, minus the free-space loss, gives the available rain fade margin. The distance at which the predicted rain fade equals the rain fade margin is the maximum link distance for the chosen availability. Using the ITU model, it is also possible to solve for availability versus distance. Note that it is possible to use the Crane model with ITU rain rates and vice versa, but there is no signiﬁcant advantage to doing so other than perhaps to compare the models with identical data or compare the data using identical models. REFERENCES 1. Special issue on Ka-band propagation effects on earth-satellite links, Proceedings of the IEEE, Vol. 85, No. 6, June 1997. 2. R. K. Crane, Electromagnetic Wave Propagation Through Rain, John Wiley & Sons, New York, 1996. 3. R. K. Crane, Propagation Handbook for Wireless Communication System Design, CRC Press LLC, Boca Raton, FL, 2003. 4. R. K. Crane, Prediction of attenuation by rain, IEEE Transactions on Communications, Vol. 28, No. 9, September, 1980, pp. 1717–1733. 5. D. A. de Wolf, H. W. J. Russchenberg, and L. P. Ligthart, Simpliﬁed analysis of lineof-sight propagation through rain at 5–90 GHz, IEEE Transactions on Antennas and Propagation, Vol. 40, No. 8, Augurst, 1992, pp. 912–919. 6. D. A. de Wolf and A. J. Zwiesler, Rayleigh–Mie approximation for line-of-sight propagation through rain at 5–90 GHz, IEEE Transactions on Antennas and Propagation, Vol. 44, No. 3, March, 1996, pp. 273–279. 7. D. A. de Wolf, H. W. J. Russchenberg, and L. P. Ligthart, Attenuation of co- and cross-polarized electric ﬁelds of waves through a layer of dielectric spheroids, IEEE Transactions on Antennas and Propagation, Vol. 39, No. 2, February, 1991, pp. 204–210. 8. ITU-R Recommendations, Propagation data and prediction methods required for the design of terrestrial line-of-sight systems, ITU-R P.530-9, Geneva, 2001. 9. J. Goldhirsh, B. H. Musiani, and W. J. Vogel, Cumulative fade distributions and frequency scaling techniques at 20 GHz from the advanced communications technology satellite and at 12 GHz from the digital satellite system, Proceedings of the IEEE, Vol. 85, No. 6, June, 1997, pp. 910–916. 10. ITU-R Recommendations, Speciﬁc attenuation model for rain for use in prediction methods, ITU-R P.838-1, Geneva, 1999. 11. ITU-R Recommendations, Characteristics of precipitation for propagation modelling, ITU-R P.837-1, Geneva, 1994.
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EXERCISES 1. What is the reference rainfall rate and the speciﬁc attenuation due to rain for a 99.99% availability link in Chicago, IL? Compute for vertical, horizontal, and circular polarization. 2. Compute the expected 99.9% fade depth for a 28-GHz link operating in Atlanta, Georgia. Assume that the link distance is 2 km. Compute for both vertical and horizontal polarization using the ITU model. 3. Compute the expected 99.995% fade depth for a 20-GHz link operating in Orlando, Florida. Assume that the link distance is 2 km. Compute for both vertical and horizontal polarization using the Crane model. 4. What is the 99.999% rain fade depth for a 28-GHz point-to-point link operating in Seattle, WA? Assume that the path is 4 km and horizontal and that circular polarization is used. (a) Using the ITU model (b) Using the Crane model 5. What is the 99% rain fade depth for a 42-GHz, circularly polarized link operating in Boston, MA if the link distance is 2 km and the path is sloped at 3 degrees?
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APPENDIX 10A: DATA FOR RAIN ATTENUATION MODELS TABLE 10A.1 Linear Regression Coefﬁcients for Determination of Speciﬁc Attenuation Due to Rain as a Function of Polarization Frequency (GHz) 1 2 4 6 7 8 10 12 15 20 25 30 35 40 45 50 60 70 80 90 100 120 150 200 300 400



kH



kV



aH



aV



0.0000387 0.000154 0.000650 0.00175 0.00301 0.00454 0.0101 0.0188 0.0367 0.0751 0.124 0.187 0.263 0.350 0.442 0.536 0.707 0.851 0.975 1.06 1.12 1.18 1.31 1.45 1.36 1.32



0.0000352 0.000138 0.000591 0.00155 0.00265 0.00395 0.00887 0.0168 0.0335 0.0691 0.113 0.167 0.233 0.310 0.393 0.479 0.642 0.784 0.906 0.999 1.06 1.13 1.27 1.42 1.35 1.31



0.912 0.963 1.121 1.308 1.332 1.327 1.276 1.217 1.154 1.099 1.061 1.021 0.979 0.939 0.903 0.873 0.826 0.793 0.769 0.753 0.743 0.731 0.710 0.689 0.688 0.683



0.880 0.923 1.075 1.265 1.312 1.310 1.264 1.200 1.128 1.065 1.030 1.000 0.963 0.929 0.897 0.868 0.824 0.793 0.769 0.754 0.744 0.732 0.711 0.690 0.689 0.684



Source: Table 1 from Ref. 10, courtesy of the ITU.
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TABLE 10A.2 f(GHz) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
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Interpolated Regression Coefﬁcients for 1–40 GHz aH



kH -5



3.87 ¥ 10 1.54 ¥ 10-4 3.576 ¥ 10-4 6.5 ¥ 10-4 1.121 ¥ 10-3 1.75 ¥ 10-3 3.01 ¥ 10-3 4.54 ¥ 10-3 6.924 ¥ 10-3 0.01 0.014 0.019 0.024 0.03 0.037 0.043 0.05 0.058 0.066 0.075 0.084 0.093 0.103 0.113 0.124 0.135 0.147 0.16 0.173 0.187 0.201 0.216 0.231 0.247 0.263 0.279 0.296 0.314 0.332 0.35



0.912 0.963 1.055 1.121 1.224 1.308 1.332 1.327 1.3 1.276 1.245 1.217 1.194 1.173 1.154 1.142 1.13 1.119 1.109 1.099 1.091 1.083 1.075 1.068 1.061 1.052 1.044 1.036 1.028 1.021 1.012 1.003 0.995 0.987 0.979 0.971 0.962 0.954 0.947 0.939



aV



kV -5



3.52 ¥ 10 1.38 ¥ 10-4 3.232 ¥ 10-4 5.91 ¥ 10-4 1.005 ¥ 10-3 1.55 ¥ 10-3 2.65 ¥ 10-3 3.95 ¥ 10-3 6.054 ¥ 10-3 8.87E-3 0.012 0.017 0.022 0.027 0.034 0.039 0.046 0.053 0.061 0.069 0.077 0.085 0.094 0.103 0.113 0.123 0.133 0.144 0.155 0.167 0.179 0.192 0.205 0.219 0.233 0.247 0.262 0.278 0.294 0.31



0.88 0.923 1.012 1.075 1.18 1.265 1.312 1.31 1.286 1.264 1.231 1.2 1.174 1.15 1.128 1.114 1.101 1.088 1.076 1.065 1.057 1.05 1.043 1.036 1.03 1.024 1.017 1.011 1.006 1 0.992 0.985 0.977 0.97 0.963 0.956 0.949 0.942 0.935 0.929
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The preceding integral cannot be evaluated by conventional integration. More advanced techniques like contour integration are required. For engineering applications, the customary procedure is to perform the integration numerically or use a table of standard normal probabilities. The standard normal pdf has a mean of zero and a standard deviation of unity. Any Gaussian random variable can be converted to an equivalent standard normal random variable using the transformation z=



( x - m) s



Once the random variable is in standard form, the probability of exceeding any particular value can be looked up in Table A.1. The validity of this trans-
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TABLE A.1



Table of Complementary Error Function Q( z ) = Ú z
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1 Ê u2 ˆ expÁ - ˜ du Ë 2¯ 2p



Q(z) z 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3.0 3.1 3.2 3.3 3.4



0.00



0.01



0.02



0.03



0.04



0.05



0.06



0.07



0.08



0.09



0.5000 0.4602 0.4207 0.3821 0.3446 0.3085 0.2743 0.2420 0.2169 0.1841 0.1587 0.1357 0.1151 0.0968 0.0808 0.0668 0.0548 0.0446 0.0359 0.0287 0.0228 0.0179 0.0139 0.0107 0.0082 0.0062 0.0047 0.0035 0.0026 0.0019 0.0013 0.0010 0.0007 0.0005 0.0003



0.4960 0.4562 0.4168 0.3783 0.3409 0.3050 0.2709 0.2389 0.2090 0.1814 0.1562 0.1335 0.1131 0.0951 0.0793 0.0655 0.0537 0.0436 0.0351 0.0281 0.0222 0.0174 0.0136 0.0104 0.0080 0.0060 0.0045 0.0034 0.0025 0.0018 0.0013 0.0009 0.0007 0.0005 0.0003



0.4920 0.4522 0.4129 0.3745 0.3372 0.3015 0.2676 0.2358 0.2061 0.1788 0.1539 0.1314 0.1112 0.0934 0.0778 0.0643 0.0526 0.0427 0.0344 0.0274 0.0217 0.0170 0.0132 0.0102 0.0078 0.0059 0.0044 0.0033 0.0024 0.0018 0.0013 0.0009 0.0006 0.0005 0.0003



0.4880 0.4483 0.4090 0.3707 0.3336 0.2981 0.2643 0.2327 0.2033 0.1762 0.1515 0.1292 0.1093 0.0918 0.0764 0.0630 0.0516 0.0418 0.0336 0.0268 0.0212 0.0166 0.0129 0.0099 0.0075 0.0057 0.0043 0,0032 0.0023 0.0017 0.0012 0.0009 0.0006 0.0004 0.0003



0.4840 0.4443 0.4052 0.3669 0.3300 0.2946 0.2611 0.2296 0.2005 0.1736 0.1492 0.1271 0.1075 0.0901 0.0749 0.0618 0.0505 0.0409 0.0329 0.0262 0.0207 0.0162 0.0125 0.0096 0.0073 0.0055 0.0041 0.0031 0.0023 0.0016 0.0012 0.0008 0.0006 0.0004 0.0003



0.4801 0.4404 0.4013 0.3632 0.3264 0.2912 0.2578 0.2266 0.1977 0.1711 0.1469 0.1251 0.1056 0.0885 0.0735 0.0606 0.0495 0.0401 0.0322 0.0256 0.0202 0.0158 0.0122 0.0094 0.0071 0.0054 0.0040 0.0030 0.0022 0.0016 0.0011 0.0008 0.0006 0.0004 0.0003



0.4761 0.4364 0.3974 0.3594 0.3228 0.2877 0.2546 0.2236 0.1949 0.1685 0.1446 0.1230 0.1038 0.0869 0.0721 0.0594 0.0485 0.0392 0.0314 0.0250 0.0197 0.0154 0.0119 0.0091 0.0069 0.0052 0.0039 0.0029 0.0021 0.0015 0.0011 0.0008 0.0006 0.0004 0.0003



0.4721 0.4325 0.3936 0.3557 0.3192 0.2843 0.2514 0.2206 0.1922 0.1660 0.1423 0.1210 0.1020 0.0853 0.0708 0.0582 0.0475 0.0384 0.0307 0.0244 0.0192 0.0150 0.0116 0.0089 0.0068 0.0051 0.0038 0.0028 0.0021 0.0015 0.0011 0.0008 0.0005 0.0004 0.0003



0.4681 0.4286 0.3897 0.3520 0.3156 0.2810 0.2483 0.2168 0.1894 0.1635 0.1401 0.1190 0.1003 0.0838 0.0694 0.0571 0.0465 0.0375 0.0301 0.0239 0.0188 0.0146 0.0113 0.0087 0.0066 0.0049 0.0037 0.0027 0.0020 0.0014 0.0010 0.0007 0.0005 0.0004 0.0003



0.4641 0.4247 0.3859 0.3483 0.3121 0.2776 0.2451 0.2148 0.1867 0.1611 0.1379 0.1170 0.0985 0.0823 0.0681 0.0559 0.0455 0.0367 0.0294 0.0233 0.0183 0.0143 0.0110 0.0084 0.0064 0.0048 0.0036 0.0026 0.0019 0.0014 0.0010 0.0007 0.0005 0.0003 0.0002



formation and the use of the standard normal (Q-function) table are illustrated in the following example. Example A.2. Given a random variable with m = 2 and s2 = 9, what is the probability that the random variable will exceed X = 6?



308



REVIEW OF PROBABILITY FOR PROPAGATION MODELING



The desired probability is given by •



P ( X > 6) = Ú6



2 1 e -( x - 2) 18 dx 3 2p



Applying the standard-normal transformation to x yields z=



x-2 3



and Z = 1.333. The sought-after probability becomes •



P (Z > 1.333) = Ú.333



1 - ( x )2 2 e dz 2p



which is simply Q(1.333) ⯝ 0.0912, from Table A.1. 䊐 Another commonly tabulated function is the error function, erfc(z) =



2 p



•



2



Úz e - u du



The error function is related to the Q function by the following equation: erfc(z) = 2Q( 2 z) Example A.3. If a batch of 100-ohm resistors has a mean value of 101 ohms and and a standard deviation of 10 ohms, what is the probability of selecting a resistor with a value greater than 120 ohms if the pdf is Gaussian? A plot of the Gaussian pdf is shown in Figure A.4. The standard normal random variable is given by z=



x - 101 10



The value of interest is X = 120 ohms, which maps to Z = 1.90. Thus the desired probability is Q(1.90) = 0.0287, or 2.87% chance of selecting a resistor that is 120 ohms or greater.* 䊐 Example A.4. Consider the problem in Example A.3, where a Gaussian pdf applies, with m = 101 and s = 10. If the resistors are tested and any that fall * Note that the probability of greater than 120 ohms or 120 ohms or greater are equivalent since the probability of selecting a resistor of exactly 120 ohms is zero.
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Figure A.4 Gaussian pdf for the lot of 100-ohm resistors, with mean value of 101 ohms and standard deviation of 10 ohms.



outside of the range from 90 to 110 ohms are rejected, then what percentage of the resistors are passed? Referring to Figure A.4, the region of interest is between 90 and 110 ohms. The easiest way to determine the percentage of resistors passed is to compute the percentage rejected and subtract from 100. For the number of resistors greater than 101 ohms, the area or probability is Q(ZB), where ZB = (X - 101)/10 = 0.9. For for the number of resistors less than 90 ohms, the area or probability is best determined by using symmetry. In this case, W = (X - 101)/10 = -1.1. To compute the probability for region A then, one may use the value of W = +1.1 (the reader should satisfy himself that this is true). Thus P (pass) = 1 - Q(0.9) - Q(1.1) Using values from Table A.1, the result is that the probability of passing is 0.6802, or about 68% of the resistors will pass. 䊐



JOINT PROBABILITY Given two possible events A and B in the event sample space. If the occurrence of A precludes the occurrence of B and vice versa, then A and B are said to be mutually exclusive. From a probability standpoint, this is written as P ( A + B) = P ( A) + P (B)
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The concept of the Venn diagram is a useful visualization aid. The union of two events is written as A U B or



A+ B



and means the occurrence of A or B or both A and B. The intersection of two events is described as A I B or



AB



and means that both A and B occur. In general, P ( A + B) = P ( A) + P (B) - P ( AB) This is illustrated by the Venn diagram in Figure A.5. If A and B are mutually exclusive, P(AB) = 0 since the probability of both events occurring is zero. If A and B are exhaustive (i.e., the sample space consists entirely of A and B) and mutually exclusive, then the following are true: P ( A) = 1 - P (B) P ( A ) = P (B) P (B ) - P ( A) If A and B are statistically independent, then the occurrence of one provides no information about the occurrence of the other. It is important to understand that mutually exclusive events are not independent and vice versa! One useful deﬁnition of independence is that the joint pdf for two independent random variables can be factored into the product of two singlevariable pdf’s. Thus A and B are independent, then the probability of their intersection (both events occuring) can be written as P ( AB) = P ( A)P (B)



Figure A.5 Venn diagram showing events A and B and their probability of occurrence.
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CONDITIONAL PROBABILITY The probability of A given that B has already occured is P ( A B) =



P ( AB) P (B)



P (B A) =



P ( AB) P ( A)



and similarly,*



By combining these two expressions, one may write P ( A B)P (B) = P (B A)P ( A) or P (B A) =



P ( A B)P (B) P ( A)



This is Bayes’ rule, which permits the determination of P(B|A) in terms of P(A|B), P(A), and P(B). This is widely used in probabilistic analysis, including detection theory. Example A.5. Given three urns, A1, A2, and A3, ﬁlled with black and white balls. The urns are selected with equal probability. The contents of the urns are as follows: A1 A2 A3



4 white 3 white 1 white



1 black ball 2 black balls 4 black balls



If an urn is randomly selected and a ball is drawn and seen to be black, what is the probability that the selected urn was A3? Clearly, P ( A3 ) =



1 3



P (Black A3 ) = 0.8 P (Black) = * Since P(AB) = P(BA).



7 15



(one of three) (four of ﬁve) (seven of ﬁfteen)



312



REVIEW OF PROBABILITY FOR PROPAGATION MODELING



Next, using Bayes’ rule to ﬁnd the probability that the selected urn was A3 given that the ball was black, P (Black A3 )P ( A3 ) P (Black) 4 1 ◊ P ( A3 Black) = 5 3 = 4 7 7 15 P ( A3 Black) =



So, once a black ball is drawn, the probability of the selected urn being A3 goes from 1/3 to 4/7. 䊐 The next example illustrates how Bayes’ rule can be used in implementing an optimal detection scheme for a communication system. Example A.6. A binary communication channel carries data that is comprised of logical zeros and ones. Noise in the channel may cause an incorrect symbol to be received. Assume that the probability that a transmitted zero is received as a zero is P (R0 T0 ) = 0.95 and the probability that a transmitted one is correctly received is P (R1 T1 ) = 0.9 The probabilities of each symbol being transmitted are P (T0 ) = 0.4 P (T1 ) = 0.6 What is the probability that a one will be received, and if a one is received, what is the probability that a one was transmitted? The probability that a one will be received is P (R1 ) = P (R1 T1 )P (T1 ) + P (R1 T0 )P (T0 ) P (R1 ) = 0.9(0.6) + (1 - 0.95)0.4 = 0.56 The probability that a one was transmitted given that a one was received is found by applying Bayes’ rule, P (T1 R1 ) = P (T1 R1 ) =



P (R1 T1 )P (T1 ) P (R1 )



0.9(0.6) = 0.964 䊐 0.56



JOINT PROBABILITY DENSITY FUNCTIONS



313



JOINT PROBABILITY DENSITY FUNCTIONS Joint pdf’s are expressed as fXY(x, y). The marginal probability is the pdf in one random variable when all possible values of the other random variable are considered, that is, •



f X ( x) = Ú-• f XY ( x, y)dy Applying Bayes’ rule, the joint conditional pdf’s can be written as f X Y ( x y) =



f XY ( x, y) fY ( y)



fY X ( y x) =



f XY ( x, y) f X ( x)



It should be apparent that fXY(x, y) = fX(x)fY(y) if and only if x and y are independent. Joint pdf’s lay the groundwork for examining covariance and correlation, two topics of central importance in probabilistic analyses. The covariance of x and y is given by m XY = E {( x - x )( y - y )} and provides a measure of the correlation of the two random variables x and y. The correlation coefﬁcient is deﬁned as r XY =



m XY s X sy



where mXY is deﬁned as above and sX and sY are the standard deviations of the marginal pdf’s for x and y, respectively. If x and y are independent, then they are also uncorrelated, rXY = 0 and mXY = 0. That is, independence implies uncorrelation. The reverse is not true in general, although for Gaussian random variables, uncorrelation does imply independence; this can be seen by looking at the expression for a jointly random Gaussian pdf, with the correlation coefﬁcient, rXY, set equal to zero. When the correlation coefﬁcient is zero (meaning that x and y are uncorrelated), then the joint Gaussian pdf can be factored in to a Gaussian pdf for, x, and another one for, y, which is the deﬁnition of independence. It must be emphasized that this is not true in general for an arbitrary pdf. To see this, consider
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f XY ( x, y) 2 Ê ÈÊ x - m X ˆ 2 Ê x - m X y - mY ˆ Ê y - mY ˆ ˘ ˆ 2 r ◊ + Í ˙ Á Ë sX ¯ Ë sX sY ¯ Ë sY ¯ ˚ ˜ 1 Î Á ˜ exp = Á ˜ 2(1 - r 2 ) 2 ps X sY 1 - r 2 Á ˜ Ë ¯



setting r = 0 yields Ê Á 1 fXY (x, y) = expÁ Á 2 ps X s Y Á Ë



ÈÊ x - m X ˆ 2 Ê y - mY ˆ 2 ˘ ˆ + ÍË Ë s Y ¯ ˙˚ ˜ Î sX ¯ ˜ ˜ 2 ˜ ¯



which can then be factored into fX(x)fY(y). The Rayleigh pdf describes the envelope (magnitude) of a complex Gaussian passband signal [9,10]. The Rayleigh pdf is given by Ï r - r2 2s Ô p(r ) = Ì s 2 e , ÔÓ0, 2



r≥0 r 
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