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I. INTRODUCTION



This paper proposes a new method for the coding of the intraframe images that comprise an video sequence. In a standard MPEG coder [1,2,3], three types of pictures are considered : intraframe coded images, (I-frames), unidirectionally predicted frames (P-frames) and bidirectionally interpolated frames, (Bframes); the relationship between the three picture types is illustred in Figure 1. Usually an I-frame is coded in a manner similar to the JPEG still image-compression standard [4] ; coding of the P-frames and B-frames involves prediction based on nearby I and P-frames. Here, we focus our attention on the problem of intraframe decoding.



Usually, intraframe coding/decoding is implemented in the manner illustrated in Figure 2. First, the data are transformed using a given operator (or projector) R; second, the transformed data are quantized using a scalar or vector quantizer; and, finally, the indices representing the best quantization symbols are transmitted via a channel. The decoder applies the inverse operations. The quantization step entails a loss of information between the quantized data and the input signal. Thus, simply using the dual transformation R* at decoder does not permit reconstruction of the original input signal because of the introduction of quantization noise. In fact, linear filtering cannot take into account the nonlinearity of the quantization operation nor the nonstationarity of the images. Consequently, efficient coding necessitates a global joint optimization of the coding/decoding chain. This new method avoids the artifacts introduced by quantization ( such as ringing ), which can make prediction used in P-frames more difficult. The proposed approach involves a joint optimization of the Transform / Quantization / Decoding structure. The solution of this problem can be viewed as an inverse problem formulated using a variational approach. In other words, for a given analysis operator (filter) R and quantizer Q, we optimize the rate-distortion trade-off by computing a nonlinear reconstruction operator
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(filter) which minimizes a given criterion involving the statistics of the noise subject to constraints. The constraints are imposed using a priori assumptions on the solution, i.e., a priori knowledge about the image to be decoded. The criterion we propose is developed in Section III and contains: ƒ



a first term of quadratic error which takes into account the data and the uncertainty of the quantized values in the transform domain,



ƒ



a second term which contains a priori assumptions on the solution, namely constraints on positivity and gradient of the reconstructed image, and norm of its wavelet transform.



This paper is devoted to the study by variational methods of decoding problem arising from image reconstruction. Given an observed image ~ p , the problem is to find an original or reconstructed image f, such that Rf must be "closed" to ~ p , but more "regular" The paper is organized as follows. In Section II, we precise the reconstruction model at the decoder and we pose the reconstruction model as a minimization problem. This section is devoted to the theorical study of the problem, which is not always mathematically well-posed. Section III is devoted to the definition of the nonlinear variational approach ; this section is devoted to the theory study of the nonlinear inverse dynamic filter. We also study the evolution problem associated to the Euler equation, and, in order to solve this minimization problem, we present a numerical algorithm for the constrained optimization, to approach the solution of the continuous problem. As we will see later, the resulting numerical algorithm is simple and relatively fast. It permits convergence to a steady state representing the "reconstructed" or decoded intraframe image. Section IV is devoted to the experimental evaluation of this new method, and finally, Section V concludes the paper.
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II. RECONSTRUCTION PROBLEM AT DECODING



A. Statement of the problem Let us define Ω, the support of the image f (a rectangle in general), as an open bounded set in Ü². In continuous variables the reconstructed image f can be represented by functions of Ω G Ü²  Ü which associate, to the pixel (x,y) ∈ Ü², its grey level f(x,y).



Let us define Ω R , the transform domain, where R : m²(Ω) → m² (Ω R ) . p as the quantized image in the transform domain (see Figure 3). The intensity observation Let us define ~ p (x R , y R ) gives the pixel value of a quantized image for (x R , y R ) ∈ Ω R . f (x , y ) produces the function ~ desired reconstructed image. In order to simplify the overview of this paper, we extend both open bounded,



Ω and Ω R , by Ü². Also, Norm and Integration notation are always defined on Ü². The output of a quantizer Q can be described using an additive noise model, and we can thus write the following equation: (1)



~ p = Q(Rf ) = Rf + ε (Rf ) ,



where the operator R is given and the energy of the quantization noise ε is known. The additive noise model is always valid in the sense that (1) always holds [5]. The operator R corresponds to a transformation with p results from an optimal quantization of the transformed data [7]. good decorrelation properties [6] and ~ p = Q(Rf ) is that quantization operator Q is non-linear and nonHowever, the obvious drawback of model ~ differentiable. Futhermore, assuming that ε is independent from Rƒ, we can write (2)



~ p = Rf + ε .
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Note that, in recent works [8], we propose a modelization of the quantizer Q and a more realistic approach at low bit rate coding.



Then, the main problem at the decoder is to reconstruct 1 using knowledge of ~ p and R.



Recently Gersho proposed a solution to this problem with the introduction of generalized vector quantization [9]. Given R and R* , his method consists of jointly optimizing coding and decoding codebooks and results in modification of the values of ~ p according to the minimization of a given criterion. Here, the recontruction problem of f can be identified, in that way, with an inverse problem : find f, from (2).



The method is quite general - R needs only to be a compact operator on m²(Ü²). The main idea is to find the f that minimizes the following criterion, with R and ~ p fixed: (3)



J1 ( f ) = Rf − ~ p



2



In practice, to estimate a signal in noise, the most frequently used methods are based on the least-squares criteria. The rationale comes from the statistical argument that the least-squares estimation is the best over an entire ensemble of all possible pictures. This procedure is m² dependent. In fact, most conventional variational methods involve a least-squares m² fit, because linear equations result.



The value of f minimizing J 1 ( f ) is solution of R* ~ p = R* Rf . When ~ p results from a quantization operation, this problem is ill-posed in Ü², in a Hadamard sense : The information provided by ~ p and the model (2) is not sufficient to ensure the existence, uniqueness and stability of a solution f. It is therefore necessary to regularize the problem by adding a-priori constraint on the solution.
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For a direct problem providing transformation R (for example [6]) and quantization Q (for example [7]), which allows computation of ~ p from f, the inverse problem, namely the calculation of f knowing ~ p , R and



ε, is difficult when: •



R is not reversible; in this case, the solution will either not exist or will not not be unique.



•



R is reversible; in this case, the problem is ill-posed and involves stability problems (weak variations of ~ p can involve intense variations of estimated f ).



Note that, in the case where no quantization noise is introduced, the solution is given by: f * = R* ~ p = R* p = f



(4)



However 'traditional' inverse filtering, defined such that R* R = I (the perfect reconstruction condition generally used in coding/decoding schemes), does not take into account the nonlinear characteristics introduced by the quantization process. In fact, this traditional approach suffers from uncontrolled artifacts such as ringing on edges and granular noise on homogeneous areas.



B. A linear approach solution Although the dual linear filter R* is not the best solution for reconstruction when quantization noise is introduced, it is possible to regularize the solution of criterion J 1 ( f ) , i.e., to introduce a priori constraints. This regularization allows a solution of the ill-posed inverse problem that is not dominated by noise. It ensures existence, uniqueness, and stability of the solution. The simplest regularization solution is to introduce a quadratic term into the criterion; the problem can then be rewritten as a Wiener filtering problem [10]: (5)



J(f )=



∫ (Rf − ~p )



2



+ µ2



∫f



2
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Optimality is obtained when ∂J ∂f = 0 ; thus, the Euler equation associated to (5) are written in conservative form : R* (Rf − ~ p ) + µ 2 ( sgn( f ) f ) = 0 .



(6)



With the function sgn (x ) representing the sign of the variable x, i.e.  +1  sgn (x )=  0  −1 



for x > 0 for x = 0 . for x < 0



However, the introduction of a quadratic term yields a loss of dynamic range for the solution ƒ.



∫



One can also introduce additional quadratic regularization terms, such as ∇f



2



. However, this quadratic



term penalizes strong gradients in the image and results in an isotropic smoothing of the solution.



Note that if R* R = I , then the above approach is merely a linear denoising of the ”regular ” decoded image. The drawback of this approach arises in the design of the criterion (data term and quadratic regularization term), which involves a linear inverse filtering and its associated limitations. In order to improve the model, we propose in the next section to apply a nonlinear inverse filtering, which results in a new criterion.



III.NON-LINEAR DYNAMIC FILTERING



A. Principle of the new method The main result of this paper is the development of a new approach for signal decoding using a nonstationary reconstruction filter (see Figure 3) that has been designed with quantization noise in mind. The design uses a priori knowledge about: •



the quantization process (quantization step, quantization noise, subband energy…),
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•



the image to be reconstructed (positivity, entropy, regularity…).



Such knowledge can be introduced in the criterion J 1 ( f ) as either regularization or constraint terms. This approach is different from the linear one because we now obtain a non-quadratic criterion.



B. New Criterion In this paper, we consider the decoding problem as a minimization of a non-quadratic functional on the space of bounded variations defined on Ü², denoted by B. Our constrained minimization problem involves the variation of the image. The main idea is to find the f that minimizes the criterion J, with R and ~ p fixed. The estimated image is then given by f * = arg min(J ( f ))



(7)



f ∈Β



where J is the sum of a term measuring the faithfulness of the estimate to the data and the regularization term. Here, we propose to minimize the following criterion : J = data term + regularization term. J ( f ) = J 1 ( f ) + C1 ( f ) + C 2 ( f ) + C3 ( f ) . The data term takes the following form : (8)



J1 ( f ) = W −1 (Rf − ~ p )2



∫



Assuming that the quantization noise is nonstationary, we introduce a weighting function W in the data term to take into account the quantization noise characteristics in each subband. In this way, the reconstruction process incorporate an information about the quantizer model. Futhermore, the spatio-frequency constraints Ci ( f ) contain a priori assumptions on the solution. We choose the following ones :



- INTRAFRAME IMAGE DECODING BASED ON A NONLINEAR VARIATIONAL APPROACH -



9



INTERNATIONAL JOURNAL OF IMAGING SYSTEMS AND TECHNOLOGY



C1 ( f ) = λ2 ϕ ( ∇f



),



C 2 ( f ) = µ 2 ψ ( Tf



),



∫



∫



C3 ( f ) =



η2 4



∫( f − f )



2



.



Then, the constraints introduced in the criterion are such that:



• the first constraint C1 ( f ) allows noise removal while preserving edges, • the second constraint C 2 ( f ) is related to a soft thresholding in the transform domain, • the last constraint C3 ( f ) favors positivity of the solution. The second constraint acts as a soft thresholding. In doing so, we choose one threshold for each level of decomposition. Many works show that soft thresholding, with a good choice of the threshold, gives a nearoptimal algorithm for removing Gaussian noise (refer to the statistical approach developed in [11], [12] and the function-analytic approach developed in [13] ). In this context, we use a wavelet transform defined as operator T. This second constraint acts as a penality on the image of wavelet coefficients. This last constraint may appear to be unnecessary, but a negative solution makes no physical sense and it is helpful to have as many realistic physical constraints as possible. We introduce a criterion which contains a quadratic error term in the transform domain as the data term and a second term which contains a priori assumptions in the transform domain, namely constraint on the norm of the transformed image Tf, as well as assumptions in the spatial domain, namely constraints on positivity and the gradient. Here,we propose to minimize the following functional : (9)



J ( f ) = W −1 (Rf − ~ p )2 + λ2 ϕ (∇f ) + µ 2 ψ (Tf ) + η 2



∫



∫



∫



∫( f



− f) 4 2



The first term (attached term of data) deals with quantization and the others terms (constraints) deal with nonstationary properties of the image.
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Notice that, if ϕ (x ) = x 2 , the first constraint is a Tikhonov regularization term.



The influence of the regularization term is measured by λ, µ and η. In our experiments, we use convex ϕ functions in order to ensure uniqueness of the solution and to avoid local minima (which can be viewed as the introduction of wrong knowledge: artificial edges and saturation) and we use nonconvex ψ functions to ensure better thresholding of transform coefficients. The parameters λ, µ, η have been introduced as regularizing parameters as they balance the effects of the data term and the a priori terms. We introduce δλ and δµ as scaling parameters as in [14] in order to tune respectively the value of the gradient for which a discontinuity is detected, and the value of the wavelet coefficient above which we do a soft thresholding. δλ and δµ allow fixing of the threshold on the gradient modulus and of the threshold on the subbands of the wavelet transform modulus of the solution respectively. In fact, δµ can be different in each level of wavelet transform with respect to the energy of each subband.. These parameters δλ and δµ are introduced into the criterion as follows : (10)



 ∇f J ( f ) = W −1 (Rf − ~ p ) 2 + λ2 ϕ   δλ



∫



∫



 Tf   +µ2 ψ  δµ  



∫



  + η2  



∫( f



− f) 4 2



In order to simplify the remaining calculation, the parameters δλ and δµ do not appear in the following. . In this method there are five parameters to tune : λ, µ, η, δλ and δµ .



C. Dynamic non-linear inverse filtering 1. The Euler-Lagrange equations If there exists a solution f to the minimization problem, optimality is obtained when ∂J ∂f = 0 ; thus, the minimization of J with respect to f gives the Euler-Lagrange equations that we propose to solve for reconstruction at decoder (some details of this calculation are given in Appendix A).
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The Euler equation associated to the minimization problem (9), are written in conservative form : (11)



 ϕ ′(∇f )   ψ ′(Tf )  R*W −1 (Rf − ~ p ) − λ2 div ∇f  + µ 2T *  Tf  + η 2ξ ( f ) f = 0   2 ∇f   2 Tf  with Neumman boundary condition



∂f ∂n



Γ



= 0,



1 if ( f < 0 ) with ξ ( f ) =  0 elsewhere Here R* and T * are the adjoint integral operator, n is the unit normal to the boundary Γ of solution domain and div stands for the divergence operator defined by : div( f ) = ∑ ∂∂xfii . i



The minima of our criterion, if they exist, satisfy this Euler-Lagrange equation (11). In this paper, we solve this equation using the



ARTUR



deterministic minimization algorithm [14], which



involves only a sequence of linear equations. Other techniques can be also used [15].



2. Potential functions and associated weighting functions Now, it remains to find some appropriate conditions on the function ϕ : Ü  Ü, (see Figure 4.a), in order to satisfy the following principle of image analysis : (P) The reconstructed image must be formed by homogeneous regions, separated by sharp edges.



The model must diffuse within the regions where the variations of grey levels are weak and otherwise, it must preserve the boundaries of these regions : strong variations of grey levels. In this section, we note the importance of the weighting function g (u ) = ϕ' (u ) u or ψ ′(u ) u defined in [14,16,17]. It plays an essential part in the preservation of discontinuities.
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In order to encourage smoothing within a region and discourage smoothing across boundaries, the following conditions on the weighting function (see Figure 4.b) are proposed : i. 0 < lim g (u ) 2 = M < ∞ : isotropic smoothing in homogeneous areas. u →0



ii. lim g (u ) 2 = 0 : preservation of edges. u→∞



iii. g (u ) 2 strictly decreasing : to avoid instabilities. Table 1 lists some usual regularizing ϕ functions. In this paper, we use the absolute entropy [18] , since it has been experimentally found to produce better results than the other functions. The design of this function involves a displacement of the negated entropy function x ln (x ) , shifting the minimum to the origin, and a subsequent mirror expansion of the section {x > 0} over the origin. This function is assumed to be an even function of class C²(Ü). For the ψ function, we use a non-convex function like the Geman and Mc Clure [21] function in order to achieve soft thresholding. Figure 5 shows the influence of the threshold on the weighting function, and hence on the soft thresholding. In the next section, we will see how soft thresholding works, with the introduction of a variable c.



3. Half-quadratic regularization Minimizing the criterion (9) is a difficult task because the necessary conditions (11) are nonlinear. Thus, in order to simplify the minimization task, we use half-quadratic regularization.



3.1 Principle of half-quadratic regularization a) Our motivations are : ① the Euler-Lagrange equations are nonlinear ② the potential function can be convex or non-convex, leading to a convex or non-convex global criterion.
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b) Proposed solution : Introduction of auxiliary variables. These variables allow us to model the discontinuities and to obtain a half-quadratic criterion : ① the criterion is quadratic when the auxiliary variables are fixed ② the criterion is convex when f is fixed



3.2 Introduction of auxiliary variables It is shown that our nonquadratic criterion can be represented as the infimum of quadratic functionals by introducing auxiliary variables b and c and convex functions ζ 1 ,ζ 2 [14] . Based on results of [14], this nonquadratic criterion is transformed into an half-quadratic criterion by introducing auxiliary variable b, c and dual functions ζ 1 ,ζ 2 such as :



{ (c ) }.



∀ϕ , an edge-preserving potential function : ∃ ζ 1 such as : ϕ ( ∇f ) = Inf b b. ∇f ∀ψ , a potential function : ∃ ζ 2 such as : ψ ( Tf



) = Inf c {c. Tf



2



+ζ2



2



}



+ ζ 1 (b ) . (12)



[14] shows that all functions in table 1 can be written as in (12). Thus, the criterion becomes : (13)



J ( f ,b , c , d ) =



(∫



(



Min W −1 ( Rf − ~ p ) + λ 2 b ∇f (b,c,d )∈(0 ,1]



2



) (



+ ζ 1 (b ) + µ 2 c Tf



2



The minima on b and c when f is fixed are unique and are given by : (14.a)



binf = ϕ' ( ∇f ) 2 ∇f and



(14.b)



cinf = ψ ' ( Tf ) 2 Tf



As for d, it is given by: (14.c)



)



+ ζ 2 (c ) + η 2 df



d = ξ ( f ).
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Suppose that J has a minimum in f, we have necessarily



1 2



J ′( f ) = 0 , where J ′ is the derivative of J.



We therefore obtain the system of PDE’s: (15)



R*W −1 (Rf − ~ p ) − λ2 div(b∇f ) + µ 2T * (cTf ) + η 2 df = 0 .



A simple calculation shows that (15) can be written as (16)



(R W *



−1



)



R + λ2 ∆ pond + µ 2T * cT + η 2 d f = R*W −1 R ~ p.



where ∆ pond is a matrix representing a weighted discrete approximation of the Laplacian operator, their weights are given by (14.a). The interested reader can refer to [14] for the calculation of ∆ pond from (15). This permits linearization of the problem and derivation of a deterministic algorithm, based on alternate minimizations of the image and auxiliary variables ( see part III.C.4).



3.3 Act of the auxiliary variables b and c The variable b



weights the quadratic smoothing on ∇f : when ∇f



is small, b tends to 1 and the



regularization is quadratic ; when ∇f is high, b tends to 0 and the smoothing term vanishes. So b gives a representation of the edges of the image. The function ζ 1 is based on the function ϕ [14] and acts as a penalty for introducing an edge . The variable c weights the quadratic thresholding of the wavelet coefficients. Since most of the coefficients in a noiseless wavelet transform are essentially zero, the problem of recovering f is that of recovering the few coefficients of Tf that are mostly nonzero against a Gaussian white-noise background. The thresholding scheme must “keep” the large coefficients and “kill” the small ones. Here, when Tf is small, c tends to 1 and the regularization is quadratic ; when Tf is high, c tends to 0 and the thresholding term vanishes. So c gives a representation of the soft thresholding in the wavelet-transform image. The function ζ 2 is defined from the function ψ [14] and acts as penalty for introducing soft thresholding. We can see in Figure 6 the
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representation of the image c and the influence of δµ on soft thresholding c : the higher the threshold, the greater is the soft thresholding.



Finally, we have defined a new criterion, depending on intensity f, edges b, soft thresholding c and positivity d; this criterion must be minimized with respect to (f,b,c,d). Our new criterion is called a half-quadratic criterion. Then once b, c and d are fixed, the minimization with respect to f is a linear problem. Then, our algorithm is based on alternate minimization on f and (b,c,d).



4. A deterministic algorithm based on alternate minimizations As we have seen in the previous section, minimizing the criterion (9) in f is equivalent to minimizing (13) in (f,b,c,d). In order to exploit the properties of the half-quadratic regularization, we use, as in [14], an algorithm based on alternate minimization over f and b, c, d as follows :



f 0 ≡ 0 or f 0 ≡ R* ~ p Repeat •



Minimize J in b, c and d with f n fixed ⇒ b n +1 , c n +1 et d n +1 Î



•



Minimize J in f with b n +1 , c n +1 et d n +1 fixed ⇒ f n +1 Î   



        



  



(14)



(16)



until convergence.



This algorithm solves the original nonquadratic minimization problem using a sequence of quadratic minimizations which are easy to solve. With the half-quadratic regularization, the Euler equation (11) becomes linear (16) and our algorithm solves a sequence of linear systems.



- INTRAFRAME IMAGE DECODING BASED ON A NONLINEAR VARIATIONAL APPROACH -



16



INTERNATIONAL JOURNAL OF IMAGING SYSTEMS AND TECHNOLOGY



IV.EXPERIMENTAL RESULTS



A. Experimental protocol Our experiments were performed on the sequence "Interview" of size 256x256 pixels and on still image "Lena" of size 512x512 pixels, both coded at 8bits/pixel (bpp). We used a dyadic wavelet transform with the 9-7 filters [5] as projectors R and T, which is refered as one of the "best" wavelet transform [22]. Let us consider the first frame of "Interview" as an I-frame and the compression ratios achieved are 8 :1 (1 bpp), 10.66 :1 (0.75 bpp), 16 :1 (0.5 bpp) et 32 :1 (0.25bpp). The I-frame images are coded using the optimal bit-allocation algorithm given in [7]. The first image corresponds to "regular" linear inverse filtering using the wavelet transform defined above while the second one corresponds to a nonlinear inverse filtering with



(17)



Wi



−1



 ~  p = 2 log  σQ  j



    



as weighting factors for pixel i; σ Q2 j is the quantization noise energy in subband j. We use this weighting function in order to take into account the variation of the quantization noise and its energy accross the subbands. As we know the original intraframe image, it is of interest to compute the peak signal-to-ratio (PSNR) defined by (18)



 255 2 PSNR I Origin I Solution = 10 log10   MSE I Origin − I Solution 



(



)



(



)



   



We illustrate the behaviour of our algorithm with Lena image with the same experimental protocol.



B. Results
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All the functions in Table 1 have been implemented and tested ; the overall observation is that better PSNR and visual quality are obtained when convex ϕ function and non-convex ψ functions are used. We do not show examples of reconstruction with different potentials. Our aim is not to provide a rigourous comparison between these potential functions - in fact this would require more experiments and the definition of quality criteria - but to give results of the algorithm with one proper choice of ϕ function. The interested reader can refer to [14] for a comparisons between different potentials. We choose a convex ϕ function in order to prevent uncontrolled artifacts such as artificial edges and saturation ; these occur because non-convex functions involve local minima and the resulting solution is not unique. The choice of absolute entropy [18] as the ϕ function allows for the preservation of edges and the smoothing of homogeneous areas without loss of dynamic range, a phenomena which occurs with the other convex functions. We can see on Figure 7, the artifacts removal due to using of edge preserving functionals but also to the utilisation of a soft thresholding on the wavelets transforms.



Next, in order to achieve a good soft thresholding, we use the Geman and Mc Clure [21] strictly nonconvex



ψ function which allows, by its nature, more natural separation of large wavelet coefficients from smaller ones. Figure 6 shows the noise removal, i.d. the removal of "small" wavelet coefficients, with different choices of estimated parameters.( see III.C.3.3 for more detailled explanations) Experimental results are shown in Figures 7 and 8. These figures show standard wavelet coding/decoding compared to our nonlinear approach. Our nonlinear reconstruction provides a gain of 0.3 to 0.6 dB in PSNR over linear decoding (see Figure 7), and also results in an improved visual quality due to the reduction of artifacts.
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For Lena example, we use as potential ϕ-function the absolute entropy given in [18] and the equations we solve are given by (16). We assume that quantization noise energy is known across the subbands at decoder.The quantization noise energy depends on the quantization steps. Results are given Figure 9, 10 and 11. On figure 9 is shown a coded/decoded image using the method proposed in [7] with the biorthogonal filters 9-7. The compression ratio is 85:1. Decoding is ensured using the linear inverse wavelet transform. Figure 10 shows result when the proposed nonlinear decoding method is used instead of the linear one. Figure 11 shows noise removal with non-linear filtering without information losses compared from linear-filtering. The information recovery depends on quantizer model, here we have a simple quantizer model: Q(x) = x + ε where ε and x are independent. Our new decoding algorithm yields improvements in visual quality as well as a gain of about 0.6dB in Peak SNR over the linear method.



In these experiments, the parameters λ , µ and η were tuned to remove impulse noise in homogeneous areas, to preserve edges as well as dynamic range of the reconstructed image, and to ensure positivity of the decoded image. They tune the importance of the a priori in the solution: λ tune the importance of the smoothing action in the solution f, µ tune the importance of the soft thresholding action in the transformed solution Rf, and η favors the positivity of the solution f. The others parameters, δλ and δµ acts as scaling parameters as in [14] in order to tune respectively the value of the gradient for which a discontinuity is detected, and the value of the wavelet coefficient above which we do a soft thresholding. All results are presented with empirically estimated parameters that were tuned for the given test images. These parameters are experimentaly fixed to : λ ∈[10 ,30], δ λ ∈[1,3], µ ∈[1,5], δ λ ∈[1,10], η = 10 in these simulations.
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Actually, our current works focus on parameters estimation. For example, these results can be outperformed by using adaptative λ, which can be different in each zone of the solution f : λ can be weak for a zone which contains informations (textures …) and λ can be strong for an homogeneous areas.



V. CONCLUSION



This article presents a new decoding method for wavelet-based compression algorithms that questions the philosophy of using perfect-reconstruction filters when quantization noise is introduced. This method takes into account both quantization in the transform domain as well as assumptions on the reconstructed image in a spatio-frequency sense. We propose a decoding algorithm based on this new spatio-frequency method that outperforms perfectreconstruction filters. The results show an appreciable improvement in visual quality, since noise artifacts such as blocking and ringing are removed. Since neither a priori knowledge of the transformation nor the quantization is necessary, this method can be applied directly to images coded by DCT (JPEG), and other transforms (pyramidal transforms ...).



APPENDIX A Calculation of the derivative of the criterion J(f) We study how to obtain the Euler equation (11) from the criterion (10), thus, let consider the regularization term G ( f ) = ψ (Tf ).



∫



T is a linear operator on m²(Ü²). For g assumed to be of compact support and θ defined as 0 < θ < 1 , let us define: f + θg
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Let a = Tf and b = T ( f + θg ) . So, G( f + θg ) − G( f ) = ψ (b ) − ψ (a ) .



∫



for x ∈ [ψ ( T ( f + θg ) ),ψ ( T ( f )



We suppose that ψ is continuous x ∈ψ ]( T ( f + θg ) ),ψ ( T ( f )



)]



and ψ



is



derivative for



)[.



According to the Taylor formula :ψ ( b ) − ψ ( a ) = ( b − a )ψ ′( c ) for c∈] a ,b [ .



∫



Thus, G( f + θg ) − G( f ) = ( b − a )ϕ ′( c ).



We multiply by the conjugate expression a+b and obtain:



∫



G( f + θg ) − G( f ) = ( b − a )



G( f + θg ) − G( f ) 1 = θ θ



∫



b+a ψ ′( c ). b+a



(Tf



θ (Tg )2 + 2TfTg + θTg )2 − (Tf )2 ψ ′( c ) = ψ ′( c ) Tf + θTg + Tf Tf + θTg + Tf



∫



Then, we calculate the limit of this expression as θ tends toward zero.  ψ ′( Tf )  ψ ′( Tf ) TfTg  G( f + θg ) − G( f )  ψ ′( Tf ) = lim  TfTg = T *  Tf  g . = θ Tf Tf  θ → 0  Tf 



∫



∫



∫



We obtain the derivative of the regularization term G ( f ) ; Applying the same method in order to derive the data term and the other regularization terms of the criterion (9), we achieve the Euler-Lagrange equations (11).



ACKNOWLEDGMENT The authors thank Gilles Aubert from laboratory J.A Dieudonné of Nice faculty of Sciences (FRANCE) for his fruitful collaboration. They also thank, James Fowler from Ohio State University (UNITED STATES



- INTRAFRAME IMAGE DECODING BASED ON A NONLINEAR VARIATIONAL APPROACH -



OF



INTERNATIONAL JOURNAL OF IMAGING SYSTEMS AND TECHNOLOGY



21



AMERICA), currently on post-doc with I3S, Jacques Vaisey from Simon Fraser University (CANADA), and the three anonymous reviewers for their very careful reading of the manuscript and their sound advice.



- INTRAFRAME IMAGE DECODING BASED ON A NONLINEAR VARIATIONAL APPROACH -



INTERNATIONAL JOURNAL OF IMAGING SYSTEMS AND TECHNOLOGY



22



REFERENCES >@



>@ >@ >@ >@ >@



>@



>@



>@



>@



>@ >@



>@



>@



>@



>@



' /H *DOO 03(*  $ 9LGHR &RPSUHVVLRQ 6WDQGDUG IRU 0XOWLPHGLD $SSOLFDWLRQV     9RO 1R $SULO  SS  ,62 03(*  &RGLQJ 0RYLQJ 3LFWXUHV DQG $VVRFLDWHG $XGLR    ,62 03(*  *HQHULF &RGLQJ RI 0RYLQJ 3LFWXUHV DQG $VVRFLDWHG $XGLR 5HFRPPHQGDWLRQ +     :%3HQQHEDNHU DQG -/0LWFKHOO -3(* 6WLOO ,PDJH 'DWD &RPSUHVVLRQ 6WDQGDUG 9DQ 1RVWUDQG 5HLQKROG 1HZ 























des documents recommandant







[image: alt]





A Nonlinear Stein Based Estimator for Multichannel Image ... - CiteSeerX 

Oct 24, 2007 - the estimator was motivated by a multivariate Bernoulli-Gaussian model ...... 5We employ the Curvelab 2.0 toolbox which can be downloaded ...










 


[image: alt]





mr image enhancement: a pde-based approach ... - Aymeric Histace 

promising tools, but generally needs to be adapted to the imaging context (PET, CT, ... In (Deriche and Faugeras, 1996), authors pro- pose a global scheme for ...










 


[image: alt]





A BAYESIAN APPROACH FOR NONLINEAR INVERSE SCATTERING 

We set this problem as one of estimation and pro- ... The Maximum A Posteriori estimate determi- nation leads to a multi-modal ... this nonlinear ill-posed inverse problem within a Bayes- .... where u plays the role of a regularisation parameter.










 


[image: alt]





Nonlinear Signal Processing A Statistical Approach 

of Nokia, Dr. Alan Bovik and Dr. Ilya Shmulevich, both of the University of Texas, ..... our signal consists of a single point (N = 1) and ,B is the mean, the pdf of the data .... higher-order statistics become less reliable in impulsive environments










 


[image: alt]





Nonlinear Signal Processing A Statistical Approach .fr 

tems and nonGaussian processes emerge in a broad range of applications ... 0 A companion PowerPoint presentation with more than 500 slides available ... the National Science Foundation and the Army Research laboratories, under ..... where Wi o Xz(n) 










 


[image: alt]





A Nonlinear Model-Based Control Method for 

a control law which utilizes the inherent nonlinearities and hysteresis. To illustrate ... rod axis, moments align in the sense depicted in Fig- ure 2c and signi cant ...










 


[image: alt]





Error Rate Estimation Based on Soft Output Decoding and its 

(ME), is to compare the mean of the output LLRs values with a pre-defined ... max-log-MAP decoders are totally insensitive to such error. However, in it is shown ...










 


[image: alt]





A fictitious domain approach for Fluid-Structure Interactions based on 

a mixed finite element method, and a Dirichlet condition is imposed by a Lagrange .... (see [3,4,12] for instance) do not introduce the Lagrange multiplier and so do not ..... [3] R. Becker, E. Burman, P. Hansbo, A hierarchical NXFEM for fictitious .










 


[image: alt]





A Nonlinear Model-Based Control Method for 

main wall movement is reversible which leads to anhys- teretic (hysteresis free) .... the nonnegative matrix G penalizes large terminal val- ues of the state.










 


[image: alt]





A diagnosis approach based on Fuzzy Logic ... - Olivier de Mouzon 

This study presents a fuzzy logic framework for fault diagnosis problems. ... problem: Siemens VDO Automotive engine dyno tests benches, Toulouse (France).










 


[image: alt]





Nucleation of nanoparticles: a microscopic approach based on 

duced plasma spectroscopy. We demonstrate the ... made of aluminium and oxygen atoms. We first ... a MÃ¸ller-Plesset perturbation theory (MP2). Then, this ...










 


[image: alt]





A Decentralized Approach to Network Coding Based on Learning 

ement field F which is selected with respect to the number of network sinks [4] ... faster than the random method of [4] with the same complexity order ... Reinforcement Learning (RL) [6] is a reward-punishment ... Each trial is named an episode.










 


[image: alt]





A hierarchical approach to elastic registration based on ... - CiteSeerX 

obtained by different modalities, different image acquisition techniques, or different object preparation procedures. A fundamental task in the integration of image ...










 


[image: alt]





A new source separation approach based on time ... - CiteSeerX 

Group, Institute of Sound and. Vibration ... this theory to real speech source signals and present the ... This problem is called Blind Source Separation (BSS) and ..... x 104 temporal window frequency. 1/variance. Figure 12: Time Frequency ...










 


[image: alt]





A new source separation approach based on time ... - CiteSeerX 

on a series of short half-overlapping time windows Ð“i. We keep the frequency windows Ï‰Ï³ given by the short-time Fou- rier transform: var[a(Ð“i, Ï‰Ï³)] = E[(a(Ð“i, ...










 


[image: alt]





A robust image watermarking technique based on ... - IRCCyN 

Jul 5, 2005 - watermarking schemes using advanced perceptual masks, in order to best thwart ... ing the digital rights management, the main requirements are the copyright ... This observation brought the Spread Spectrum theory into wa-.










 


[image: alt]





Image and Video Compression Scheme Based on 

Abstractâ€”This paper presents an image, then a video, com- pression scheme based on a restoration process applied to a trans- form domain. Most of the ...










 


[image: alt]





Image alignment based on invariant features for 

Hong Kong, China b Department of Computer Science and Technology, Peking University, Beijing, China. Received 24 July 2001; received in revised form 1 ...










 


[image: alt]





NEW IMAGE ENCRYPTION METHOD BASED ON ICA A. Alfalou, IEEE 

multiplying the image spectrum with one or more defined masks. This results can be considered as a modification of the spectral distribution in order encrypt ...










 


[image: alt]





Velocity measurements based on shadowgraph-like image 

Mar 28, 2013 - liquid phase, including scrambled grey-level structures connected to turbulence. ... correlation algorithm can be used to extract partial velocity information without seeding ..... ciated to pressure or/and temperature variations.










 


[image: alt]





IMAGE COLLECTION STRUCTURING BASED ON EVIDENTIAL 

IMAGE COLLECTION STRUCTURING BASED ON EVIDENTIAL ACTIVE LEARNER. HervÃ© GoÃ«au, Olivier Buisson, Marie-Luce Viaud. Institut National de l' ...










 


[image: alt]





A corpus-based approach to Information Extraction 

some original proposals implicating Topic Detection, Lexical Tuning and Intelligent ... service systems, Information Extraction, Human-computer interaction.










 


[image: alt]





A corpus-based approach to Information Extraction 

Statistical Sense Disambiguation with Relatively Small Corpora using. Dictionary Definitions. Proceedings of the 33rd Annual Meeting of the ACL. MUC-5 (1993) ...










 


[image: alt]





a trait-based approach - Camille Albouy 

We compiled the geographical distribution of endemic (n=81) and exotic fishes ... ecological interactions between endemic and exotic fishes are more likely to.










 














×
Report intraframe image decoding based on a nonlinear variational approach





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



