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PREFACE This handbook is intended as a reference for ﬁnancial managers, credit and security analysts, bankers, lawyers, accountants, auditors, and educators, whose decisions encompass the international dimensions of ﬁnancial analysis, reporting, and control. It expands and updates the topical coverage of its award-winning predecessor, The Handbook of International Accounting, and, in its second edition, the International Accounting and Finance Handbook. Its new title, International Finance and Accounting Handbook, emphasizes the fact that many of the decision models for accounting, auditing, and ﬁnancial reporting come from ﬁnance. As ﬁnancial decisions are premised to a large extent on accounting data, providers of ﬁnancial information cannot add value unless they are cognizant of the operating processes, products, and decision needs of the user. The key ingredient of any successful handbook is the expertise of its contributors. On this score, the element that binds the authors of this collaborative effort is their commitment to excellence. It has been, and continues to be, a pleasure and a privilege to be associated with this elite group of authors who combine both technical know-how with practical experience. Indeed, a distinctive feature of this work is the balance between academic and practicing contributors, with many chapters being a collaboration between town and gown. This volume is divided into the following parts: • Part I: Globalization of Financial Markets. A comprehensive examination of current trends in the international markets for ﬁnancial capital, services, and regulation. • Part II: Financial Analysis. Examines the decision models of users in the areas of foreign investments, treasury management, risk management, corporate valuation, bankruptcy prediction, and portfolio analysis. • Part III: World Scene of Accounting and Reporting Practices. Details the diversity that characterizes accounting measurements, corporate ﬁnancial disclosure, and auditing standards. • Part IV: International Accounting Harmonization. Describes the institutional responses to international accounting diversity at the regional and international levels. • Part V: Reporting Issues. Covers standards and practices applying to multinational consolidations, ﬁnancial derivatives, changing prices, asset securitization, segmental and foreign operations, social and environmental disclosures, corporate governance, ﬁnancial control, performance measurement, and information systems. • Part VI: International Transfer Pricing and Taxation. Comprehensive treatment of objectives, policies, worldwide regulations, and practice treatments. xv
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• Part VII: International Auditing. Provides insights into both internal and external auditing requirements in a post-Enron world. I wish to thank Sheck Cho, Executive Editor at John Wiley & Sons, Inc., who has been with this volume from its inception, and whose encouragement, support, and patience is much appreciated. I also thank Ms. Mary-Grace Tomecki for her assistance in riding herd on late manuscripts. Above all, I am indebted to the select group of contributors who unselﬁshly gave of their time to contribute to this distinctive undertaking and who add immeasurably to the success of this wonderful team effort. FREDERICK D.S. CHOI New York, New York July 2003
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1.1 INTRODUCTION. Financial people know in their bones that their profession goes back a long way. Its frequent association with “the world’s oldest profession” may simply be because it is almost as old. After all, the essential technology of ﬁnance is simple, requiring little more than arithmetic and minimal literacy, and the environment in which it applies is universal—that is, any situation that involves money, property, or credit, all of which are commodities that have been in demand since humankind’s earliest days. These ﬁnancial commodities have been put to use to facilitate trade, commerce, and investment and to accommodate the accumulation, preservation, and distribution of wealth by states, corporations, and individuals. Financial transactions can occur in an almost inﬁnite variety, yet they always require the services of banks, whether acting as principal or as agent, and ﬁnancial markets in which they can operate. Banks have predominantly been local institutions throughout their history, but many have sought international expansion to follow clients abroad or to offer services not available in other countries. Banks have a long history: a history rich in product diversity, international scope, and continuous change and adaptation. Generally, change has been required to adjust
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to shifting economic and regulatory conditions, which have on many occasions been drastic. On such occasions banks have collapsed, only to be replaced by others eager to try their hand in this traditionally dangerous but proﬁtable business. New competitors have continually appeared on the scene, especially during periods of rapid economic growth, opportunity, and comparatively light governmental interference. Competitive changes have forced adaptations, too, and in general have improved the level and efﬁciency of services offered to clients, thereby increasing transactional volume. The one constant in the long history of banking is, perhaps, the sight of new stars rising and old ones setting. Some of the older ones have been able to transform themselves into players capable of competing with the newly powerful houses, but many have not. Thus, the banking industry has much natural similarity to continuous economic restructuring in general. It is doubtful, however, that there has ever been a time in the long history of banking that the pace of restructuring has been greater than the present. Banking and securities markets during the 1980s and 1990s in particular have been affected by a convergence of several exceptionally powerful forces—deregulation and re-regulation, disintermediation, the introduction of new technology and product innovation, crossborder market integration, and greatly increased competition and consolidation—all of which have occurred in a spiraling expansion of demand for ﬁnancial services across the globe. Bankers today live in interesting—if exhausting and hazardous— times. In this chapter we will have a look at how we got to where we are today, at the characteristics of the wholesale ﬁnancial services markets in the early twenty-ﬁrst century, and some of the unresolved issues that will affect the industry’s future. 1.2 ROOTS OF MODERN BANKING. Our modern economic and ﬁnancial heritage begins with the coming of democratic capitalism, around the time of Adam Smith (1776). Under this system, the state does not intervene in economic affairs unnecessarily, removes barriers to competition and subsidies to favored persons to allow competition to develop freely, and, in general, does not prevent or discourage anyone willing to work hard enough—and who also has access to capital—from becoming a capitalist. A hundred years after Adam Smith, England was at the peak of its power. Politically, it ruled 25% of the Earth’s surface and population. The British economy was by far the strongest and most developed in the world. Its traditional competitors were still partly asleep. France was still sorting itself out after a century of political chaos and a war with Prussia that had gone wrong. Germany was just starting to come together politically, but still had a way to go to catch up with the British in industrial terms. The rest of Europe was not all that important economically. There was a potentially serious problem, however, from reckless and often irresponsible competition from America that fancied itself as a rising economic power. Otherwise, the horizon was comparatively free of competitors. British industry and ﬁnance were very secure in their respective positions of world leadership in the 1870s. English ﬁnancial markets had made it all possible according to Walter Bagehot, the editor at the time of The Economist, who published a small book in 1873 titled Lombard Street, which described these markets and what made them tick. England’s economic glory, he suggested, was based on the supply and accessibility of capital. After all, he pointed out, what would have been the good of inventing a railroad back in Elizabethan times if there was no way to raise the capital to build it? In poor countries there were no ﬁnancial resources anyway, and in most European countries
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money stuck to the aristocrats and the landowners and was unavailable to the market. But in England, Bagehot boasted, there was a place in the City of London—called Lombard Street—where “in all but the rarest of times, money can be always obtained upon good security, or upon decent prospects of probable gain.” Such a market, Bagehot continued, was a “luxury which no country has ever enjoyed with even comparable equality before.” However, the real power in the market, Bagehot went on to suggest, is its ability to offer the beneﬁts of leverage to those working their way up in the system, whose goal is to displace those at the top. “In every district,” Bagehot explained, “small traders have arisen who discount their bills largely, and with the capital so borrowed, harass and press upon, if they do not eradicate, the old capitalist.” The new trader has “obviously an immense advantage in the struggle of trade”: If a merchant has £50,000 all his own, to gain 10% on it he must make £5,000 a year, and must charge for his goods accordingly; but if another has only £10,000 and borrows £40,000 by discounts (no extreme instance in our modern trade), he has the same capital of £50,000 to use, and can sell much cheaper. If the rate at which he borrows be 5%, he will have to pay £2,000 a year [in interest]; and if, like the old trader he makes £5,000 a year, he will still, after paying his interest, obtain £3,000 a year, or 30% on his own £10,000. As most merchants are content with much less than 30%, he will be able, if he wishes, to forego some of that proﬁt, lower the price of the commodity, and drive the old-fashioned trader—the man who trades on his own capital—out of the market.



Thus, the ambitious “new man,” with little to lose and access to credit through the market, can earn a greater return on his money than a risk-averse capitalist who borrows little or nothing. The higher return enables the new man to undercut the other man’s prices and take business from him. True, the new man may lose on the venture, and be taken out of the game, but there is always another new man on his way up who is eager to replace him. As the richer man has a lot to lose, he risks it less, and thus is always in the game, continually defending himself against one newcomer or another until ﬁnally he packs it in, retires to the country, and invests in government securities instead. “This increasingly democratic structure of English commerce,” Bagehot continued, “is very unpopular in many quarters.” On one hand, he says, “it prevents the long duration of great families of merchant princes . . . who are pushed out by the dirty crowd of little men.” On the other hand, these unattractive democratic defects are compensated for by one great excellence: no other country was ever so little “sleepy,” no other was ever so prompt to seize new advantages. A country dependent mainly on great ‘merchant princes’ will never be so prompt; there commerce perpetually slips more and more into a commerce of routine. A man of large wealth, however intelligent, always thinks, “I have a great income, and I want to keep it. If things go on as they are, I shall keep it, but if they change I may not keep it.” Consequently he considers every change of circumstance a bore, and thinks of such changes as little as he can. But a new man, who has his way to make in the world, knows that such changes are his opportunities; he is always on the lookout for them, and always heeds them when he ﬁnds them. The rough and vulgar structure of English commerce is the secret of its life . . .1
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Bagehot, Lombard Street, A Description of the Money Market (London: Henry S. King & Co., 1873), 1–20.
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In 1902, a young American named Bernard Baruch took Bagehot’s essay to heart and made himself the ﬁrst of many millions in a Wall Street investment pool, buying control of a railroad on borrowed money. The United States had come of age ﬁnancially around the turn of the century, and Wall Street would soon displace Lombard Street as the world’s center of ﬁnance. (a) The Rise of the Americans. Early in the century, J.P. Morgan organized the United States Steel Corporation, having acquired Carnegie Steel and other companies in a transaction valued at $1.5 billion—an amount worth perhaps $30 billion today. This was the largest financial deal ever done, not surpassed until the RJR–Nabisco leveraged buyout transaction in 1989, and it occurred in 1902 during the first of six merger booms to take place in the United States during the twentieth century and first years of the twenty-first century. Each of these booms was powered by different factors. But in each, rising stock markets and easy access to credit were major contributors. By the early 1900s New York was beginning to emerge as the world’s leading ﬁnancial center. True, many American companies (especially railroads) still raised capital by selling their securities to investors in Europe—they also sold them to American investors. These investors, looking for places to put their newly acquired wealth, also bought European securities; perhaps thinking they were safer and more reliable investments than those of American companies. By the early years of the twentieth century it was commonplace to ﬁnd European, Latin American, and some Asian issues in the New York market. This comparatively high level of market integration proved especially beneﬁcial when World War I came—both sides in the conﬂict sought funds from the United States, both by issuing new securities and by selling existing holdings, though the Allied Powers raised by far the larger amounts. After World War I, America’s prosperity continued while Europe’s did not. Banks had a busy time, raising money for corporations, foreign governments, and investment companies and making large loans to investors buying securities. Banks were then “universal.” That is, they were free to participate in commercial banking (lending) and investment banking, which at the time meant the underwriting, distribution, and trading of securities in ﬁnancial markets. Many of the larger banks were also involved in a substantial amount of international business. There was trade to ﬁnance all over the world, especially in such mineral-rich areas as Latin America and Australia. There were new securities issues (underwritings) to perform for foreign clients, which in the years before the 1929 crash aggregated around 25% of all business done. There were correspondent banking and custodial (safekeeping) relationships with overseas counterparts and a variety of overseas ﬁnancial services to perform for individuals, both with respect to foreigners doing business in the United States and the activities abroad of Americans. The stock market crash in 1929 was a global event—markets crashed everywhere, all at the same time, and the volume of foreign selling orders was high. The Great Depression followed, and the banks were blamed for it, although the evidence has never been strong to connect the speculative activities of the banks during the 1920s with either the crash or the subsequent depression of the 1930s. Nonetheless, there were three prominent results from these events that had great effect on American banking. The ﬁrst was the passage of the Banking Act of 1933 that provided for the Federal Deposit Insurance system and the Glass–Steagall provisions that completely separated commercial banking and securities activities. Second was the depression it-
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self, which led in the end to World War II and a 30-year period in which banking was conﬁned to basic, slow-growing deposit taking and loan making within a limited local market only. And third was the rising importance of the government in deciding ﬁnancial matters, especially during the post-war recovery period. As a consequence, there was comparatively little for banks or securities ﬁrms to do from the early 1930s until the early 1960s. By then, world trade had resumed its vigorous expansion and U.S. banks, following the lead of First National City Bank (subsequently Citicorp, now part of Citigroup), resumed their activities abroad. The successful recovery of the economies of Western Europe and Japan led to pressures on the ﬁxed-rate foreign exchange system set up in 1944. The Eurodollar market emerged from a surplus of U.S. currency available outside the country; then the Eurobond market followed and the reattraction of banks and investment banks to international capital market transactions. (b) Global Banking Reemerges. Next came the 1971 collapse of the ﬁxed exchange rate system in which the dollar was tied to gold and other currencies were tied to the dollar. Floating exchange rates set by the market replaced this system, obviating the need for government capital controls. In turn, this led to widespread removal of restrictions on capital ﬂows between countries, and the beginnings of the global ﬁnancial system that we have today. This system, which is based on markets setting prices and determining the ﬂow of capital around the world, has drawn many new players—both users and providers of banking and capital market services. Competition among these players for funds, and the business of providing them, has greatly increased both the stakes and the risks of the banking and securities businesses. But the volume and size of transactions increased steadily through the 1970s and 1980s. The effects of competitive capitalism have been seen and appreciated during the past decades as they have not been since 1929. The 1980s witnessed further rounds of deregulation and privatization of government-owned enterprises, indicating that governments of industrial countries around the world found private-sector solutions to problems of economic growth and development preferable to state-operated, semisocialist programs. Massive deregulation of ﬁnancial markets occurred in the United Kingdom and several other countries. The Single Market Act and Economic and Monetary Union initiatives of the European Union (EU) promised stimulating effects on European business and ﬁnance. Deregulation in Japan has (rather more gradually) freed vast sums of capital to seek investment overseas and to create active global securities markets in Tokyo. Most large businesses are now effectively global, dealing with customers, suppliers, manufacturing, and information centers all over the world. Many corporations are repositioning themselves strategically because of changes in their industry and in traditional markets and among their competitors. In Europe, for example, most sizeable ﬁrms must consider themselves as at least continental players, not just national players. The European market, in aggregate, is as large as the market for goods and services in the United States; indeed, it is larger if you include Eastern Europe. No important competitor in any industry can afford not to be active in such a market, but neither can it neglect the markets in the United States. And all competitors seem interested in the emerging markets for goods and services that are developing in India, China, South Asia, and Latin America since these regions began to adopt market economies in a capitalistic form. Global companies have thus become active in world
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markets as never before, and as a result have become major consumers of international ﬁnancial services of many types: for capital raising, mergers and acquisitions, and foreign direct investments; for foreign exchange and commodity brokerage; and for investment and tax advice. Governments and ﬁnancial institutions also have become major users of these ﬁnancial services for the investment of reserves, the issuance of debt securities, the privatization of state-owned enterprises, the sale of deposits and other bank liabilities, mutual funds, and a variety of investment and hedging services. 1.3 BANKING TODAY: SURVIVAL OF THE FITTEST. Global banking and capital market services proliferated during the 1980s and 1990s as a result of a great increase in demand from companies, governments, and ﬁnancial institutions, but also because ﬁnancial market conditions were buoyant and, on the whole, bullish. Interest rates in the United States declined from about 15% for two-year U.S. Treasury notes to about 5% during the 20-year period, and the Dow Jones Index increased nearly 14-fold, driving prices higher in ﬁnancial markets all over the world. Indeed, ﬁnancial assets grew then at a rate approximately twice the rate of the world economy, despite signiﬁcant and regular setbacks in the markets in 1987, 1990, 1994, 1998, and 2001. Such growth and opportunity in ﬁnancial services, however, entirely changed the competitive landscape—some services were rendered into commodities, commissions and fees were slashed, banks became bold and aggressive in offering to invest directly in their clients’ securities without the formation of a syndicate, traditional banker–client relationships were shattered, and, through all this, a steady run of innovation continued—new products, practices, ideas, and techniques for improving balance sheets and earnings. As a result, many ﬁrms were unable to remain competitive, some took on too much risk and failed, and others were taken up in mergers or consolidations. Great banking houses such as Baring Brothers, Chase Manhattan, Dillon Read, Dresdner Bank, First Boston, Industrial Bank of Japan, Kidder Peabody, Kuhn Loeb, Midland Bank, J.P. Morgan, National Westminster Bank, Salomon Brothers, Union Bank of Switzerland, and Yamaichi Securities all disappeared into mergers or liquidation. The 1980–2000 years were a difﬁcult time for many banks, but a time of great opportunity for others. For their clients, however, it was a time of prosperity in which the pendulum of proﬁtability swung from favoring the manufacturers of ﬁnancial services to their users.



Market integration has been accelerated by several factors that have occurred during the past 20 years. The end of the need for foreign exchange controls has resulted in a free ﬂow of capital between markets of industrially developed countries. Deregulation has removed barriers that impeded access to markets in different parts of the world, by both issuers and ﬁnancial service providers. Massive improvements in telecommunications capability has made it possible for information available in one part of the world (such as bond prices) to be simultaneously available in many other places. And advances in ﬁnancial technology (and the infrastructure to support it), such as swaps and other derivatives, have made it possible to take advantage of many new ﬁnancing opportunities. For example, in 1997, the U.S. Federal National Mortgage Association (FNMA) issued ﬁve-year notes denominated in Australian dollars that were sold in the United States, Europe, Asia, and Australia. These notes were priced at a rate very close to the Australian government bond rate, taking advantage of very strong market conditions in Australia



(a) Market Integration in 2000.
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at the time. FNMA, advised by a Swiss bank (UBS-Warburg), was able to arrange a simultaneous U.S. dollar/Australian dollar currency swap that enabled FNMA to convert its forward payment obligations in Australian dollars into U.S. dollars. Because the terms of the new issue were very attractive to FNMA, and the cost of the swap was also, the borrower was able to secure funds from an entirely new source at an allin cost somewhat less than (or certainly no greater than) the cost of funds available to it in the New York market. The swap had been a form of arbitrage that linked the Australian and U.S. bond markets and made a global distribution of the new bonds to international investors possible. FNMA had in the past issued its securities in the Eurobond market also, where investors there must “bid” for the paper in competition with U.S. investors. This continuous stream of new issues (which are frequently accompanied by currency or interest rate swaps) that harness the investment demands of institutional investors all over the world has created a highly integrated world market for debt securities. Bond market investors, after all, see bonds partly as commodities with two distinctive characteristics only—they represent a certain credit quality (deﬁned by bond ratings) and they extend for a certain duration. An AA bond with a maturity of 12 years and fairly standard call provisions will be expected to provide a certain yield to investors. The bond may be packaged with a swap and sold to investors in any number of different currencies. But in all major bond markets the price of such bonds, translated into home market currency through the swap market, will be about the same, thus indicating a high degree of correlation of returns and therefore of market integration. There is a much lesser degree of market integration in the case of equities. Each stock is unique, representing not a ﬁxed income return for a speciﬁed time but only the prospect of future dividends for an indeﬁnite time. These prospects are still signiﬁcantly differentiated by national economic conditions (such as labor and capital costs) and other factors that make DaimlerChrysler different from Ford and Toyota. Stock market returns in different countries are not highly correlated as a result, though with increasing international and cross-border investment these correlations are rising, and within certain regions (such as the eurozone within the EU) equity market correlations are starting to become signiﬁcant. The merger and acquisition market (sometimes thought of as the market for corporate control) has also experienced considerable integration since the mid-1980s, when mergers outside the United States ﬁrst came to be signiﬁcant. In 1985, for example, 89.4% of all global merger and acquisition transactions occurred within the United States or involved either a U.S. buyer or seller. In 1995 that percentage had decreased to 58.8%, and by 2001 to 48.8%. Indeed, after 1999, more mergers occurred outside the United States than within. For the entire period from 1985 through 2001, $12.8 trillion of global mergers and acquisitions have been completed, of which $5.5 trillion were within the United States, $1.9 trillion involved crossborder deals in which one side was a U.S. company, and $5.3 trillion of completed transactions occurred outside the United States, of which $5.0 trillion occurred within Europe. The merger market requires a healthy supply of willing parties, an availability of capital to ﬁnance the deals, transactional know-how and an environment free of impediments to takeovers in order for deals to be done. For international deals, these requirements must apply globally, which, for the most part, they have. The last set of conditions, freedom from barriers to takeovers, does not exist everywhere—nor does it exist anywhere in completely pure form—but many countries, such as Japan, Ger-
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many, and several emerging markets in which cross-shareholdings are considerable, access to corporate control is not always available in the market. Over the years, however, barriers to takeovers have been falling and speciﬁc barriers to takeovers by foreign corporations are disappearing quickly. (b) Competitive Issues. The effects of wide-scale market integration, together with greatly increased demand for sophisticated financial services, put great pressure on banks and investment banks seeking to secure a significant share of this rapidly growing and lucrative market. Chief financial officers (CFOs) quickly learned that there were many possibilities for creative, beneficial financing available to them, but they could not expect to receive all of the best ideas and lowest quotes from just one firm. The days of the so-called traditional, “exclusive” investment banking relationship were numbered. Large companies with undisputed access to capital markets around the world would receive frequent proposals from bankers, and before long they began to deal with several. Competitive biddings for conventional new issues became common; exclusive relationships were abandoned, especially after the Securities and Exchange Commission (SEC) adopted Rule 415 that provided for instant access to markets by issuers using a “shelf registration.” “Proprietary” financing ideas, however, were reserved for the bank first submitting the idea, such as the global Australian dollar bond issue proposed to FNMA by UBS-Warburg. Of course, once a proprietary idea was revealed, anyone could copy it, and in such cases the mandates would go to the bank bidding the highest price. Banks now had to compete on the basis of best ideas or highest prices even for their traditional clients’ business. To be competitive meant opening offices in London, Tokyo, and other locations; developing very advanced trading skills; and being willing to acquire and manage large positions in securities to accommodate clients. Firms must also be able to collect price information from all over the world and analyze it effectively before a competitor was able to in order to stay competitive with the best players. It was difficult, expensive, and risky to do all of these things, and some firms stumbled along the way. However, for those who succeeded, the enormous increase in transactional volume—in stocks, bonds, derivatives, and mergers—provided adequate room for fees and commissions to be compressed and still leave plenty for those able to land the mandates. Throughout the last 20 years of the last century, however, there was continuous turmoil in and deregulation of the banking industry that changed that industry profoundly. Rapidly rising interest rates in the 1970s squeezed savings and loan organizations, and certain banks in the United States and Europe accustomed to mortgage lending, to the point of a crisis in the industry. Too many low ﬁxed-interest-rate mortgage loans had been made with money obtained by the bank from the short-term deposit market. To offset the problem, some banks made riskier loans in order to gain higher interest rate returns. An ensuing credit crunch was very painful to many such banks, and many failed or nearly failed during the 1980s. Regulators were required to intervene extensively, limiting the freedom of banks and their capacity for growth. During this period, many corporate clients abandoned banks as a source of ﬁnance and turned instead to capital markets. In the early 1990s, banks argued that they had survived the worst and were ready to compete for business again, but banking regulations prevented them from keeping up with their investment banking competitors for business in the wholesale market. Regulators were sympathetic, believing that more competition in ﬁnancial markets would lower costs of capital and stimulate in-



1.3 BANKING TODAY: SURVIVAL OF THE FITTEST



1•9



dustrial growth and restructuring. As a result, in the United States the McFadden Act restricting banks’ interstate activities was repealed. So was the Glass-Steagall Act, which since 1933 had separated commercial and investment banking. The United States also participated in the Basel Agreement (among 12 leading ﬁnancial countries) to require banks to maintain a minimum amount of capital relative to their riskweighted assets. In Europe, the EU adopted the Second Banking Directive that allowed banking operations to extend to any member country. In Japan, provisions similar to Glass-Steagall were also repealed. So banks were now free to plunge into the investment banking business to win back their clients from the capital markets to which they had migrated in such large numbers. But investment banking was risky and involved entirely different skills from the deposit-taking and loan-making commercial banking business they knew well, despite many changes related to credit cards, automated teller machines (ATMs), and a variety of different consumer products. As a result, most American, European, and Asian banks chose to stay focused on consumer and small business ﬁnance (including all companies with no or limited access to capital markets) within their national markets and to ignore (or at least deemphasize) the more complex, global wholesale sector which comprised syndicated bank loans, securities underwriting and placements, and merger and acquisition advisory work. But, of course, a handful of the largest banks with the longest history of corporate banking relationships—in the United States, Europe, and Japan—elected to compete for a fair share of their clients’ lending, securities, and merger businesses. But it was difﬁcult for many of them to develop the necessary product skills and support capabilities. It was also necessary to project those capabilities into markets in the United States, Europe, and Asia in competition always with ﬁrms with greater product expertise and regional knowledge. This task was especially difﬁcult for Japanese banks, hugely powerful at the end of the 1980s, but very diminished by the Japanese stock market decline, loan write-offs, and the many bank failures and forced mergers that occurred during the 1990s. Finally, the period of the 1980s and 1990s saw many changes in the competitive alignments within the ﬁnancial services industry. Many banks demonstrated a preference for the “universal banking” model so prevalent in Europe. Universal banks were free to engage in all forms of ﬁnancial services, make investments in client companies, and function as much as possible as a “one-stop” supplier of both retail and wholesale ﬁnancial services. (Others would say that these banks had become ﬁnancial “conglomerates” and the end of the 1990s had become unwieldy and inefﬁcient.) Even then, however, some European universal banks chose to rid themselves of some of their activities that siphoned off proﬁts, especially their securities businesses and investing in the shares of their industrial clients. Many of these banks would be better off, they thought, specializing in either retail or wholesale services, but not both. Others took an opposite view, so there were many different strategic alignments. Many such possible alignments could be accomplished only by large acquisitions, and there were many of them. As a result, the process narrowed the ﬁeld of competition in wholesale services considerably. By the end of 2000, a year in which a record level of ﬁnancial services transactions with a market value of $10.5 trillion occurred, the top ten banks commanded a market share of more than 80% and the top ﬁve, 55%. Of the top ten banks ranked by market share, seven were large universal-type banks (three American and four European), and the remaining three were large U.S. investment banks who between them accounted for a 33% market share.
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1990 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



2001



Industrial Bank of Japan Fuji Bank Mitsui Taiyo Kobe Bank Sumitomo Bank Dai-Ichi Kangyo Bank Mitsubishi Bank Sanwa Bank Nomura Securities Long-Term Credit Bank Allianz Tokai Bank Mitsubishi Trust & Banking Deutsche Bank American International Group Bank of Tokyo



57.1 52.0 46.3 46.0 44.8 44.0 41.2 25.5 24.8 24.6 21.3 17.2 16.4 16.3 15.9



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



Citigroup American International Group HSBC Holdings Berkshire Hathaway Bank of America Fannie Mae Wells Fargo J.P. Morgan Chase Royal Bank of Scotland UBS Allianz Morgan Stanley Dean Witter Lloyds TSB Barclays Credit Suisse



259.7 207.4 109.7 100.2 99.0 79.5 73.7 71.7 69.4 67.1 62.9 61.4 60.3 55.2 51.3



Source: Morgan Stanley Capital International. Exhibit 1.1.



Top Financial Firms, Market Capitalization, End Year ($billion).



Consolidation in the industry and concentration of market share had already achieved substantial levels by the year 2000. (See Exhibit 1.1.) But not all ﬁnancial service providers were banks. Large corporate players were beginning to ﬁnd their way into the ﬁnancial service community, offering competition to established banks. Many of these players had been ignored before their businesses began to overlap. Most prominent among these corporate players were ﬁnance subsidiaries of large industrial companies, such as General Electric Capital Services, General Motors Acceptance Corporation, Ford Motor Credit, and others. There were further disturbances in the competitive force by such insurance giants as American International Group, Berkshire Hathaway, and Allianz and such mortgage ﬁnance giants as FNMA and its siblings. Indeed, by the end of 2001 the market capitalization of the world’s 15 largest ﬁnancial services providers included four nonbanks (though Allianz, which is included, has since acquired Dresdner Bank). The top 15 such companies included eight U.S. ﬁrms and seven Europeans—four British, two Swiss, and one German). By comparison, at the end of 1990, the 15 largest ﬁnancial ﬁrms by market capitalization contained 12 Japanese ﬁrms, two German, and one American. The Japanese ﬁrms, within the decade, disappeared from the list entirely. (See Exhibit 1.2.) 1.4 FACING THE FUTURE. It is difﬁcult to predict the future and this chapter is not going to attempt it, except to note that there are now certain conditions in place that will affect how the future develops, and we can rely on these conditions to remain in place for some time.



Certainly, the market integration that has developed among the United States, Europe, and Japan will continue to send both borrowers and investors to the cheapest markets, and their experience will reinforce the



(a) Market Integration is Irreversible.
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10.81% 10.35% 9.65% 8.43% 8.20% 6.99% 5.58% 5.29% 4.99% 3.83% 3.12% 2.38% 2.34% 2.22% 2.17%



278,375 514,476 37,987 43,953 20,060 42,485 33,870 83,423 32,760 238,057 48,339 58,742 30,869 28,938 4,492



Syndicated Bank Loans 429,342 299,192 367,429 238,695 225,691 303,724 220,815 206,799 237,902 151,205 49,202 72,722 83,018 49,829 130,706



Global Debt U/W & Private Placement 476,149 428,011 597,350 748,990 626,839 426,358 212,449 119,269 172,180 67,116 343,353 29,173 36,599 90,569



4,824 4,767 3,650



M&A Advisory Announced



48,789 14,644 61,324 60,928 44,446 44,225 29,662 16,946 18,428 5,746 29,729



Global Equity U/W & Private Placements



Global Wholesale Banking Rankings: 2001: Full Credit to Book—Running Manager Only ($ million).



Citigroup (4) JP Morgan Chase (1) Merrill Lynch (5) Goldman Sachs (3) Morgan Stanley (2) Credit Suisse Group (6) UBS-Warburg (9) Deutsche Bank (12) Lehman Brothers (11) Bank of America (8) Dresdner Bank (10) Barclays (15) ABN AMRO (7) BNP Paribas (16) Bear Stearns (17)



Firm (Rank 2000)



Exhibit 1.2.
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Rank



Market Share



640,797 538,515 608,608 369,735 505,256 395,483 470,308 491,265 403,508 202,344 69,822 281,110 258,323 264,007 146,269



MTNs Arranged



1,873,452 1,794,838 1,672,698 1,462,301 1,422,292 1,212,275 967,104 917,702 864,778 664,468 540,445 412,574 406,207 384,140 375,686



Total
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international character of the wholesale market place. This market nexus will encourage other countries and regions to tie into it (e.g., as the countries of the EU have done by allowing the transnational Euromarket to become the principal wholesale ﬁnancial market for the entire region) and to integrate their own markets to it. Much of this has already happened and will no doubt continue in more advanced emerging market countries. (b) Regulation Will Continue to Converge. The wholesale market largely consists of institutions, corporations, governments, and sophisticated investors. This group does not need much protection from government securities regulators (in Europe there is no government body that regulates the Euromarkets, and in the United States securities sold to qualiﬁed investors may be exempt from registration requirements), and the absence of such regulation is a considerable economic beneﬁt to the market. However, regulation of ﬁnancial exchanges and of conduct of professional operators is developing in the EU and following established American principles. Regulation of minimum levels of capital for banking institutions, though a continuing work in progress, has developed to embrace all major capital market countries. Surely, these regulatory matters will continue along the paths they are now committed to. The result, however, suggests a moderate amount of reasonable regulation, which is healthy for an integrated, global ﬁnancial marketplace. (c) Competition Will Continue to Provide Beneﬁts to Users of Financial Services.



The bigger, more robust the market, the more attractive it will be to competitors. There are still many competitors large enough to attempt to secure a prominent position in the market, though the identity of these competitors has changed considerably over time. No doubt this will continue, as will the ongoing debate over whether universal banks with large balance sheets will dominate, or whether quick-adapting, ﬂexible, smaller specialist ﬁrms will. European banks have already demonstrated the ability to become competitive in capital markets, recovering somewhat from an earlier period in which American ﬁrms were especially prominent. Will Japanese banks and securities ﬁrms accomplish the same competitive recovery in the decade ahead? They very well may do so, and we may also see nonbanking enterprises become much more aggressive in stripping business away from the traditional players. But the volume of transactions should continue to rise, providing the base for the motivation by all the competitors to secure a larger market share. Time will tell.
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2.1 INTRODUCTION. Few industries have encountered as much “strategic turbulence” in recent years as has the ﬁnancial services sector. In response to far-reaching regulatory and technological change, together with important shifts in client behavior and the de facto globalization of speciﬁc ﬁnancial functions, the organizational structure of the industry has been profoundly displaced and there remains a great deal of uncertainty about the nature of any future equilibrium in the industry’s contours. At the same time, a major part of the industry has been effectively globalized, linking borrowers and lenders, issuers and investors, risks and risk takers around the world. This chapter deals with the issue of globalization in the context of a coherent analytical framework and spells out the key consequences for the strategic positioning and implementation for ﬁnancial ﬁrms worldwide. Section 2.2 considers the generic processes and linkages that comprise financial intermediation—the basic “financial hydraulics” that ultimately drive efficiency and innovation in the financial system and its impact on real-sector resource allocation and economic growth. Maximum economic welfare demands a high-performance financial system. What does this actually mean? We also document some of the structural changes that have occurred in both national and global financial systems 2•1
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and suggest how the microeconomics of financial intermediation work. These can have an enormous impact on the industrial structure of the financial services industry and on individual firms. Sequentially, financial channels that exhibit greater static and dynamic efficiency have supplanted less efficient ones. Competitive distortions can retard this process, but they usually extract significant economic costs and at the same time divert financial flows into other venues, either domestically or elsewhere. Section 2.3 described the speciﬁc ﬁnancial activities that have become most heavily globalized, notably the “wholesale” end of the ﬁnancial spectrum that links end users through increasingly seamless global ﬁnancial market structures. Finally, Section 2.4 examines the consequences of this process in terms of ﬁnancial sector reconﬁguration, both within and between the four major segments of the industry (commercial banking, securities and investment banking, insurance, and asset management) as well as within and between national ﬁnancial systems. 2.2 A STYLIZED PROCESS OF FINANCIAL INTERMEDIATION. The central component of any model of a modern ﬁnancial system is the nature of the conduits through which the ﬁnancial assets of the ultimate savers ﬂow through to the liabilities of the ultimate users of ﬁnance, both within and between national economies. This involves alternative and competing modes of ﬁnancial intermediation, or “contracting,” between counterparties in ﬁnancial transactions. A guide to thinking about ﬁnancial contracting and the role of ﬁnancial institutions and markets is summarized in Exhibit 2.1. The exhibit depicts the ﬁnancial process (ﬂow-of-funds) among the different sectors of the economy in terms of underlying
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environmental and regulatory determinants or drivers as well as the generic advantages needed to proﬁt from three primary linkages: 1. Fully intermediated ﬁnancial ﬂows. Savings (the ultimate sources of funds in ﬁnancial systems) may be held in the form of deposits or alternative types of claims issued by commercial banks, savings organizations, insurance companies, or other types of ﬁnancial institutions that ﬁnance themselves by placing their liabilities directly with the general public. Financial institutions ultimately use these funds to purchase assets issued by nonﬁnancial entities such as households, ﬁrms, and governments. 2. Investment banking and securitized intermediation. Savings may be allocated directly or indirectly via ﬁduciaries and collective investment vehicles, to the purchase of securities publicly issued and sold by various public- and privatesector organizations in the domestic and international ﬁnancial markets. 3. Direct-connect mechanisms between ultimate borrowers and lenders. Savings surpluses may be allocated to borrowers through various kinds of direct-sale mechanisms, such as private placements, usually involving ﬁduciaries as intermediaries. Ultimate users of funds comprise the same three segments of the economy—the household or consumer sector, the business sector, and the government sector. 1. Consumers may ﬁnance purchases by means of personal loans from banks or by loans secured by purchased assets (hire-purchase or installment loans). These may appear on the asset side of the balance sheets of credit institutions for the duration of the respective loan contracts on a revolving basis, or they may be sold off into the ﬁnancial market in the form of various kinds of securities backed by consumer credit receivables. 2. Corporations may borrow from banks in the form of unsecured or asset-backed straight or revolving credit facilities and/or may sell debt obligations (e.g., commercial paper, receivables ﬁnancing, ﬁxed-income securities of various types) or equities directly into the ﬁnancial market. 3. Governments may likewise borrow from credit institutions (sovereign borrowing) or issue securities directly. Borrowers such as corporations and governments also have the possibility of privately issuing and placing their obligations with institutional investors, thereby circumventing both credit institutions and the public debt and equity markets. Consumer debt can also be repackaged as asset-backed securities and sold privately to institutional investors. In the ﬁrst mode of ﬁnancial contracting in Exhibit 2.1, depositors buy the “secondary” ﬁnancial claims or liabilities issued by credit institutions, and beneﬁt from liquidity, convenience, and safety through the ability of ﬁnancial institutions to diversify risk and improve credit quality by means of professional management and monitoring of their holdings of primary ﬁnancial claims (both debt and equity). Savers can choose from among a set of standardized contracts and receive payments services and interest. In the second mode of ﬁnancial intermediation in Exhibit 2.1, investors can select their own portfolios of ﬁnancial assets directly from among the publicly issued debt
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and equity instruments on offer. This may provide a broader range of options than standardized bank contracts and permit the larger investors to tailor portfolios more closely to their objectives while still achieving acceptable liquidity through rapid and cheap execution of trades—aided by linkages with banks and other ﬁnancial institutions that are part of the domestic payments mechanism. Investors may also choose to have their portfolios professionally managed, for a fee, through various types of mutual funds and pension funds—designated in Exhibit 2.1 as collective investment vehicles. In the third mode of ﬁnancial intermediation, institutional investors buy large blocks of privately issued securities. In doing so, they often face a liquidity penalty— due to the absence or limited availability of a liquid secondary market—for which they are rewarded by a higher yield. However, directly placed securities can be speciﬁcally “tailored” to more closely match issuer and investor requirements than can publicly issued securities. Market and regulatory developments (such as Securities and Exchange Commission [SEC] Rule 144A in the United States) have added to the liquidity of some direct-placement markets. Value to ultimate savers and investors, inherent in the ﬁnancial processes described here, accrues in the form of a combination of yield, safety, and liquidity. Value to ultimate users of funds accrues in the form of a combination of ﬁnancing cost, transactions cost, ﬂexibility, and liquidity. This value can be enhanced through credit backstops, guarantees, and derivative instruments such as forward rate agreements, caps, collars, futures, and options. Furthermore, markets can be linked functionally and geographically, both domestically and internationally. Functional linkages permit bank receivables, for example, to be repackaged and sold to nonbank securities investors. Privately placed securities, once they have been seasoned, may be able to be sold in public markets. Geographic linkages make it possible for savers and issuers to gain incremental beneﬁts in foreign and offshore markets, thereby enhancing liquidity and yield or reducing transaction costs. (a) Static and Dynamic Efﬁciency Characteristics of Financial Systems. Static efficiency properties of the three alternative financial processes can be measured by the all-in, weighted average spread (differential) between rates of return provided to ultimate savers and the cost of funds to users. This spread is a proxy for the total cost of using a particular type of financial process, and is reflected in the monetary value of resources consumed in the course of financial intermediation. In particular, it reflects direct costs of financial intermediation (operating and administrative costs, cost of capital, etc.). It also reflects losses incurred in the financial process, as well as any excess profits earned and liquidity premiums. Financial processes that are considered “statically inefficient” are usually characterized by high all-in margins due to high overhead costs, high losses, concentrated markets and barriers to entry, and so on. Dynamic efﬁciency is characterized by high rates of ﬁnancial product and process innovation through time:



• Product innovations usually involve creation of new ﬁnancial instruments along with the ability to replicate certain ﬁnancial instruments by bundling or rebundling existing ones (synthetics). There are also new approaches to contract pricing, new investment techniques, and other innovations that fall under this rubric.
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• Process innovations include contract design and methods of trading, clearance and settlement, custody, techniques for efﬁcient margin calculation, and so on. Successful product and process innovation broadens the menu of ﬁnancial services available to ultimate issuers, ultimate savers, or other participants in the various ﬁnancial channels described in Exhibit 2.1. It is against a background of continuous pressure for static and dynamic efﬁciency that ﬁnancial markets and institutions have evolved and converged. Global ﬁnancial markets for foreign exchange, debt instruments, and, to a lesser extent, equity have developed various degrees of “seamlessness,” and it is arguable that the most advanced of the world’s ﬁnancial markets are approaching a theoretical, “complete” optimum wherein there are sufﬁcient ﬁnancial instruments and markets, and combinations thereof, to span the whole state-space of risk and return outcomes. Financial systems that are deemed inefﬁcient or incomplete tend to be characterized by a limited range of ﬁnancial services and obsolescent ﬁnancial processes. Exhibit 2.2 gives some indication of recent technological change in ﬁnancial intermediation, particularly leveraging the properties of the Internet. Although not all of these initiatives have been successful or will survive, some have enhanced ﬁnancial intermediation efﬁciencies. Internet applications have already dramatically cut information and transaction costs for both retail and wholesale end users of the ﬁnancial system as well as for ﬁnancial intermediaries themselves. The examples of online banking and insurance and retail brokerage given in Exhibit 2.2 are well known and continue to evolve and change the nature of the process, sometimes turning prevailing business models on their heads. For example, ﬁnancial intermediaries have traditionally charged for transactions and provided advice almost for free, but increasingly are forced to provide transaction services almost for free and to charge for advice. The new models are often far more challenging for market participants. At the same time, online distribution of ﬁnancial instruments such as commercial paper, equities, and bonds in primary capital markets not only cuts the cost of market access but also improves and deepens the distribution and book-building process—including providing issuers with information on the investor base. And as Exhibit 2.1 suggests, it is only one further step to cutting out the intermediary altogether by putting the issuer and the investor or ﬁduciary into direct electronic contact. The same is true in secondary markets, as shown in Exhibit 2.2, with an increasing array of alliance-based competitive bidding utilities (FXall) and reverse auctions (Currenex) in foreign exchange and other ﬁnancial instruments as well as interdealer brokerage, cross-matching and electronic communications networks (ECNs). When all is said and done, Internet-based technology overlay is likely to have turbocharged the cross-penetration story depicted in Exhibit 2.1. A further development consists of attempts at automated end-user platforms such as CFOWeb (now defunct) for corporate treasury operations and Quicken 2002 for households, with real-time downloads of ﬁnancial positions, risk proﬁles, market information, research, and so on. By allowing end users to “cross-buy” ﬁnancial services from best-in-class vendors, such utilities could upset conventional thinking that focuses on “cross-selling,” notably at the retail end of the end-user spectrum. If this is correct, ﬁnancial ﬁrms that are following Allﬁnanz or bancassurance (universal banking) strategies may end up trapped in the wrong business model, as open-architecture approaches facilitating easy access to best-in-class suppliers begin to gain market share.
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Both static and dynamic efﬁciency in ﬁnancial intermediation are of obvious importance from the standpoint of national and global resource allocation. That is, since ﬁnancial services can be viewed as inputs to real economic processes, the level of national output and income—as well as its rate of economic growth—are directly or indirectly affected. A “retarded” ﬁnancial services sector can be a major impediment to a nation’s overall economic performance. Financial-system retardation represents a burden on the ﬁnal consumers of ﬁnancial services and potentially reduces the level of private and social welfare. It also represents a burden on producers, by raising their cost of capital and eroding their competitive performance in domestic and global markets. These inefﬁciencies ultimately distort the allocation of labor as well as capital.
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(b) The Facts: Shifts in Intermediary Market Shares. Developments over the past several decades in intermediation processes and institutional design across both time and geography are striking. In the United States, “commercial banks”—institutions that accept deposits from the public and make commercial loans—have seen their market share of domestic ﬁnancial ﬂows between end users of the ﬁnancial system decline from about 75% in the 1950s to under 25% today. In Europe the change has been much less dramatic, and the share of ﬁnancial ﬂows running though the balance sheets of banks continues to be well over 60%—but declining nonetheless. And in Japan, banks continue to control in excess of 70% of ﬁnancial intermediation ﬂows. Most emerging market countries cluster at the highly intermediated end of the spectrum, but in many of these economies there is also factual evidence of declining market shares of traditional banking intermediaries. Classic banking functionality, in short, has been in long-term decline more or less worldwide. Where has all the money gone? Disintermediation as well as ﬁnancial innovation and expanding global linkages have redirected ﬁnancial ﬂows through the securities markets. Exhibit 2.3 shows developments in the United States from 1970 to 2000, highlighting the extent of commercial bank market share losses and institutional investor gains. While this may be an extreme case, even in highly intermediated ﬁnancial systems like Germany (Exhibit 2.4) direct equity holdings and managed funds have increased from 9.6% to 22.7% in just the 1990–2000 period. Ultimate savers increasingly use the ﬁxed-income and equity markets directly and through ﬁduciaries, which, through vastly improved technology, are able to provide substantially the same functionality as classic banking relationships—immediate access to liquidity, transparency, safety, and so on—coupled to a higher rate of return. The one thing they cannot guarantee is settlement at par, which in the case of transactions balances (e.g., money market mutual funds) is mitigated by portfolio constraints mandating high-quality, short-maturity ﬁnancial instruments. Ultimate users Percent 40
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of funds have beneﬁtted from enhanced access to ﬁnancial markets across a broad spectrum of maturity and credit quality using conventional and structured ﬁnancial instruments. Although market access and ﬁnancing cost normally depend on the current state of the market, credit and liquidity backstops can be easily provided. At the same time, a broad spectrum of derivatives overlays the markets, making it possible to tailor ﬁnancial products to the needs of end users with increasing granularity, further expanding the availability and reducing the cost of ﬁnancing on the one hand and promoting portfolio optimization on the other. And as the end users have themselves been forced to become more performance oriented in the presence of much greater transparency and competitive pressures, it has become increasingly difﬁcult to justify departures from highly disciplined ﬁnancial behavior on the part of corporations, public authorities, and institutional investors. In the process, two important and related differences are encountered in this generic ﬁnancial-ﬂow transformation. Intermediation shifts, in the ﬁrst place, from book-value to market-value accounting and, in the second place, from more intensively regulated to less intensively regulated channels, generally requiring less oversight and less capital. Both have clear implications for the efﬁciency properties of ﬁnancial systems and for their transparency, safety, and soundness. Regulatory focus in this context has migrated from institutions to markets. 2.3 GLOBALIZED BANKING ACTIVITIES. The globalized part of the financial services industry comprises the so-called wholesale sector and is today serviced by both commercial banks and investment banks, although both of these types of banks also provide a wide range of retail and mid-sized corporate services. Clients of
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wholesale finance providers are governments, corporations, banks, and investment managers of many types. The services offered by wholesale finance firms include bank lending, securities market transactions, mergers and corporate restructuring advisory services, and asset management. In this chapter we refer to wholesale financial service providers as investment banks, although traditional investment banks now engage in many other services, and other types of financial service firms (such as traditional commercial banks and universal banks) also offer wholesale market services. Investment banking is among those ﬁnancial-sector activities that have had important catalytic effects on the global economy. Investment banks are key facilitators. They help reduce information and transaction costs, help raise capital, bring buyers and sellers together, improve liquidity, and generally make a major contribution to both the static (resource-allocation) and dynamic (growth-related) dimensions of economic efﬁciency. In terms of their impact on overall economic development and restructuring, in advanced and emerging-market economies alike, investment banks have an interesting and important role to play. The overall market for ﬁnancial instruments within which wholesale ﬁnancial services forms operate can be illustrated by the schematic appearing as Exhibit 2.5. At the core of the market are foreign exchange and money market instruments. There is virtually complete transparency in these markets, high liquidity, large numbers of buyers and sellers—probably as close to the economists’ deﬁnition of perfect competition as one gets in global ﬁnancial markets.
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Moving out from the center of the diagram, the next most perfect market comprises sovereign debt instruments in their respective national markets, which carry no credit risk (only market risk) and usually are broadly and continuously traded. Sovereign debt instruments purchased by foreign investors, of course, also carry foreign exchange risk and the (arguably minor) risk of repudiation of sovereign obligations to foreign investors. If these sovereign debt instruments are denominated in foreign currencies, they carry both currency risk and country risk (the risk of inability or unwillingness to service foreign-currency debt). Sovereign debt instruments run the gamut from AAA-rated obligations that may be traded in broad and deep markets all the way to non-investment-grade, highly speculative “country junk.” Next come state, local, and corporate bonds, which range across the quality spectrum from AAA-rated corporate and municipal securities that trade in liquid markets fractionally above sovereigns, all the way to high-yield non-investment-grade and nonrated bonds. Also included in this category are asset-backed securities and syndicated bank loans, which may be repackaged and resold once issued. Then there are common stocks of corporations that trade in secondary markets and constitute the brokerage business. Equity securities are also issued, underwritten and distributed by investment banks. Between corporate bonds and equities lie hybrid ﬁnancial instruments such as convertible bonds and preferred stocks and warrants to buy securities at some time in the future, which in turn can sometimes be “stripped” and sold in the “covered warrant” market. Well out on the periphery of Exhibit 2.5 is venture capital and private equity, which tends to be speculative with little or no liquidity until an exit vehicle is found through sale to another company or an initial public offering (IPO). As one moves from the center of Exhibit 2.5 to the periphery in any given ﬁnancial market environment, information and transaction costs tend to rise, liquidity tends to fall, and risks (e.g., market risk, credit risk, and/or performance risk) tend to rise. Along the way, there are a host of “structured” ﬁnancial products and derivatives that blend various characteristics of the underlying securities in order to better ﬁt into investors’ portfolio requirements and/or issuer/borrower objectives. There are also index-linked securities and derivatives, which provide opportunities to invest in various kinds of asset baskets. Finally, each geographic context is different in terms of size, liquidity, infrastructure, market participants, and related factors. Some have larger and more liquid government bond markets than others. Some have traditions of bank ﬁnancing of business and industry, while others rely more heavily on public and private debt markets. Some have broad and deep equity markets, while others rely on permanent institutional shareholdings. Some are far more innovative and performance oriented than others. In addition to structural differences, some—such as the euro-zone since its creation in 1999—may be subject to substantial and rapid shift.1 Such discontinuities can be highly favorable to the operations of wholesale and investment banking ﬁrms, and provide rich opportunities for arbitrage. But they can also involve high levels of risk. Financial intermediaries that perform well tend to have strong comparative advantages in the least perfect corners of the global ﬁnancial market. Banks with large market shares in traditional markets that are not easily accessed by others are exam-
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ples of this. Sometimes, intermediaries specialize in particular sectors, types of clients, regions, or products. Some have strong businesses in the major wholesale markets and as a result are able to selectively leverage their operating platforms to access markets that are less efﬁcient. They may also be able to cross-link on a selective basis both the major and peripheral markets as interest rates, exchange rates, market conditions, and borrower or investor preferences change, for example, by ﬁnancing the ﬂoating-rate debt needs of a highly rated American corporation by issuing ﬁxed-rate Australian dollar bonds at an especially good rate, and then swapping the proceeds into ﬂoating rate U.S. dollars. These cross-links—permitting the intermediary to creatively marry opportunistic users of ﬁnance to opportunistic investors under ever-changing market conditions—are what in many cases separate the winners from the losers. (a) Wholesale Finance Market Activity Segments. Global wholesale banking involves a range of businesses that service the ﬁnancial and strategic needs of corporate and institutional clients, trading counterparties, and institutional investors. In this section of the chapter we characterize the key wholesale and investment banking product lines, and in the appendix indicate where data are available and which were the leading ﬁrms in 1999 in each segment. In subsequent sections of the chapter we attempt to explain the underlying reasons for the wide differences that appear to prevail in competitive performance among ﬁrms in the industry.



Loan syndication comprises an important wholesale ﬁnance activity. It involves the structuring of short-term loans and “bridge” ﬁnancing, credit backstops and enhancements, longer-term project ﬁnancing, and standby borrowing facilities for corporate, governmental, and institutional clients. The loan syndicate manager often “sells down” participation to other banks and institutional investors. The loans may also be repackaged through special-purpose vehicles into securities that are sold to capital market investors. Syndicated credit facilities are put together by lead managers who earn origination fees, and jointly with other major syndicating banks earn underwriting fees for fully committed facilities. These fees usually differ according to the complexity of the transaction and the credit quality of the borrower, and there are additional commitment, legal, and agency fees involved as well. Global lending volume increased rapidly in the 1990s and the early 2000s. The business is very competitive, with loan spreads often squeezed to little more than 10 to 20 basis points. Wholesale loans tend to be funded in the interbank market, usually in Eurocurrencies. In recent years investment banks, such as Goldman Sachs & Co., Lehman Brothers, and Merrill Lynch, have moved into what was once almost exclusively the domain of commercial banks, and many commercial banks, such as Citibank, Crédit Suisse, NatWest, and J.P. Morgan, have backed away from lending in this sector to focus on structuring deals and trying to leverage their lending activity into fee-based services. The ﬁrms coming in ﬁnd it important to be able to ﬁnance client requirements with senior bank loans (at least temporarily) as well as securities issues, especially in cases of mergers and acquisitions on which they may be advising. Those departing the business are concerned about the high costs of doing business and the low returns. (i) Wholesale Lending.



The securities market new-issue activity usually involves an underwriting function that is performed by investment banks. Corporations
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or government agencies issue the securities. Sovereign governments tend to issue bonds to the markets directly, without underwriting. The U.S. securities market accommodates the greatest volume of new issues, and the international securities markets based in Europe comprise most of the rest. Domestic market issues of corporate stocks and bonds have historically been comparatively modest outside the United States. Underwriting of securities is usually carried out through domestic and international syndicates of securities ﬁrms with access to local investors, investors in various important foreign markets such as Japan and Switzerland, and investors in offshore markets (Eurobonds), using one of several distribution techniques. In some markets “private placements” occur in cases in which securities are directed not at public investors but only at selected institutional investors. Access to various foreign markets is facilitated by means of interest-rate and currency swaps (swap-driven issues). Some widely distributed, multimarket issues have become known as “global issues.” In some markets, intense competition and deregulation have narrowed spreads to the point that the number of ﬁrms in underwriting syndicates has declined over time, and in some cases a single participating ﬁrm handles an entire issue—in a so-called bought deal. Commercial paper and medium-term note (MTN) programs maintained by corporations, under which they can issue short-term and medium-term debt instruments on their own credit standing and more or less uniform legal documentation, have become good substitutes for bank credits. Financial institutions provide services in designing these programs, obtaining agency ratings, and dealing the securities into the market when issued. In recent years, MTN programs have become one of the most efﬁcient ways for borrowers to tap the major capital markets. Underwriting of equity securities is usually heavily concentrated in the home country of the issuing ﬁrm, which is normally where the investor base and the secondary-market trading and liquidity is to be found. Corporations periodically issue new shares for business capital, but the principal source of new supplies of stocks to the market has come from government privatization programs. New issues of stocks may also involve companies issuing shares to the public for the ﬁrst time (IPOs), existing shareholders of large positions selling their holdings, and issues by companies of new shares to existing shareholders (rights issues). Sales of state-owned enterprises (SOEs) to the private sector became a major component of global wholesale ﬁnancial services in the early 1980s. Privatizations generally involve the sale of the IPO of a large corporation, but they have also involved the sale of SOEs to corporate buyers, and substantial advice giving on how the processes should work to satisfy the public interests. They have run the gamut from state-owned manufacturing and service enterprises to airlines, telecommunications, infrastructure providers, and so on, using various approaches such as sales to domestic or foreign control groups, local market ﬂotations, global equity distributions, sales to employees, and the like.



(iii) Privatizations.



(iv) Trading. Once issued, bonds, notes, and shares become trading instruments in the ﬁnancial markets, and the underwriters remain active as market makers and as proprietary investors for their own accounts. Secondary-market trading is also conducted by investment bankers in other instruments including foreign exchange, derivative securities of various types, and commodities and precious metals. Trading
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activities include market making (executing client orders, including block trades), proprietary trading (speculation for the ﬁrm’s own account), “program trading” (computer-driven arbitrage between different markets), and “risk arbitrage,” usually involving speculative purchases of stock on the basis of public information relating to pending mergers and acquisitions—a market traditionally dominated by commercial banks but increasingly penetrated by insurance companies and investment banking ﬁrms as well. Agency business is an important and traditional part of the securities and investment banking industry. Its key area is brokerage, involving executing buy or sell orders for customers without actually taking possession of the security or derivative contract, sometimes including complex instructions based on various contingencies in the market. Brokerage tends to be highly oriented to retail as opposed to wholesale business, although many of the ﬁnancial market utilities discussed below are aimed at providing more efﬁcient vehicles for classic brokerage functions as they affect institutional investors.



(v) Brokerage.



Research into factors affecting the various ﬁnancial markets, as well as individual securities and derivatives, speciﬁc industries, and macroeconomic conditions, has become an important requirement for competitive performance in investment banking. Research is made available to clients by more or less independent analysts within the ﬁrm. Research analysts’ reputation and compensation depend on the quality of their insights, usually focused on speciﬁc industries or sectors in the case of equity research. The value of research provided to clients depends critically on its quality and timeliness, and is often compensated by business channeled though the ﬁrm, such as brokerage commissions and underwriting or advisory mandates. Closely allied are other research activities—often highly technical modeling exercises—involving innovative ﬁnancial instruments that link market developments to value-added products for issuer-clients and/or investor-clients. Over the years, research carried out by investment banks (called “sell-side” research) has become increasingly important in soliciting and retaining investment banking clients, a condition that has increasingly placed their objectivity in question.



(vi) Investment Research.



(vii) Hedging and Risk Management. Hedging and risk management mainly involves the use of derivative instruments to reduce exposure to risk associated with individual securities transactions or markets affecting corporate, institutional, or individual clients. These include interest-rate caps, ﬂoors and collars, and various kinds of contingent contracts, as well as futures and options on various types of instruments. It may be quicker, easier, and cheaper, for example, for an investor to alter the risk proﬁle of a portfolio using derivatives than by buying and selling the underlying instruments. In modern wholesale ﬁnancial markets, the ability to provide risk management services to clients depends heavily on a ﬁrm’s role in the derivatives market, particularly over-the-counter (OTC) derivatives that allow structuring of what are frequently highly complex risk management products. (viii) Advisory Services. Corporate ﬁnance activities of investment banks predominantly relate to advisory work on mergers, acquisitions, divestitures, recapitalizations, leveraged buyouts, and a variety of other generic and specialized corporate transactions. They generally involve fee-based assignments for ﬁrms wishing to ac-
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quire others or ﬁrms wishing to be sold (or to sell certain business units) to prospective acquirers. This business sector (usually called “M&A business”) is closely associated with the market for corporate control, and may involve assistance to and fund-raising efforts for hostile acquirers or plotting defensive strategies for ﬁrms subjected to unwanted takeover bids. It may also involve providing independent valuations and “fairness opinions” for buyers or sellers of companies to protect against lawsuits from disgruntled investors alleging that the price paid for a company was either too high or too low. Such activities may be domestic, within a single national economy, or cross-border, involving parties from two different countries. The global M&A marketplace has been extraordinarily active in recent years, with a majority of the transactions in it being outside the United States. So-called merchant banking (a term used by U.S. investment banks) involves ﬁnancial institutions’ placing their clients’ and their own capital on the line in private placement investments of (usually) nonpublic equity securities (e.g., venture capital, real estate, and leveraged buyouts) and certain other equity participations. It may sometimes involve large, essentially permanent stakeholdings in business enterprises, including board-level representation and supervision of management. Or it may involve short-term subordinated lending (bridge loans or mezzanine ﬁnancing) to assure the success of an M&A transaction. Firms began to participate in these investments in the late 1980s to take advantage of the opportunity to participate in the high expected returns that were a natural part of their natural “deal ﬂow.” An important dimension of merchant banking today involves greater emphasis on venture capital with the idea that the ﬁrms would not only beneﬁt from the success of the investment per se, but they would also arrange the IPO and any other ﬁnancial services needed afterward. Virtually all of the global investment banks have now established private equity or venture capital units.



(ix) Principal Investing.



(x) Investment Management and Investor Services. There are a variety of asset-allocation services provided to institutional and individual investors, as well as technology-intensive investor services that reduce transactions costs, improve market information and transparency, and facilitate price discovery and trading. Key activities are institutional asset management and private banking. With respect to institutions, major investors such as pension funds and insurance companies may allocate blocks of assets to be managed against speciﬁc performance targets or “bogeys” (usually stock or bond indexes). Closed-end or open-end mutual funds or unit trusts may also be operated by broker-dealers, banks, or fund management ﬁrms and either marketed to selected institutions or mass-marketed to the general investor community either as tax-advantaged pension holdings or to capture general household savings. Private banking for high-net-worth individuals usually involves assigning discretionary or active asset management to ﬁnancial institutions within carefully structured parameters. These may link asset management to tax planning, estates and trusts, and similar services in a close personal relationship with an individual private banking ofﬁcer that involves a high level of discretion. Many (notably offshore) private clients are conﬁdentiality driven, which makes them comparatively less sensitive to normal risk–return considerations and more sensitive to trust vested in the bank and the banker.



2.4 CONSEQUENCES FOR GLOBAL INSTITUTIONAL COMPETITIVE ADVANTAGE
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Top asset managers are dispersed worldwide, based in part on the location of the major savings pools and insurance markets. The United States is heavily represented based on ﬁrms managing the assets of classic deﬁned-beneﬁt pension funds as well as mutual fund companies and large life insurers. Europe’s presence is mainly represented by the insurance sector and the major universal banks—which dominate mutual fund distribution in most countries—plus the private banking assets of the Swiss banks. The fact that much of the reconﬁguration with respect to global pension programs will be centered in Europe points to signiﬁcant future developments in this industry, including strong penetration of the European environment by U.S. asset managers. There are an array of services that lies between buyers and sellers of securities, domestically as well as internationally, which are critical for the effective operation of securities markets. These center on domestic and international systems for trading (notably, electronic communication networks [ECNs]) and for clearing and settling securities transactions via efﬁcient central securities depositories (CSDs). These are prerequisites for a range of services, often supplied on the basis of quality and price by competing private-sector vendors of information services, analytical services, trading services and information processing, credit services, securities clearance and settlement, custody and safekeeping, and portfolio diagnostics. Investor services represent ﬁnancial market utilities that tend to be highly scale and technology intensive. Classic examples include Euroclear, a Belgian cooperative that was pioneered by and had a long-standing operating agreement with J.P. Morgan. Many banks and securities ﬁrms have stakes in investor services utilities, which can generate attractive risk-adjusted returns for ﬁnancial services ﬁrms if all-important costs and technologies are well managed. All of these activities have to be organized in an effective structure that in most cases has come to form a so-called full-service global wholesale banking capability, which comprises market-access services (debt and equity originations); trading and brokerage; and corporate advisory services, including M&A activities, principal investing, asset management, and (sometimes) investor services. Such a structure may be reﬂected in an independent investment bank or (at least in part) the investment banking division of a universal bank or ﬁnancial conglomerate.



(xi) Infrastructure Services.



2.4 CONSEQUENCES FOR GLOBAL INSTITUTIONAL COMPETITIVE ADVANTAGE.



The basic microeconomics of ﬁnancial intermediation covering the ﬁnancial services enumerated in the previous section have, to a signiﬁcant extent, been reﬂected in the process of ﬁnancial-sector reconﬁguration summarized in Exhibit 2.6. Moreover, in retail ﬁnancial services, extensive banking overcapacity in some countries has led to substantial consolidation—often involving M&A activity. Excess retail production and distribution capacity has been slimmed down in ways that usually release redundant labor and capital. In some cases this process is retarded by large-scale involvement of public-sector institutions and cooperatives that operate under less rigorous ﬁnancial discipline. Also at the retail level, commercial banking activity has been linked strategically to retail brokerage, retail insurance (especially life insurance), and retail asset management through mutual funds, retirement products, and private-client relationships. Sometimes, this linkage process has occurred selectively and sometimes using simultaneous multilinks coupled to aggressive
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cross-selling efforts. At the same time, relatively small and focused ﬁrms have sometimes continued to prosper in each of the retail businesses, especially where they have been able to provide superior service or client proximity while taking advantage of outsourcing and strategic alliances where appropriate. In wholesale ﬁnancial services, similar links have emerged. Wholesale commercial banking activities, such as syndicated lending and project ﬁnancing, have often been shifted toward a greater investment banking focus, while investment banking ﬁrms have placed growing emphasis on developing institutional asset management businesses in part to beneﬁt from vertical integration and in part to gain some degree of stability in a notoriously volatile industry. Exhibit 2.7 shows the global volume of ﬁnancial services restructuring through merger and acquisition (M&A) activity from 1986 through 2001—roughly two thirds of which occurred in the banking sector, one quarter in insurance, and the remainder in asset management and investment banking. Exhibit 2.8 indicates that the vast bulk of this activity occurred on an in-sector basis. Worldwide, 78% of the dealﬂow (by value) was in-sector—85% in the United States (where line-of-business restrictions existed for most of the period) and 76% in Europe (where there were no such barriers). So cross-sector M&A deals, including banking–insurance, were a small part of the picture—only 11.4% even in Europe, home of bank assurance. In addition to being largely in-sector, restructuring via M&A transactions was also largely domestic, as Exhibit 2.9 shows. Worldwide in commercial banking, less than 23% (by value) was cross-border. Only 12.7% and 20.2% of the U.S. and European banking dealﬂow, respectively, was cross-border (mostly European banks buying
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U.S. banks). Cross-border intra-European banking deals amounted to 25.8% of the European total. The share of cross-border activity in the insurance sector has been roughly twice that of banking, which possibly suggests somewhat different economic pressures at work. With a few exceptions like HSBC and Citigroup globally, and Fortis, Nordea, ABN AMRO, ING, BSCH, and BBVA as parts of regional or interregional strategies, the aggressive development of cross-border platforms seems to be the exception in the banking sector. In insurance, however, global initiatives by ﬁrms like AXA, AIG, Zurich, AEGON, ING, Allianz, Generali, and GE Capital seem to be a more important part of the M&A picture. Industrial economics suggests that structural forms in any sector, or between sectors, should follow the dictates of institutional comparative advantage. If there are signiﬁcant economies of scale that can be exploited, it will be reﬂected in ﬁrm size. If there are signiﬁcant economies of scope, either with respect to costs or revenues (cross-selling), then that will be reﬂected in the range of activities in which the dominant ﬁrms are engaged. If important linkages can be exploited across geographies or client segments, then this too will be reﬂected in the breadth and geographic scope of the most successful ﬁrms. It seems clear, from a structural perspective, that a broad array of financial services firms may perform one or more of the roles identified in Exhibit 2.1—commercial banks, savings banks, postal savings institutions, savings cooperatives, credit unions, securities firms (e.g., full-service firms and various kinds of specialists), mutual funds, insurance companies, finance companies, finance subsidiaries of industrial companies, and others. Members of each strategic group compete with each other, as well as with members of other strategic groups. Assuming it is allowed to do so, each organization elects to operate in one or more of the financial channels
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according to its own competitive advantages. Institutional evolution therefore depends on how these comparative advantages evolve, and whether regulation permits them to drive institutional structure. In some countries, commercial banks, for example, have had to “go with the flow” and develop competitive asset management, origination, advisory, trading, and risk management capabilities under constant pressure from other banks and, most intensively, from other types of financial services firms. Take the United States as a case in point. With ﬁnancial intermediation distorted by regulation—notably the Glass-Steagall provisions of the Banking Act of 1933— banks half a century ago dominated classic banking functions, broker-dealers dominated capital market services, and insurance companies dominated most of the generic risk management functions, as shown in Exhibit 2.10. Cross-penetration among different types of ﬁnancial intermediaries existed mainly in savings products. Some 50 years later this functional segmentation had changed almost beyond recognition despite the fact that full dejure deregulation was not implemented until the end of the period with the Gramm-Leach-Bliley Act of 1999. Exhibit 2.11 shows a virtual doubling of strategic groups competing for the various ﬁnancial intermediation functions. Today, there is vigorous cross-penetration among them in the United States. Most ﬁnancial services can be obtained in one form or another from virtually every strategic group, each of which is, in turn, involved in a broad array of ﬁnancial intermediation services. If cross-competition among strategic groups promotes both static and dynamic efﬁciencies, then the evolutionary path of the U.S. ﬁnancial structure probably served macroeconomic objectives—particularly growth and economic restructuring—very well indeed. And line-of-business limits in force since 1933 have probably contributed, as an unintended consequence, to a much more heterogeneous ﬁnancial system—certainly more heterogeneous than existed in the United States of the 1920s or in most other countries today. This structural evolution has been accompanied in recent years by higher concentration ratios in various types of ﬁnancial services, although not in retail banking, wherein concentration ratios have actually fallen. None of these concentrations are yet troublesome in terms of antitrust concerns, and markets remain vigorously competitive. A similar coverage analysis for Europe is not particularly credible because of the wide intercountry variations in ﬁnancial structure. One common thread, however, given the long history of universal banking, is that banks dominate most intermediation functions in many European countries, with the exception of insurance. And given European bancassurance initiatives, some observers think a broad-gauge banking–insurance convergence is likely. Except for the penetration of continental Europe by U.K. and U.S. specialists, many of the relatively narrowly focused ﬁrms seem to have found themselves sooner or later acquired by major banking groups. Exhibit 2.12 may be a reasonable approximation of the continental European ﬁnancial structure, with substantially less “density” of functional coverage by speciﬁc strategic groups than in the United States and correspondingly greater dominance of major ﬁnancial ﬁrms that include banking as a core business. The structural evolution of national and regional ﬁnancial systems seems to have an impact on global market-share patterns. With about 28.9% of global gross domestic product (GDP), U.S. banking assets and syndicated bank loans are well underweight (they are overweight in Europe and Japan), whereas both bond and stock market capitalizations, capital market new issues, and ﬁduciary assets under management are overweight (they are underweight in Europe and Japan). One result is
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that U.S. ﬁnancial ﬁrms have come to dominate various intermediation roles in the ﬁnancial markets—over half of global asset management mandates, over 77% of lead manager positions in wholesale lending, two thirds of bookrunning mandates in global debt and equity new issues, and almost 80% of advisory mandates (by value of deal) in completed M&A transactions. Indeed, it is estimated that in 2000 U.S.based investment banks captured about 70% of the fee-income on European capital markets and corporate ﬁnance transactions (see Smith and Walter, 2000a). Why? The reasons include the size of the U.S. domestic ﬁnancial market (accounting for roughly two thirds of global capital-raising and M&A transactions in recent years), early deregulation of markets (but not of institutions) dating back to the mid-1970s, and performance pressure bearing on institutional investors, as well as corporate and public-sector clients, leading to an undermining of client loyalty in favor of best price and best execution. Perhaps as an unintended consequence of separated banking since 1933, institutions dominating disintermediated ﬁnance—the U.S. full-service investment banks—evolved from close-knit partnerships with unlimited liability to large securities ﬁrms under intense shareholder pressure to manage their risks well and extract maximum productivity from their available capital. At the same time it was clear that, unlike the major commercial banks, regulatory bailouts of investment banks in case of serious trouble were highly unlikely. Indeed, major ﬁrms like Kidder Peabody and Drexel Burnham (at the time the seventh-largest U.S. ﬁnancial institution in terms of balance sheet size) were left to die by the regulators. Subsequently, the capital-intensity and economic dynamics of the investment banking business has caused most of the smaller and medium-size independent ﬁrms in both the United States, the United Kingdom and elsewhere (e.g., Paribas in France and MeesPierson in the Netherlands) to disappear into larger banking institutions. It is interesting to speculate what the European matrix in Exhibit 2.12 will look like in 10 or 20 years’ time. Some argue that the impact of size and scope is so powerful that the ﬁnancial industry will be dominated by large, complex ﬁnancial institutions—not only for Europe but also for other markets. Others argue that a rich array of players, stretching across a broad spectrum of strategic groups, will serve ﬁnancial systems better than a strategic monoculture based on massive universal banking organizations. Some argue that the disappearance of small community banks, independent insurance companies in both the life and nonlife sectors, and a broad array of ﬁnancial specialists is probably not in the public interest, especially if, at the end of the day, there are serious antitrust concerns in this key sector of the economy. Major parts of the ﬁnancial services industry have become globalized over the years, linking borrowers and lenders, issuers and investors, risks and risk takers around the world. In this chapter we have considered the generic processes and linkages that comprise ﬁnancial intermediation and the characteristics of highperformance ﬁnancial systems, and reviewed some of the structural changes that have occurred in both national and global ﬁnancial systems. We noted that ﬁnancial channels that exhibit greater static and dynamic efﬁciency have supplanted less efﬁcient ones as part of a generic process of ﬁnancial evolution. We then described a range of speciﬁc ﬁnancial activities that have become most heavily globalized, notably the “wholesale” end of the ﬁnancial spectrum that links end users through increasingly seamless global ﬁnancial market structures. This was followed by an examination of the consequences in terms of ﬁnancial-sector reconﬁguration, both within and among the four major segments of the industry (commer2.5 SUMMARY.
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Source: Financial Times, May 11, 2001. Exhibit 2.13. 15 Most Valuable Financial Services Businesses in North America and Europe (market capitalization in US $ million, May 4, 2001).



cial banking, securities and investment banking, insurance, and asset management) as well as within and among national ﬁnancial systems. At least so far, the most valuable ﬁnancial services franchises in the United States and Europe in terms of market capitalization seem far removed from a ﬁnancial-intermediation monoculture, as Exhibit 2.13 suggests. In fact, each presents a rich mixture of banks, asset managers, insurance companies, and specialized players. How the institutional structure of the ﬁnancial services sector will evolve is anybody’s guess. Those who claim to know often end up being wrong. Inﬂuential consultants sometimes convince multiple clients to do the same thing at the same time, and this spike in strategic correlation can contribute to the wrongness of their vision. What is clear is that the underlying economics of the industry’s microstructure depicted in Exhibit 2.1 will ultimately prevail, and ﬁnance will ﬂow along conduits that are in the best interests of the end users of the ﬁnancial system. The ﬁrms that comprise the ﬁnancial services industry will have to adapt and readapt to this dynamic in ways that proﬁtably sustain their raison d’être.
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The 1988 Basel1 Captial Accord (BIS I) was revolutionary in that it sought to develop a single capital requirement for credit risk across the major banking countries of the world.2 A major focus of BIS I was to distinguish the credit risk of sovereign, bank, and mortgage obligations (accorded lower risk weights) from nonbank private sector or commercial loan obligations (accorded the highest risk weight). There was little or no attempt to differentiate the credit risk exposure within the commercial loan classiﬁcation. All commercial loans implicitly required an 8% total capital requirement (Tier 1 plus Tier 2),3 regardless of the inher3.1 INTRODUCTION.



*This chapter is excerpted from A. Saunders and L. Allen, Credit Risk Measurement: New Approaches to Value at Risk and Other Paradigms. New York: John Wiley & Sons, Second Edition, 2002. 1The Basel Committee consists of senior supervisory representatives from Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, Netherlands, Sweden, Switzerland, United Kingdom, and the United States. It usually meets at the Bank for International Settlements in Basel, where its permanent Secretariat is located. 2More than 100 countries have adopted BIS I. 3Tier 1 consists of the last, residual claims on the bank’s assets, such as common stock and perpetual preferred stock. Tier 2 capital is slightly more senior than Tier 1, e.g., preferred stock and subordinated debt.
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ent creditworthiness of the borrower, its external credit rating, the collateral offered, or the covenants extended.4 Since the capital requirement was set too low for highrisk/low-quality business loans and too high for low-risk/high-qualtiy loans, the mispricing of commercial lending risk created an incentive for banks to shift portfolios toward those loans that were more underpriced from a regulatory risk capital perspective; for example, banks tended to retain the most credit risky tranches of securitized loan portfolios.5 Thus, the 1988 Basel Capital Accord had the unintended consequence of encouraging a long-term deterioration in the overall credit quality of bank portfolios.6 The proposed goal of the new Basel Capital Accord of 2002 (BIS II)—to be fully introduced, if approved as proposed, in 2006—is to correct the mispricing inherent in BIS I and incorporate more risk sensitive credit exposure measures into bank capital requirements.7 Hammes and Shapiro (2001)8 delineate several key drivers motivating BIS II: • Structural changes in the credit market. Regulatory capital must reﬂect the increased competitiveness of credit markets, particularly in the high-default-risk categories; the trading of credit risk through credit derivatives or collateralized loan obligations; modern credit risk measurement technology; and increased liquidity in the new credit risk markets. • Opportunities to remove inefﬁciencies in the lending market. In contrast to the insurance industry, which uses derivatives markets and reinsurance companies to transfer risk, the banking industry is dominated by the “originate and hold” approach in which the bank fully absorbs credit risk. • Ballooning debt levels during the economic upturn, with a potential debt servicing crisis in an economic downturn. For example, in 1999, debt-to-equity ratios at Standard & Poor’s (S&P) 500 companies rose to 115.8% (as compared to 84.4% in 1990) and to 95% (as compared to 72% in 1985) ratio of household debt to personal disposable income.9 BIS II follows a three-step (potentially evolutionary) paradigm. Banks can choose among (or, for less sophisticated banks, are expected to evolve from) the basic (1) Standardized Model to the (2) Internal Ratings–Based (IRB) Model Foundation Approach to the (3) Advanced Internal Ratings–Based Model. The Standardized Approach is based on external credit ratings assigned by independent ratings agencies 4An indication of BIS I’s mispricing of credit risk for commercial loans is obtained from Flood (2001) who examines the actual loan loss experiences for U.S. banks and thrifts from 1984–1999. He ﬁnds that in 1984 (1996) 10% (almost 3%) of the institutions had loan losses that exceeded the 8% Basel capital requirement. Moreover, Falkenheim and Powell (2001) ﬁnd that the BIS I capital requirements for Argentine banks were set too low to protect against the banks’ credit risk exposures. See ISDA (1998) for an early discussion of the need to reform BIS I. 5For a discussion of these regulatory capital arbitrage activities, see Jones (2000). 6However, Jones (2000) and Mingo (2000) argue that regulatory arbitrage may not have been all bad because it set the forces of innovation into motion that will ultimately correct the mispricing errors inherent in the regulations. 7The original timeline has been pushed back. The ﬁnal draft of the proposals is scheduled for 2003, with possible implementation in 2006. 8p. 102. 9The Federal Housing Authority reported that the percentage of homeowners whose mortgage payments were more than 30 days late exceeded 10% for the ﬁrst time ever as of the ﬁrst quarter of 2001 (Leonhardt, 2001).
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(such as Moody’s, S&P, and Fitch IBCA). Both internal ratings approaches require the bank to formulate and use its own internal credit risk rating system. The risk weight assigned to each commercial obligation is based on the ratings assignment (either external or internal), so that higher (lower) rated, high (low) credit quality obligations have lower (higher) risk weights and therefore lower (higher) capital requirements, thereby eliminating the incentives to engage in risk shifting and regulatory abitrage. Whichever of the three models is chosen, the BIS II proposal states that overall capital adequacy after 2005 will be measured as follows:10 Regulatory Total = Credit Risk + Capital Capital Requirement



Market Risk + Capital Requirement



Operational Risk Capital Requirement



where: 1. The Credit Risk Capital Requirement depends on the bank’s choice of either the Standarized or the Internal Ratings–Based (Foundation or Advanced) Approaches. 2. The Market Risk Capital Requirement depends on the bank’s choice of either the Standardized or the Internal Model Approach (e.g., RiskMetrics, historical simulation, or Monte Carlo simulation). This capital requirement was introduced in 1996 in the European Union (EU) and in 1998 in the United States. 3. The Operational Risk Capital Requirement (as proposed in 2001) depends on the bank’s choice among a basic Indicator Approach, a Standardized Approach, and an Advanced Measurement Approach (AMA).11 While part of the 8% ratio under BIS I was viewed as capital allocated to absorb operational risk, the proposed new operational risk requirement (to be introduced in 2006) aims to separate out operational risk from credit risk and, at least for the basic Indicator Approach, has attempted to calibrate operational risk capital to equal 12% of a bank’s total regulatory capital requirement.12 Speciﬁcally, on November 5, 2001, the BIS released potential modiﬁcations to the BIS II proposals that reduced the proposed target of operational risk capital as a percent of minimum regulatory capital requirements from 20% to 12%. BIS II incorporates both expected and unexpected losses into capital requirements, in contrast to the market risk amendment of BIS I, which is concerned only with unexpected losses. Thus, loan loss reserves are considered the portion of capital that cushions expected credit losses, whereas economic capital covers unexpected losses. BIS (2000)13 sound practices for loan accounting state that allowances for loan losses (loan



10McKinsey estimates that operational risk represents 20%, market risk comprises 20%, and credit risk 60% of the overall risk of a typical commercial bank or investment bank. See Hammes and Shapiro (2001), p. 106. 11The Basic Indicator Approach levies a single operational risk capital charge for the entire bank, the Standardized Approach divides the bank into eight lines of business, each with its own operational risk charge, and the Advanced Measurement Approach (AMA) uses the bank’s own internal models of operational risk measurement to assess a capital requirement. See BIS (2001c). 12For more details on the market and operational risk components of regulatory capital requirements, see the BIS Web site www.bis.org. 13p. 4.
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loss reserves) should be sufﬁcient to “absorb estimated credit losses.” However, loan loss reserves may be distorted by the stipulation that they are considered eligible for Tier 2 capital up to a maximum 1.25% of risk-weighted assets.14 That is, if expected credit losses exceed 1.25% of risk-weighted assets, then some portion of loan loss reserves would not be eligible to meet the bank’s capital requirement, thereby requiring excess capital to meet some portion of expected losses and leading to redundant capital charges. In November 2001, the BIS proposed modiﬁcations that would relax these constraints and permit the use of “excess” provisions to offset expected losses. While capital requirements for credit and operational risk can be satisﬁed by Tier 1 and Tier 2 capital only, part of the market risk capital requirement can be satisﬁed by Tier 3 capital which includes subordinated debt of more than two years’ maturity.15 The new capital requirements in BIS II are applied on both a consolidated and unconsolidated basis to holding companies of banking ﬁrms.16 When BIS II is completely adopted, overall regulatory capital levels, on average, are targeted (by the BIS) to remain unchanged for the system as a whole.17 However, recent tests conducted by 138 banks in 25 countries have led to a downward calibration of the capital levels required to cover credit risk (under the Internal Ratings–Based Foundation Approach) and operational risk (under the standardized model, basic indicator model and advanced measurement approach).18 The Standardized Model follows the same methodology as BIS I, but makes it more risk sensitive by dividing the commercial obligor designation into ﬁner gradations of risk classiﬁcations (risk buckets), with risk weights that are a function of external credit ratings. Under the current system (BIS I), all commercial loans are viewed as having the same credit risk (and thus the same risk weight). Essentially, the book value of each loan is multiplied by a risk



3.2 STANDARDIZED MODEL FOR CREDIT RISK.



14Moreover, accounting rules differ from country to country so that oftentimes the loan loss reserve is a measure of current or incurred losses, rather than expected future losses. See Wall and Koch (2000) and Flood (2001). Indeed, Cavallo and Majnoni (2001) show that distorted loan loss provisions may have a pro-cyclical effect that exacerbates systemic risk. In particular, many Latin American countries require large provisions for loan losses (averaging 8% of gross ﬁnancing), raising the possibility of excessive capital requirements in these countries due to double counting of credit risk [see Powell (2001)]. 15BIS II makes no changes to the Tier I and Tier 2 deﬁnitions of capital. Carey (2001b) suggests that since subordinated debt is not useful in preserving soundness (i.e., impaired subordinated debt triggers bank insolvency), there should be a distinction between equity and loan loss reserves (the buffer against credit risk, denoted Tier A) and subordinated debt (the buffer against market risk, denoted Tier B). Jackson, et al. (2001) also show that the proportion of Tier I capital should be considered in setting minimum capital requirements. 16The one exception to this is with regard to insurance subsidiaries. Banks’ investments in insurance subsidiaries are deducted for the purposes of measuring regulatory capital. However, this distinction ignores the diversiﬁcation beneﬁts from combining banking and insurance activities; see Gully, et al. (2001). 17Capital requirements are just the ﬁrst of three pillars comprising the BIS II proposals. The second pillar consists of a supervisory review process that requires bank regulators to assess the adequacy of bank risk management policies. Several issues, such as interest rate risk included in the banking book, have been relegated to the second pillar (i.e., supervisory oversight) rather than to explicit capital requirements. The third pillar of BIS II is market discipline. The Accord sets out disclosure requirements to increase the transparency of reporting of risk exposures so as to enlist the aid of market participants in supervising bank behavior. Indeed, the adequacy of disclosure requirements is a prerequisite for supervisory approval of bank internal models of credit risk measurement. 18See BIS (2001c, d).
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Exhibit 3.1. Total Capital Requirements on Corporate Obligations under the Standardized Model of BIS II



weight of 100% and then by 8% in order to generate the Tier 1 plus Tier 2 minimum capital requirement of 8% of risk-adjusted assets, the so-called 8% rule. Exhibit 3.1 compares the risk weights for corporate obligations under the proposed new Standardized Model to the old BIS I risk weights. Under BIS II, the bank’s assets are classiﬁed into each of the ﬁve risk buckets shown in Exhibit 3.1 according to the credit rating assigned the obligor by independent rating agencies, such as S&P, Moody’s and Fitch. Appendix A shows how credit ratings provided by the three major rating agencies are mapped on a comparable basis. In order to obtain the minimum capital requirement for credit risk purposes, all credit exposures (known as the exposure at default EAD)19 in each risk weight bucket are summed up, weighted by the appropriate risk weight from Exhibit 3.1, and then multiplied by the overall total capital requirement of 8%. The Standardized Approach takes into account credit risk mitigation by adjusting the transaction’s EAD to reﬂect collateral, credit derivatives or guarantees, and offsetting on-balance-sheet netting. However, any collateral value is reduced by a haircut to adjust for the volatility of the instrument’s market value. Moreover, a ﬂoor capital level assures that the credit quality of the borrower will always impact capital requirements. The risk weights for claims on sovereigns and their central banks are shown in Exhibit 3.2. The new weights allow for differentiation of credit risk within the classiﬁcation of Organization for Economic Cooperation and Development (OECD) nations. Under BIS I, all OECD nations carried preferential risk weights of 0% on their government obligations. BIS II levies a risk weight that depends on the sovereign’s external rating, not on its political afﬁliation.20 However, claims on the BIS, the IMF, the European Central Bank, and the European Community all carry a 0% risk weight. 19The EAD for on-balance-sheet items is the nominal outstanding amount, whereas EAD for off-balance-sheet items is determined using most of the same credit conversion factors from BIS I, with the exception of loan commitments maturing in less than one year that now have a 20% conversion factor rather than the 0% under BIS I. 20Korea and Mexico (both OECD members) will move under the proposals from a zero risk weight to a positive risk weight corresponding to their credit ratings. Powell (2001) uses the Standardized Approach to estimate that capital requirements for banks lending to Korea (Mexico) will increase by $3.4 billion ($5 billion) resulting in an estimated incease in bond spreads of 74.8 basis points for Korea and 104.5 basis points for Mexico. If the IRB Approach is used, the impact is even greater.
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External Credit Rating Risk Weight under BIS II Capital Requirement under BIS II



AAA to AA– or ECA Rating 1 0%



A+ to A– BBB+ to BBB– BB+ to B– or ECA or ECA or ECA Rating 2 Rating 3 Rating 4 to 6 20%



0%



1.6%



Below B– or ECA Rating 7



50%



100%



150%
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8%



12%



Notes: ECA denotes Export Credit Agencies. To qualify, the ECA must publish its risk scores and use the OECD methodology. If there are two different assessments by ECAs, then the higher risk weight is used. Sovereigns also have an unrated category with a 100 percent risk weight (not shown). Under BIS I, the risk weight for OECD government obligations is 0 percent. OECD interbank deposits and guaranteed claims, as well as some non-OECD bank and government deposits and securities carry a 20 percent risk weight under BIS I. All other claims on non-OECD governments and banks carry a 100 percent risk weight under BIS I. (See Saunders and Cornett, 2002.) Exhibit 3.2.



Total Capital Requirements on Sovereigns under the Standardized Model of BIS II



There are two options for Standardized risk weighting of claims on banks and securities ﬁrms. Under option 1, all banks incorporated in a given country are assigned a risk weight one category less favorable than the sovereign country’s risk weight. Thus, the risk weights for option 1 shown in the heading in Exhibit 3.3 pertain to the sovereign’s risk weight. For example, a bank that is incorporated in a country with an AAA rating will have a 20% risk weight under option 1, resulting in a 1.6% capital requirement.21 Option 2 uses the external credit rating of the bank itself to set the risk 21That is, an AAA rating would normally warrant a 0% risk weight, but instead the risk weight is set one category higher at 20%.
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Risk Weight under BIS II Option 1 Capital Requirement under BIS II Option 1 Risk Weight under BIS II Option 2 Risk Weight for short-term claims under BIS II Option 2



20%



50%



100%



100%



150%



100%



4%



8%



8%



12%



8%



20%



50%



50%



100%



150%



50%



20%



20%



20%



50%



150%



20%



1.6%



Notes: The capital requirements for option 2 can be calculated by multiplying the risk weight by the 8 percent capital requirement. Exhibit 3.3.



Total Capital Requirements on Banks under the Standardized Model of BIS II
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weight. Thus, the risk weights for option 2 shown in the heading in Exhibit 3.3 pertain to the bank’s credit rating. For example, a bank with an AAA rating would receive a 20% risk weight (and a 1.6% capital requirement) no matter what the sovereign’s credit rating. Exhibit 3.3 also shows that BIS II reduced the risk weights for all bank claims with original maturity of three months or less.22 The choice of which option applies is left to national bank regulators and must be uniformly adopted for all banks in the country. BIS II is a step in the right direction in that it adds risk sensitivity to the regulatory treatment of capital requirements to absorb credit losses. However, Altman and Saunders (2001a, b) and the Institute of International Finance (2000) ﬁnd insufﬁcient risk sensitivity in the proposed risk buckets of the Standardized Model, especially in the lowest-rated bucket for corporates (rated below BB-), which will require a risk weight three times greater than proposed under BIS II to cover unexpected losses based on empirical evidence on corporate bond loss data.23 By contrast, the risk weight in the ﬁrst two corporate loan buckets may be too high. Exhibit 3.4 shows the historical actual one year losses on a bond portfolio using a loss distribution (default mode) at the 99.97% conﬁdence level (i.e., credit losses will exceed the capital amounts as a percent of assests (loans) shown in Exhibit 3.4 in just three out of 10,000 years).24 The 1.6% capital charge for the ﬁrst risk bucket (AAA to AA-ratings) is too high given the 0% historical loss experience. However, the historical one-year loss experience for the lowest-risk bucket (ratings below BB-) is signiﬁcantly larger than the 12% capital requirement. Thus, capital regulation arbitrage incentives will not be completely eliminated by the BIS II credit risk weights.25 The unrated risk bucket (of 100%) has also been criticized (see Altman and Saunders (2001a, b)). Exhibit 3.5 shows that more than 70% of corporate exposures were unrated in the 138 banks that participated in a BIS survey (the Quantitative Impact 3.3 ASSESSMENT.



22However, if the contract is expected to roll over upon maturity (e.g., an open repo), then its effective maturity exceeds three months and the bank supervisor may consider it ineligible for the preferential risk weights shown in Exhibit 3.3. 23Similary, Powell (2001) ﬁnds insufﬁcient convexity in the Standarized Approach for sovereign debt. 24It should be noted that since actual loss data are used and the samples are ﬁnite, there are standard errors around these estimates. Moreover, BIS II is calibrated to a 99.9% level, not the higher 99.97% used in the Altman and Saunders (2001b) study. 25One year has become the common time horizon for credit risk models since one year is perceived as being of sufﬁcient length for a bank to raise additional capital (if able to do so). However, Carey (2001b) contends that this time horizon is too short.



BIS II Risk Weight BIS II Capital Requirement All Bonds 1981–1999 Senior Bonds 1981–1999 All Bonds 1981–2000 Year 2000
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BBB+ to BB–
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20% 1.6% 0% 0% 0% 0%



50% 4% 14.988% 0% 14.989% 0%



100% 8% 54.837% 91.862% 74.749% 91.187%



150% 12% 97.228% 93.185% 97.309% 93.762%



Source: Altman and Saunders (2001b) Exhibit 3.4.
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AAA–AA Large banks in G10 countries Small banks in G10 countries Large banks in the EU Small banks in the EU Developing countries
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Source: “Results of the Second Quantitative Impact Study,” November 5, 2001a. Exhibit 3.5. Quality Distribution of Corporate Exposures (138 Banks from 25 Countries Participating in the QIS2 Survey)



Study QIS2). Since the majority of obligations held by the world’s banks are not rated (see Ferri, et al. (2001)), for example, it is estimated that less than 1,000 European companies are rated,26 the retention of an unrated risk bucket is a major lapse that threatens to undermine the risk sensitivity of BIS II.27 Speciﬁcally, actual default data on nonrated loans puts them closer to the 150% bucket risk weight than the speciﬁed 100% risk weight. In addition, low-quality borrowers that anticipate receiving an external credit rating below BB- have an incentive to eschew independent rating agencies altogether, choosing to reduce their costs of borrowing by remaining unrated, but thereby reducing the availability of credit information available to the market.28 On a more fundamental basis, concern has been expressed about tying capital requirements to external ratings produced by rating agencies. Ratings are opinions about the overall credit quality of an obligor, not issue-speciﬁc audits.29 There is a certain



26For less developed countries, the proportion of companies with external credit ratings is much lower than for developed countries. Powell (2001) reports that only 150 corporates in Argentina are rated, although the central bank’s credit bureau lists 25,000 corporate borrowers. Thus, Ferri et al. (2001) surmise that borrowers in less developed countries are likely to suffer a substantial increase in borrowing costs relative to those in developed countries upon adoption of BIS II. 27Linnell (2001) and Altman and Saunders (2001b) suggest that, at the very least, the unrated classiﬁcation risk weight should be 150%. There is evidence that the failure ratio on nonrated loans is similar to the failure ratio in the lowest (150%) rated bucket; see Altman and Saunders (2001b). 28To mitigate this problem, Griep and De Stefano (2001) suggest that more unsolicited ratings be used. German bank associations plan to pool credit data so as to address the problem of unrated small and medium sized businesses. Because of the importance of this market sector to the German economy, Chancellor Schroder has threatened to veto the BIS II proposal. (See The Economist, November 10, 2001.) Allen (2002b) surveys the special problems of credit risk measurement for middle market ﬁrms. 29Moody’s in its ratings of about 1,000 banks worldwide uses a complex interaction of seven fundamental factors: (1) operating environment (competitive, regulatory, institutional support); (2) ownership and governance; (3) franchise value; (4) recurring earning power; (5) risk proﬁle (credit, market, liquidity risks, and asset-liability management, agency, reputation, operational, etc.) and risk management; (6) economic capital analysis; (7) management priorities and strategies. See Cunningham (1999) and Theodore (1999).
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amount of heterogeneity within each rating class, since a single letter grade is used to represent a multidimensional concept that includes default probability, loss severity, and transition risk. Moreover, since ratings agencies try to avoid discrete jumps in ratings classiﬁcations, the rating may be a lagging, not a leading indicator of credit quality (see Reisen and von Maltzan (1999) and Reinhart (2001) for discussions of lags in sovereign credit ratings, Kealhofer (2000) and Altman and Saunders (2001a) for lags in publicly traded corporate ratings, and Bongini et al. (2001) for lags in credit ratings of banks). As ratings change over time, the transaction may be shifted from one risk bucket to another, thereby injecting excessive volatility into capital requirements (see Linnell (2001)) and may lead to an increase in systemic risk since, with increased downgrades in a recession, banks may ﬁnd their capital requirements peaking at the worst time (i.e., in the middle of a recession when earnings are relatively weak). Indeed, there is evidence (see Ferri et al. (2001), Monfort and Mulder (2000), Altman and Saunders (2001a)) that ratings agencies behave procyclically since ratings are downgraded in a ﬁnancial crisis, thereby increasing capital requirements at just the point in the business cycle that stimulation is required (see Reisen (2000)). Thus, pegging capital requirements to external ratings may exacerbate systemic risk concerns. Concern about systemic risk may lead to regulatory attempts to inﬂuence ratings agencies, thereby undermining their independence and credibility.30 (See Allen and Saunders (2002) for a survey of cyclical effects in credit risk measurement models.) Although an important advantage of external ratings is their validation by the market, the credit rating industry is not very competitive. There are only a handful of well-regarded rating agencies. This leads to the risk of rating shopping.31 Since the obligors are free to choose their rating agency, moral hazard may lead rating agencies to shade their ratings upward in a bid to obtain business. Moreover, since there is no single, universally accepted standard for credit ratings, they may not be comparable across rating agencies and across countries. (See discussions in White (2001), Cantor (2001), Greip and De Stefano (2001).) This is likely to distort capital requirements more in less developed countries, because of greater volatility in less developed countries (LDC) sovereign ratings, less transparent ﬁnancial reporting in those countries, and the greater impact of the sovereign rating as a de facto ceiling for the private sector in LDCs.32 Finally, banks are also considered “delegated monitors” (see Diamond (1984)) who have a comparative advantage in assessing and monitoring the credit risk of their borrowers. Indeed, this function is viewed as making banks “special.” This appears to be inconsistent with the concept underlying the Standardized Model, which essentially attributes this bank monitoring function to external rating agencies for the purposes of setting capital requirements. Adoption of this approach may well reduce bank incentives to invest time and effort in monitoring, thereby reducing the availability of information and further undermining the value of the banking franchise.



30Moreover, the usefulness of external ratings for regulatory purposes is questionable since the rating incorporates the likelihood that the ﬁrm will be bailed out by the government in the event of ﬁnancial distress. Only Fitch IBCA and Moody’s provide stand-alone creditworthiness ratings, but these cannot be used to calculate the probability of default (PD); see Jackson et al. (2001). 31Jewell and Livingston (1999) ﬁnd that Fitch ratings are slightly higher on average than ratings from S&P and Moody’s. Fitch is the only rating agency that explicitly charges for a rating. 32Moreover, contagious regional ﬁnancial crises in conﬁdence may lead to excessive downgradings of sovereign ratings, see Cantor and Packer (1996), Ferri, et al. (2001), and Kaminsky and Schmukler (2001).
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Under the IRB approaches,33 each bank is required to establish an internal ratings model to classify the credit risk exposure of each activity (e.g., commercial lending, consumer lending, etc.), whether on or off the balance sheet. For the Foundation IRB Approach, the required outputs obtained from the internal ratings model are estimates of one-year34 probability of default (PD) and EAD for each transaction. In addition to these estimates, independent estimates of both the loss given default (LGD) and maturity (M)35 are required to implement the Advanced IRB Approach. The bank computes risk weights for each individual exposure (e.g., corporate loan) by incorporating its estimates of PD, EAD, LGD, and M obtained from its internal ratings model and its own internal data systems. The model also assumes that the average default correlation among individual borrowers is between 10 and 20% with the correlation a decreasing function of PD; see BIS (2001e).36 Expected losses upon default can be calculated as follows: 3.4 INTERNAL RATINGS–BASED MODELS FOR CREDIT RISK.



Expected Losses  PD  LGD where PD is the probability of default and LGD is the loss given default.37 However, this considers only one possible credit event—default—and ignores the possibility of losses resulting from credit rating downgrades. That is, deterioration in credit quality caused by increases in PD or LGD will cause the value of the loan to be written down—in a mark-to-market sense—even prior to default, thereby resulting in portfolio losses (if the loan’s value is marked to market). Thus, credit risk measurement models can be differentiated on the basis of whether the definition of a “credit event” includes only default (the default mode or DM models) or whether it also includes nondefault credit quality deterioration (the mark-to-market or MTM models). The mark-to-market approach considers the impact of credit downgrades and upgrades on market value, whereas the default mode is only concerned about the economic value of an obligation in the event of default. There are five elements to any IRB approach: 1. A classiﬁcation of the obligation by credit risk exposure—the internal ratings model. 33In this article, we focus on the BIS II regulations as applied to on-balance-sheet activities. See Chapter 15 in Saunders and Allen (2002) for a discussion of the BIS II proposals for off-balance-sheet activities. 34As noted earlier, the use of a one year time horizon assumes that banks can fully recapitalize any credit losses within a year. Carey (2001b) argues that a two- to three-year time horizon is more realistic. 35Maturity is the Weighted Average Life of the loan (i.e., the percentage of principal repayments in each year times the year(s) in which these payments are received). For example, a two year loan of $200 million repaying $100 million principal in year 1 and $100 million principal in year 2 has a Weighted Average Life (WAL) = [1  (100/200)] + [2  (100/200)] = 1.5 years. 36According to Carey (2001b), the January 2001 IRB proposal is calibrated to a 4.75% Tier 1 capital ratio with a Tier 2 subordinated debt multiplier of 1.3 and a PD error multiplier of 1.2. This results in a target capital ratio minimum of 4.75  1.3  1.2 = 7.4%. Since the BIS I 8% ratio incorporates a safety factor for operational risk, it makes sense that the pure credit risk IRB minimum capital requirement would be calibrated to a number less than 8%. 37The format of the IRB approaches is to use PD, LGD and M to determine the loan’s risk weight and then to multiply that risk weight times the EAD times 8% in order to determine the loan’s capital requirement.
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2. Risk components—PD and EAD for the Foundation model and PD, EAD, LGD, and M for the Advanced model. 3. A risk weight function that uses the risk components to calculate the risk weights. 4. A set of minimum requirements of eligibility to apply the IRB approach (i.e., demonstration that the bank maintains the necessary information systems to accurately implement the IRB approach). 5. Supervisory review of compliance with the minimum requirements. The bank is allowed to use its own estimate of PD over a one-year time horizon, as well as each loan’s EAD. However, there is a lower bound on PD that is equal to three basis points, so as to create a nonzero ﬂoor on the credit risk weights (and hence capital required to be held against any individual loan). The average PD for each internal grade is used to calculate the risk weight for each internal rating. The PD may be based on historical experience or even potentially on a credit scoring model (see Saunders and Allen (2002) for discussions of traditional credit scoring models as well as newer, more theory-based models). The EAD for onbalance-sheet transactions is equal to the nominal (book) amount of the exposure outstanding. Credit mitigation factors (e.g., collateral, credit derivatives or guarantees, on-balance-sheet netting) are incorporated following the rules of the Standardized IRB Approach by adjusting the EAD for the collateral amount, less a haircut determined by supervisory advice under Pillar II. The EAD for off-balance-sheet activities is computed using the BIS I approach of translating off-balance-sheet items into on-balance-sheet equivalents mostly using the BIS I conversion factors (see Saunders (1997), Chapter 20).38 The Foundation IRB Approach sets a benchmark for M, Maturity (or Weighted Average Life of the loan) at three years (in November 2002, this was changed to 2.5 years). Moreover, the Foundation Approach assumes that Loss Given Default for each unsecured loan is set at LGD = 50% for senior claims and LGD = 75% for subordinated claims on corporate obligations.39 However, in November 2001, the Basel Committee on Banking Supervision presented potential modiﬁcations that would reduce the LGD on secured loans to 45% if fully secured by physical, non–real estate collateral and 40% if fully secured by receivables. Under the January 2001 proposal, the Foundation Approach formula for the risk weight on corporate obligations (loans) is:40 (a) Foundation IRB Approach.



RW  1LGD>50 2  BRW or 12.50  LGD, whichever is smaller



(1)



where the benchmark risk weight (BRW) is calculated for each risk classiﬁcation using the following formula: BRW  976.5  N11.118  G1PD 2  1.2882  1  .0470  11  PD 2>PD0.44 (2)



38However, there is now a 20% conversion factor for loan commitments maturing in less than one year. Under BIS I this conversion factor was 0%. 39The Foundation Approach assumes a constant LGD. Altman and Brady (2001) ﬁnd that LGD is directly related to PD. 40PD is expressed in decimal format in all formulas.
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The term N1y2 denotes the cumulative distribution function for a standard normal random variable (i.e., the probability that a normal random variable with mean zero and variance of one is less than or equal to y ) and the term G1z 2 denotes the inverse cumulative distribution function for a standard normal random variable (i.e., the value y such that N1y2  z ). The BRW formula is calibrated so that a three-year corporate loan with a PD equal to 0.7% and a LGD equal to 50% will have a capital requirement of 8%, calibrated to an assumed loss coverage target of 99.5% (i.e., losses to exceed the capital allocation occur only 0.5% of the time, or ﬁve years in 1,000).41 Appendix B shows the calibration of equation (2) for retail loans, demonstrating that the BRW for retail loans is set lower than the BRW for corporate loans for all levels of PD. Exhibit 3.6 shows the continuous relationship between the BRW and the PD. Note that this continuous function allows the bank to choose the number of risk categories in the internal risk rating system, as long as there is a minimum of six to nine grades for performing borrowers and two grades for nonperforming borrowers.42 Consultation between the Basel Committee on Banking Supervision and the public fueled concerns about the calibration of the Foundation Approach as presented in equations (1) and (2). This concern was galvanized by the results of a Quantitative Impact Study (QIS2) that examined the impact of the BIS II proposals on the capital requirements of 138 large and small banks from 25 countries. Banks that would have adopted the IRB Foundation Approach would have seen an unintended 14% increase in their capital requirements. Potential modiﬁcations were released on November 5, 41Historical insolvency for AA (A) rated bonds corresponds to a 99.97% (99.5%) target loss percentile, Jackson et al. (2001) use CreditMetrics to show that BIS I provides a 99.9% solvency rate (equivalent to a BBB rating) for a high-quality bank portfolio and 99% (BB rating) for a lower-quality bank portfolio. 42Treacy and Carey (2000) document that bank internal ratings systems generally have more than 10 rating classiﬁcations.
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PD (Percent) Source: BIS (2001), “The Internal Ratings–Based Approach.” Exhibit 3.6. Proposed IRB Risk Weights for Hypothetical Corporate Exposure Having LGD Equal to 50 Percent.
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2001, to lower the risk weights and make the risk weighting function less steep for the IRB Foundation Approach only. Moreover, the potential modiﬁcations (if incorporated into the BIS II proposals) would make the correlation coefﬁcient a function of the PD, such that the correlation coefﬁcient between assets decreases as the PD increases. Finally, the conﬁdence level built into the risk weighting function would be increased from 99.5% to 99.9%. The potential modiﬁcations to equations (1) and (2) corporate loan risk weight curves are as follows: BRW  12.5  LGD  M  N 3 11  R 2 0.5  G1PD 2  1R>11  R2 2 0.5  G10.999 2 4



(3)



M  1  0.047  1 11  PD 2>PD0.44 2



(4)



where R  0.10  3 11  exp 50PD 2 > 11  exp 50 2 4  0.20  31  11  exp 50PD 2 > 11  exp 50 2 4 and



RW  1X>50 2  BRW



(5)



(6)



where X  75 for a subordinated loan, X  50 for an unsecured loan, X  45 for a loan fully secured by physical, non–real estate collateral, and X  40 for a loan fully secured by receivables. In equations (3) through (6), exp stands for the natural exponential function, N1. 2 stands for the standard normal cumulative distribution function and G1.2 stands for the inverse standard normal cumulative distribution function. Equation (4) denotes the maturity factor M. This is reportedly unchanged from the BIS II proposals shown in equation (2) in that it is still benchmarked to a ﬁxed threeyear Weighted Average Life of the loan.43 The correlation coefﬁcient R is computed in equation (5). The correlation ranges from 0.20 for the lowest PD value to 0.10 for the highest PD value. This inverse relationship appears to be somewhat counterintuitive in that empirically asset correlations increase during systemic crises when PDs also tend to increase, thereby implying a direct positive (rather than inverse) relationship between correlation and PD. Using the potential modiﬁcations of November 2001, the BRW is calculated from equations (3) through (5). The actual risk weight (RW) is then calculated in equation (6) where RW  1X>502 x BRW and X  the stipulated ﬁxed LGD for each type of loan. For example, under the potential modiﬁcations of November 2001, the LGD takes on a value of either 40% (if the loan is fully secured by receivables), 45% (if fully secured by physical, non–real estate collateral), 50% (if unsecured but senior) or 75% (if subordinated). Risk-weighted assets are then computed by multiplying the risk weight times the exposure at default. Finally, the minimum capital requirement is computed by multiplying the risk-weighted assets times 8%; that is, the minimum capital requirement on the individual loan  RW  EAD  8% . 43In contrast to the Advanced IRB Approach, the Foundation IRB Approach does not input the loan’s actual maturity into the risk weight calculation.
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Probability of Default



Jan. 2001 BIS II Proposal Capital Requirements



3 basis points 10 25 50 75 1% 1.25 1.50 2.00 2.50 3.00 4.00 5.00 10.00 20.00



1.1% 2.3 4.2 6.4 8.3 10.0 11.5 12.9 15.4 17.6 19.7 23.3 26.5 38.6 50.0



Nov. 2001 BIS Modiﬁed Capital Requirements 1.4% 2.7 4.3 5.9 7.1 8.0 8.7 9.3 10.3 11.1 11.9 13.4 14.8 21.0 30.0



Notes: The minimum capital requirements shown are a percent of EAD (exposure at default) assuming LGD = 50%. Source: BIS (November 5, 2001b). Exhibit 3.7. Comparison of BIS II Proposals and Potential Modifications: Capital Requirements under the IRB Foundation Approach



Exhibit 3.7 shows the impact of the November 2001 modified risk weighting function on the capital requirements under the IRB Foundation Approach. For example, an unsecured $100 million loan with a PD of 10% would have s 262% benchmark risk weight under the November 2001 modifications, computed using equations (3) through (6). Since the loan in our example is unsecured, using equation (1) the RW  150>502  BRW  2.62. Thus, the loan’s minimum capital requirement would be $100m  .08  2.62  $21 millon. In contrast, Exhibit 3.7 shows that the same loan’s minimum capital requirement under the January 2001 proposals would have been $38.6 million. Moreover, under BIS I the capital requirement would have been $100 million  8% = $8 million. Exhibit 3.7 also shows that the capital requirement for the highest-quality (lowest PD) exposures increases slightly in the modified proposals, whereas the capital requirement for the lowest quality (highest PD) exposures decreases significantly as compared to the January 2001 BIS II proposals.44 (b) Advanced IRB Approach. Sophisticated banks are encouraged to move from the Foundation to the Advanced Approach. A primary source for this incentive is the result of the use of the bank’s actual LGD experience in place of the ﬁxed assumption



44This example is for a single loan. Adjustments for the concentration of the loan portfolio (granularity adjustments) that would measure the portfolio’s level of diversiﬁcation have been dropped from pillar 1 of the BIS II proposals.
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of a 40, 45, 50, or 75% LGD. Evidence suggests that historical LGD for bank loans is signiﬁcantly lower than 50%45 and therefore, the shift to the advanced approach is expected to reduce bank capital requirements by 2 to 3%. However, the quid pro quo for permission to use actual LGD is compliance with an additional set of minimum requirements attesting to the efﬁcacy of the bank’s information systems in maintaining data on LGD. Another adjustment to the Foundation Approach’s BRW is the incorporation of a maturity adjustment reﬂecting the transaction’s effective maturity, deﬁned as the greater of either one year or nominal maturity, which is the weighted average life (= ∑ttPt /∑tPt where Pt is the minimum amount of principal contractually payable at time t) for all instruments with a predetermined, minimum amortization schedule. The maturity is capped at seven years in order to avoid overstating the impact of maturity on credit risk exposure. The Advanced IRB Approach allows the bank to use its own credit risk mitigation estimates to adjust PD, LGD, and EAD for collateral, credit derivatives, guarantees, and on-balance sheet netting. The risk weights for the mark-to-market Advanced IRB Approach are calculated as follows: RW  1LGD>50 2  BRW1PD 2  31  b1PD 2  1M  3 2 4



where b1PD 2  3.0235  11  PD 2 4> 3PD



0.44



 .0470  11  PD 2 4



(7) (8)



and BRW is as deﬁned in the Foundation IRB Approach. The effect of the 31  b1PD 2  1M  3 2 4 term in equation (7) is to adjust the risk of loans for its maturity.46 For longer maturity instruments, the maturity adjustments increase for low PD rated borrowers (i.e., higher quality borrowers). The intuition is that maturity matters most for low PD borrowers since they can move only in one direction (downward) and the longer the maturity of the loan, the more likely this is to occur. For high PD (low quality) borrowers who are near default, the maturity adjustment will not matter as much since they may be close to default regardless of the length of the maturity of the loan.47 The Advanced IRB Approach entails the estimation of parameters requiring long histories of data that are unavailable to most banks.48 Given the costs of developing these models and databases, there is the possibility of dichotomizing the banking in-



45Carty (1998) ﬁnd the mean LGD for senior unsecured (secured) bank loans is 21% (13%). Carey (1998) ﬁnds mean LGD of 36% for a portfolio of private placements. Asarnow and Edwards (1995) ﬁnd a 35% LGD for commercial loans. Gupton (2000) ﬁnd a 30.5% (47.9%) LGD for senior secured (unsecured) syndicated bank loans. Gupton et al. (2000) obtain similar estimates for expected LGD, but ﬁnd substantial variance around the mean. 46This may incorporate a mark to market adjustment. However, the mark to market adjustment in BIS II does not incorporate the transition risk (deterioration in credit quality) and spread risk (change in the market price of credit risk) components of a fully mark to market model. There is also an alternative speciﬁcation of the b(PD) adjustment based on the default mode assumption. 47That is, for loans with maturities longer than three years, the increase in the capital requirement relative to the BRW decreases as the loan quality deteriorates. This could increase the relative cost of long term bank credit for low risk borrowers. See Allen (2002a). 48See the Basel Committee on Banking Supervision (1999a) for a survey of current credit risk modeling practices at 20 large international banks located in ten countries.
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dustry into “haves and have-nots.” For example, some anecdotal estimates suggest that no more than 15 U.S. banks will choose to use either of the IRB approaches. Moreover, capital requirements are highly sensitive to the accuracy of certain parameter values; in particular, estimates of LGD and the granularity in PD are important (see Gordy (2000) and Carey (2000)). Since credit losses are affected by economic conditions, the model parameters should also be adjusted to reflect expected levels of economic activity. Thus, the data requirements are so substantial that full implementation of the Advanced IRB Approach lies far in the future even for the most sophisticated banks. And when that date comes, regulators will have commensurate challenges in obtaining the necessary data to validate the banks’ models. BIS II is a potential improvement over BIS I in its sophistication in measuring credit risk. Moreover, it moves regulatory capital in the direction of economic capital. However, it is far from an integrated portfolio management approach to credit risk measurement. Focus on individual ratings classiﬁcations (whether external or internal) prevents an aggregated view of credit risk across all transactions, and regulatory concerns about systemic risk prevent full consideration of cross-asset correlations that might reduce capital requirements further.49 Thus, capital requirements are likely to be higher than economically necessary when considering actual portfolio correlations50 Moreover, incompatible approaches to assessing the capital adequacy of insurance companies and other nonbanking ﬁrms may obscure their impact on ﬁnancial system instability. In the United States, the insurance industry and government-sponsored enterprises (such as Fannie Mae and Freddie Mac), and the Financial Services Authority in the United Kingdom all use a variety of models, ranging from minimum ratios and stress test survivorship requirements to dynamic risk-of-ruin scenario analysis, that include both the asset and liability sides of the balance sheet in order to measure capital requirements. The Advanced IRB Approach also contains some properties that may distort bank incentives to manage their credit risk exposure. For example, Allen (2002a) ﬁnds that the maturity adjustment in the Advanced IRB Approach (see equation(7)) creates perverse incentives when dealing with loans with maturities greater than three years such that the loan adjustment factor decreases the loan’s risk weight as the loan quality (credit rating) declines. Moreover, the Advanced IRB Approach penalizes increases in LGD more than increases in PD. Exhibit 3.8 uses data from Altman and Saunders (2001b) to determine the impact of increases in LGD on the Advanced IRB risk weights for loans with maturity of three years keeping expected losses (i.e., LGD  PD) constant. For all risk buckets (for illustrative purposes only, the Standardized Approach’s risk classiﬁcations are used), the Advanced IRB risk weights increase as 3.5 ASSESSMENT.



49Hoggarth, et al. (2001) show that cumulative output losses during systemic crises average 15 to 20% of annual GDP. 50That is, the IRB frameworks are calibrated to an asset correlation of 0.20, which is higher than actual correlations that averaged 9 to 10% for eurobonds; see Jackson et al. (2001). The November 2001 potential modiﬁcations to BIS II proposals incorporate a correlation coefﬁcient that is inversely related to the PD. However, Freixas et al. (2000) show that systemic crises may occur even if all banks are solvent.
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BIS II Risk Buckets (1) AAA–AA– A+ A– BBB+ BB– Below BB–



Actual LGD Altman & Saunders (2)



PD% Altman & Saunders (3)



Increased LGD (4)



0 20.714 18.964 28.321



0 0.058 0.857 9.787



0 25 20 35



3 • 17



Decreased PD% (5)



Advanced IRB Risk Weight Altman & Saunders



Advanced IRB Risk Weight using cols. (4) & (5)



0 0.048 0.813 7.919



0 3.585 16.315 153.063



0 4.327 17.206 189.160



Notes: The LGD and PD values in columns (2) and (3) are taken from Altman and Saunders (2001b). The LGD and PD values in columns (4) and (5) are adjusted to increase LGD while keeping expected losses (LGD × PD) constant). Exhibit 3.8. The Impact of Increases in LGD on Advanced Internal Ratings–Based Risk Weights under BIS II Holding Expected Losses Constant



the LGD increases, although the PD decreases offset the LGD increases so as to keep expected losses constant. BIS II is based on a prespeciﬁed threshold insolvency level; that is, capital levels are set so that the estimated probability of insolvency of each bank is lower than a threshold level such as 99.9% (or 0.1% probability of failure per year, or one bank insolvency every 1,000 years).51 However, there are two potential shortcomings to this approach from the regulator’s point of view. First, without considering the relationship between individual banks’ insolvency probabilities. BIS II cannot specify an aggregate, system-wide insolvency risk threshold (see Acharya (2001)). Second, there is no information about the magnitude of loss given bank insolvency. The deposit insurer, for example, may be concerned about the cost to the deposit insurance fund in the event that the bank’s capital is exhausted. (See Gordy (2000) for a discussion of the estimation of the “expected tail loss.”) BIS II addresses neither of these concerns. However, there is evidence (see Jackson et al. (2001)) that banks hold capital in excess of the regulatory minimum in response to market pressure; for example, in order to participate in the swap market, the bank’s credit quality must be higher than would be induced by complying with either BIS I or II.52 Thus, regulatory capital requirements may be considered lower bounds that do not obviate the need for more precise credit risk measurement. The new Basel Accord on bank capital (BIS II) makes capital requirements more sensitive to credit risk exposure. Regulations governing minimum capital requirements allow the bank to evolve through three steps: (1) The Standard-



3.6 SUMMARY.



51Jackson et al. (2001) show that BIS II is calibrated to achieve a conﬁdence level of 99.96% (i.e., an insolvency rate of 0.4%), whereas banks choose a solvency standard 99.9% in response to market pressures. This conforms to observations that banks tend to hold capital in excess of regulatory requirements. 52Jackson et al. (2001) ﬁnd that a decrease in the bank’s credit rating from A+ to A would reduce swap liabilities by approximately £2.3 billion.
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ized Model, (2) The Internal Ratings-Based (IRB) Foundation Approach, and (3) The Advanced IRB Approach. In the Standardized Model, credit risk weights are determined using external ratings assigned by independent credit rating agencies. For commercial loans, there are four risk buckets (plus an unrated classiﬁcation) corresponding to prespeciﬁed corporate credit ratings. The IRB approaches require banks to formulate their own internal ratings models in order to classify the credit risk of their activities. The Foundation Approach requires that the bank estimate only the probability of default (PD) and the exposure at default (EAD). There are two additional parameter estimates required to implement the Advanced Approach: the loss given default (LGD) and the maturity (M). BIS II requires supervisors to validate the internal models developed by the banks, in conjunction with enhanced disclosure requirements that reveal more detailed credit risk information to the market.



APPENDIX A: MAPPING OF S&P, MOODY’S, AND FITCH IBCA RATINGS Exhibits 3A.1 through 3A.5 use Standard & Poor’s credit ratings in order to derive the risk weights under the Standardized Approach. Exhibit 3A.1 shows how Standard & Poor’s ratings can be mapped onto comparable Moody’s and Fitch IBCA ratings.



Standard & Poor’s Credit Rating



Moody’s Credit Rating



Fitch IBCA Credit Rating



AAA AA+ AA AA– A+ A A– BBB+ BBB BBB– BB+ BB BB– B+ B B– CCC+ CCC CCC– CC C D



Aaa Aa1 Aa2 Aa3 A1 A2 A3 Baa1 Baa2 Baa3 Ba1 Ba2 Ba3 B1 B2 B3 Caa1 Caa2 Caa3 Ca C



AAA AA+ AA AA– A+ A A– BBB+ BBB BBB– BB+ BB BB– B+ B B– CCC+ CCC CCC– CC C D



Source: BIS (April 30, 2001) Exhibit 3A.1



Mapping of Standard & Poor’s, Moody’s, and Fitch IBCA Credit Ratings
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APPENDIX B: BIS II TREATMENT OF RETAIL EXPOSURES UNDER THE INTERNAL RATINGS-BASED APPROACH The retail portfolio is deﬁned as a “large number of small, low value loans with either a consumer or a business focus, in which the incremental risk of any particular exposure is small.”53 (BIS, 2001a), “The Internal Ratings-Based Approach,” p. 59.) This includes: credit cards, installment loans (e.g., personal ﬁnance, education loans, auto loans, leasing), revolving credits (e.g., overdrafts, home equity lines of credit), residential mortgages, and small business facilities. To be considered “retail,” the loans must be managed by the bank as a large pool of fairly homogeneous loans. The retail loan portfolio is typically divided into segments based on each segment’s PD, LGD, and EAD. For each loan, the bank determines the EAD and multiplies that by the risk weight,54 which in turn is dependent on a benchmark risk weight following the methodology shown in equation (2), but calibrated to different constants as follows: BRW  976.5  N11.043  G1PD 2 0.766 2  11  .0470  11  PD 2 >PD0.44 2 (B1) The term N1y2 , where y reﬂects the variables in equation (4), denotes the cumulative distribution function for a standard normal random variable (i.e., the probability that a normal random variable with mean zero and variance of one is less than or equal to y ) and the term G1z 2 , where z reﬂects the term in brackets in equation (B1), denotes the inverse cumulative distribution function for a standard normal random variable (i.e., the value y such that N1y2  z ). The risk weight formula is calibrated to a three year retail loan maturity with a LGD = 50%. As for corporate loans, the BRW is substituted into equation (1) to determine the retail loan’s risk weight. In Exhibit B.1, the benchmark risk weights for retail loans are compared to the BRW for corporate loans; both sets of loans assume a three-year maturity and a LGD = 50%. As shown in Exhibit 3B.1, retail loans have lower benchmark risk weights for every value of PD reﬂecting lower minimum captial requirements for the retail sector.55 In July 2002, the Basel Committee on Banking Supervision published potential modiﬁcations to the BIS II proposals for retail obligations. Under the modiﬁcations (if adopted) residential mortgages would have a higher risk weight curve than other retail exposures, but both retail risk weight curves would be lower than the one speciﬁed in equation (B1) under the BIS II proposals. The residential mortgage risk weight curve under the IRB Approach is:56 BRW  12.50  LGD  N 3 11  R 2 .0.5  G1PD 2  1R> 11  R 2 2 0.5  G10.9992 4 (B2)



53BIS



2001, “The Internal Ratings-Based Approach,” p. 59. EAD cannot be determined, the bank can use an estimate of expected losses, or PD  LGD. 55The lower retail capital charges reﬂect BIS concern that certain retail portfolios may generate expected margin income sufﬁcient to cover expected losses (EL). Thus, the proposed risk weights, which cover both EL and UL, may overstate capital requirements. 56There is no distinction between IRB Foundation and Advanced for retail credits. 54If
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Corporate Loan Benchmark Risk Weight



Retail Loan Benchmark Weight



14 19 29 45 70 81 100 125 192 246 331 482 588 625



6 9 14 21 34 40 50 64 104 137 195 310 401 479



Notes: Both the corporate and retail loans are calibrated to a 3 year maturity and a LGD = 50 percent. Source: BIS (2001a), “The Internal Ratings–Based Approach.” Exhibit 3B.1 Comparison of Benchmark Risk Weights under BIS Internal Ratings–Based Foundation Approach for Corporate versus Retail Loans: January 2001 Proposal



where the correlation R is calibrated to equal 0.15. As in the BIS II proposals, the LGD is set at 50% for the IRB Foundation Approach. The other retail exposures risk weight curve is: BRW  12.50  3 LGD  N 3 11  R 2 .0.5  G1PD 2  1R>11  R2 2 0.5  G10.9992 4



(B3)



where R  0.02  11  e35  PD 2 > 11  e35 2  0.17  3 1  11  e35  PD 2 > 11  e35 2 4



(B4)



The impact of the correlation expression in equation (B4) is to decrease the correlation coefﬁcient at higher levels of PD. Thus, the risk weight for other retail credits is slightly above the risk weight for residential mortgages at low levels of PD (below 0.50%), but decreases (relative to the risk weight for residential mortgages) at higher levels of PD, as a result of the assumed inverse relationship between correlation and PD in equation (B4). That is, as PD exceeds 0.50%, the correlation on other retail credits calculated using equation (B4) falls below 0.15, thereby lowering the risk weight and the bank’s capital requirement for other retail credit as compared to residential mortgages. The July 2002 proposal introduced a third model for the measurement of bank capital requirements for revolving credit. Revolving credit has the lowest capital requirement of all three retail credits under the proposed July 2002 IRB. The lower capital requirements for revolving credit reﬂect a belief that although retail products



SOURCES AND SUGGESTED REFERENCES



3 • 21



have higher rates of estimated default and higher loss given default (LGD), the correlation among retail products is lower than among wholesale products. This assumption is reﬂected in the proposed regulations in two ways. First, the correlation expression for revolving credits is lower (at each level of PD) than the correlation for other retail credits (and lower than the correlation for residential mortgages at most levels of PD). Second, the capital requirement is lowered for revolving exposures to allow 90% of expected losses to be covered by future income. Thus, the July 2002 IRB proposals for risk weights for revolving credit are: BRW  12.50  LGD  N 31> 21  R  G1PD 2  1R> 21  R  G10.9992 4  10.90PD  LGD 2



(B5)



For revolving exposures, the correlation is: R  0.02  11  e50  PD 2 11  e50 2  0.15  31  11  e50  PD 2 > 11  e50 2 4



(B6)



The last term in equation (B5) reduces the capital requirement on revolving credits by 90% of expected losses (PD  LGD). Comparing equation (B6) to (B4) shows the lower correlation (at each level of PD) for revolving credits as compared to other retail credits.
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4.1 INTRODUCTION. Foreign investment analysis is the procedure for analyzing expected cash ﬂows for a proposed direct foreign investment to determine if the potential investment is worth undertaking. In ﬁnance literature, foreign investment analysis is also called capital budgeting. Foreign investment analysis is concerned 4•1
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with direct (as distinct from portfolio) investments. Examples range from purchase of new equipment to replace existing equipment, to an investment in an entirely new business venture in a country where, typically, manufacturing or assembly has not previously been done. The technique is also useful for decisions to disinvest, that is, liquidate or simply walk away from an existing foreign investment. The overall foreign investment decision has two components: the quantitative analysis of available data (“capital budgeting” proper) and the decision to invest abroad as part of the ﬁrm’s strategic plans. Investments of sufﬁcient size as to be important are usually conceived initially because they ﬁt into a ﬁrm’s strategic plan. The quantitative analysis which follows is usually done to determine if implementation of the strategic plan is ﬁnancially feasible or desirable. This chapter deals with the quantitative aspects of foreign investment analysis. It treats, ﬁrst, the general methodology of capital budgeting, second, the international complexities of that procedure, and third, the implications of international accounting for conclusions reached by that methodology. For convenience, the United States will be regarded as “home.” However, the principles discussed have relevance for any home company investing in a foreign land. An example of the foreign capital budgeting process appears in Appendix A to illustrate how an international project might be evaluated. Capital budgeting is essentially concerned with three types of data: (1) cash outﬂows (i.e., project costs) and (2) project cash inﬂows, both of which are measured over a period of time, and (3) the marginal cost of capital. This chapter will follow the typical procedure of using annual time periods, but an analysis could be based on cash ﬂows for quarters, months, or even days.



4.2 GENERAL METHODOLOGY FOR ONE-COUNTRY CAPITAL BUDGETING.



Project cash outﬂows refers to the cash cost paid out to start the project. Usually the outﬂow for an investment occurs at the time when the investment is made, which is to say in “year 0” if the project is to be analyzed in annual time periods. However, other time squences are possible; for example, the cash outlay could occur over several years, as when a very large hydroelectric plant is being constructed. Cash outﬂows include:



(a) Project Cash Outﬂows (Costs).



• Cash paid for all new assets purchased. • Cash paid to prepare a new site. These outlays might be for such costs as grading, building access roads, or installing utilities. • Cash paid to dispose of, remove, or destroy old equipment or other assets, or, alternatively, net cash received from the sale of old assets. Cash disbursed or received, net of any tax effect, is the relevant ﬂow. • Cash cost of additional storage and/or transportation facilities needed because of the new investment. If the new venture necessitates additional warehousing space or additional transportation equipment (e.g., a new ﬂeet of trucks), these additional costs must be included as part of the required supporting investment for the project.
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• Cash payment for any additional engineering or design work to be incurred if a decision is made to invest. Care must be taken not to include “sunk costs” which reﬂect cash outﬂows already incurred in the process of preparing for the investment decision. The relevant cash outﬂows are those incurred from the decision day forward and only if the project is undertaken. • The cash opportunity cost of any existing equipment or space allocated to the project. If a section of a factory is currently idle but would be used for the new project, the relevant cost is the alternate cash flow that section might generate. (Could it be subleased to another firm?) If no alternative use exists for the section (i.e., it will otherwise sit idle), it has no cash opportunity cost. An accounting allocation of overhead to departments or divisions on the basis of floor space occupied is not a relevant cost, because it does not involve cash flow. • Investment in additional working capital necessitated by the new project, such as larger cash balances, more inventory, or expanded receivables. These items might be negative (i.e., a cash recovery) if a replacement project enables the ﬁrm to operate with less cash, inventory, or receivables. • Outlays in future years needed to supplement the original investment. Examples are periodic major overhauls of key assets and costs incurred at the end of the project to close it. Examples of the latter are the cost of disposing of nuclear waste or restoring an open pit mining site to a natural state by regrading and replanting. The essence of determining what cash outﬂows are relevant to the investment decision is to look only at those future cash outﬂows that will take place because of the investment decision, and to ignore both earlier cash outﬂows undertaken for analytical purposes (sunk costs) and accounting overhead charges which do not represent additional new cash outﬂows. (b) Project Cash Inﬂows. The relevant cash inﬂows for any project are those that will be received by the ﬁrm in each future year from the investment. This set of cash ﬂows must be identiﬁed by speciﬁc year. Each annual cash inﬂow differs from net income for that same period for two general reasons:



1. The cash inﬂows are calculated ignoring noncash expenses, such as depreciation of assets, or amortization of earlier costs, such as research and development (R&D) or prior-service pension costs. 2. The calculation is usually made on the hypothetical assumption that the entire venture is ﬁnanced with equity (stockholder) funds and that taxes are thus based upon such an “all-equity” assumption. Consequently, the income tax calculation is a hypothetical amount, unless the ﬁrm is, in fact, ﬁnanced without any debt. (The tax shelter consequences of interest payments are incorporated into the cost-of-capital calculation.) A simpliﬁed view of a single year’s cash ﬂow calculations is illustrated below.
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New Sales Cost of goods sold Administrative expenses Amortization of prior service pension costs Depreciation Total expenses Earnings before interest and taxes (EBIT) Interest expense Pretax earnings Income taxes @ 34%



Net earnings



$ 2,000 –1,000 –200 –50 –150 —––—– $–1,400 —––—– 600 –200 —––—– $ 400 —––—– –136 —––—– $ 264 —––—–



Projected Cash Flow Statement with New Investment New Sales Cost of goods sold Administrative expenses Amortization of prior service pension costs Depreciation Total cash outﬂow Cash ﬂow before taxes



Less hypothetical tax on EBIT (.34) (600) Net cash ﬂow to equity investors



$ 2,000 –1,000 –200 0 0 ––––––– $–1,200 ––––––– 800



$ –204 ––––––– $ 596 –––––––



The project cash ﬂow of $596 can be calculated from the income statement (above left) by either a top-down or a bottom-up approach. Top-Down Approach Cash ﬂow  EBIT – (TAX RATE) (EBIT) + DEPRECIATION + AMORTIZATION  600 – (.34) (600) + 150 + 50  596 Bottom-Up Approach Cash ﬂow  NET INCOME + DEPRECIATION + AMORTIZATION + (1 – TAX RATE) (INTEREST)  264 + 150 + 50 + (.66) (200)  596



The top-down or bottom-up simpliﬁcation is important, because, in practice, one or the other is often applied to pro forma income statements for a project as the fastest way to estimate likely cash ﬂows. Hence, the person doing the calculations is often an unconscious slave to the accounting methods used in the pro forma analysis, and, when those methods differ from home country methods, errors are made. The all-equity method just illustrated is justiﬁed for domestic capital budgeting because the tax shelter created by interest expense is incorporated into the cost-ofcapital calculation. However when this all-equity method is used for an international project, the project analyst must be aware that only actual foreign taxes paid can be used as a credit against U.S. taxes levied on grossed up dividends received from the foreign subsidiary.1 The hypothetical tax used for the cash ﬂow calculation is not a valid base for credit against U.S. taxes. 1The grossing up of dividends from foreign afﬁliates to calculate taxable income for U.S. taxes is treated more fully in Chapter 30 of this book. Sufﬁce it to say that dividends received from foreign operating afﬁliates are increased (“grossed up”) by the amount of foreign tax paid on the income which generated that dividend, a tenative U.S. tax is calculated on this grossed up income, and the actual tax paid
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(c) Cost of Capital. Cost of capital is the discount rate used to equate present and future cash ﬂows. This discount rate is more properly called the “weighted-average cost of capital” (WACC). It is found by combining the cost of the ﬁrm’s equity with the cost of its debt in proportion to the relative weight of each in the ﬁrm’s optimal long-term ﬁnancial structure. More speciﬁcally:



K  Ke



E D  Kd 11  t2 V V



where K Kc Kd t E D V



 weighted-average cost of capital 1WACC 2, after tax  risk-adjusted cost of equity  before-tax cost of debt  marginal income tax rate  market value of the firm’s equity  market value of the firm’s debt  total market value of the firm’s securities 1E  D 2.



The essence of this calculation is that the ﬁrm determines a mix of debt and equity for its capital structure such that the resulting weighted average of the costs of equity and debt are minimized. With interest costs adjusted for the fact that interest is deducted before calculating income taxes, the resultant WACC indicates the minimum rate of earnings on any project necessary if the value of the ﬁrm is to be maintained. The WACC thus becomes an acceptable “hurdle” rate, usable as a cutoff criteria for evaluating new projects. Traditionally, cash outflows, cash inflows, and the weighted-average cost of capital are combined in one of two ways to determine the feasibility of an investment proposal. The two approaches are net present value (NPV) and internal rate of return (IRR). The interaction of cash outflows, cash inflows, and the cost of capital is shown in Exhibit 4.1. The operating rule for the net present value (NPV) approach is:



(d) Combining Cash Outflows, Cash Inflows, and the Cost of Capital.



If present value (cash inﬂows discounted at the cost of capital) is greater than project cost (cash outﬂows discounted at the cost of capital), make the investment because net present value is positive.



The operating rule for the internal rate of return (IRR) approach is: If the internal rate of return (the discount rate which equates cash inflows and cash outflows) is greater than the firm’s weighted-average cost of capital, make the investment.



in the foreign country is deducted from the tentative U.S. charge in determining the actual additional U.S. tax paid. The effect of this is that annual earnings retained in foreign countries are taxed only at the foreign rate, but the income from which dividends are declared back to the United States is taxed at the higher of the foreign or the U.S. rate.
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Exhibit 4.1. Interaction of Project Cost, Cash Inﬂows, and Cost of Capital in Capital Budgeting Analysis.



Under most conditions, NPV and IRR lead to the same decision. However, different decisions may result under certain circumstances, such as when projects of substantially different lifetimes are compared or when cash ﬂows ﬂuctuate sharply from year to year. If NPV and IRR give different decisions, NPV is preferable on theoretical grounds.2 Hence, NPV is used in the illustrative example at the end of this chapter. 4.3 INTERNATIONAL COMPLEXITIES. Capital budgeting for a foreign project uses the one-country framework just described, but with certain adjustments to reﬂect the greater complexities in an international situation. Many of the adjustments arise because of the fact that two separate sovereign nations are involved and the operating cash ﬂows in the host country are in a different currency than those desired by the parent company.



Project (e.g., host country) cash ﬂows must be distinguished from parent (e.g., home country) cash ﬂows. Project cash ﬂows generally follow the domestic, or one-country model, described earlier. However, parent cash ﬂows reﬂect all cash ﬂow consequences for the parent company.



(a) Project versus Parent Cash Flows.



(b) Parent Cash Flows Tied to Financing. Because of the above, parent cash ﬂows depend, in part, on ﬁnancing. Unlike the domestic situation, ﬁnancing cannot be kept separate from operating cash ﬂows. In fact, “clever” ﬁnancing is often the key to making an otherwise unattractive foreign investment proposal attractive to the parent ﬁrm. Cash may ﬂow back to the parent because the venture is structured from a ﬁnancial point of view to provide such ﬂows. Fund ﬂows back to the parent on international projects arise from any of the following, which must be incorporated into the original investment agreement:



• Dividends. • Royalties. 2Readers should consult a standard domestic ﬁnancial management text for an explanation of why NPV is theoretically superior to IRR.



4.3 INTERNATIONAL COMPLEXITIES



• • • • • • • •
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License fees. Interest on parent-supplied debt. Principal repayment of parent-supplied debt. Liquidating dividends. Transfer prices paid on goods supplied by the parent. Transfer prices paid on goods sent to the parent. Overhead charges. Recovery of assets at project end (i.e., terminal value).



Note that depreciation is not a cash ﬂow to the parent. (c) Foreign Exchange Forecasts Needed. An explicit forecast is needed for future exchange rates. Future cash flows in a foreign currency have value to the parent only in terms of the exchange rates existing at the time funds are repatriated, or valued if they are not repatriated. Hence, an exchange rate forecast is necessary. In addition, the investment decision must consider the possibility, if not the probability, of unanticipated deviations between actual ending exchange rates and the original forecast.



Over the extended period of years anticipated by most investments, inﬂation will have three effects on the value of the operation: (1) inﬂation will inﬂuence the amount of local currency cash ﬂows, both in terms of the amount of local money received for sales and paid for expenses and in terms of the impact local inﬂation will have on future foreign competition: (2) inﬂation will inﬂuence the future foreign exchange rates used to measure the parent company’s value of local currency cash ﬂows; and (3) inﬂation will inﬂuence the real cost of ﬁnancing choices between domestic and foreign sources of capital.



(d) Long-Range Inﬂation Must Be Considered.



Subsidized ﬁnancing available from the host government must be explicitly treated. If a host country provides subsidized ﬁnancing at a rate below market rates, the value of that subsidy must be considered. If the lower rate is built into a cost-of-capital calculation, the ﬁrm is making an implicit assumption that the subsidy will continue forever. It is preferable to build subsidized interest rates into the analysis by adding the present value of the subsidy rather than by changing the cost of capital.



(e) Subsidized Financing Must Be Explicitly Treated.



(f) Political Risk Must Be Considered. The host government may change its attitude towards foreign inﬂuence or control over some segments of the local economy. This may be through sudden revolution, or it may result from a gradual evolution in the political objectives of the host goverment. Political risk is also important in determining the terminal value, because politics may impose a speciﬁc ending date which negates use of an inﬁnite horizon for valuation purposes. If a speciﬁc ending date is mandated, the value received on that date may be extremely difﬁcult to anticipate. In the context of premiums for political risk, diversiﬁcation among countries may create a portfolio effect such that no single country need bear the higher return that would otherwise be imposed if that country were the only location of a foreign investment.
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The key concept in this section is that accounting principles and policies that are used in a particular country are likely also to be used in developing pro forma ﬁnancial statements for a particular project. These pro forma ﬁnancial statements, in turn, are likely to be the database from which ﬁnancial executives estimate future cash ﬂows as they try to determine whether or not the proposed project has a positive or a negative net present value. If ﬁnancial executives are not aware of how the foreign accounting system differs from the home system, they may base their analysis on faulty cash ﬂow data. Accounting differences can be grouped by type. Speciﬁcally, we can think of (1) asset costs which become expenses as they are allocated to speciﬁc time periods, (2) operating costs of the current time period which do not ﬂow through in the calculation of current income, (3) changes in the recorded amount of debt not matched by cash payments, and (4) basic differences in underlying accounting principles and methods. Some of these differences are relevant only when estimating cash ﬂows for a physical investment, such as a new machine or a building. Others are relevant only when investing in an entire foreign corporation, in which case past and pro forma ﬁnancial statements may be the base for estimating future cash ﬂows. Accounting differences, by type, are discussed in the following paragraphs. 4.4 ACCOUNTING IMPLICATIONS FOR THE METHODOLOGY.



(a) Asset Cost Allocation to Income Periods (i) Fixed Asset Depreciation. Variations between historical cost depreciation and some types of replacement cost depreciation lead to different net income calculations. The difference in depreciation method may inﬂuence income tax payments and consequently cash ﬂow after taxes. (ii) Inventory Costing. Variations between historical costing and replacement costing, and also between ﬁrst in, ﬁrst out (FIFO) and last in, ﬁrst out (LIFO) as alternative methods of historical costing, have an inﬂuence on reported income, on taxes on that reported income, and on income allocation between time periods. The ﬁrst two of these inﬂuence measures of cash ﬂow, and the third inﬂuences the timing of total cash ﬂow, with a possible consequence for any valuation method based on discounting. (iii) Amortization of Purchased Goodwill. In some countries, purchased goodwill is amortized, reducing net income and possibly income taxes. However, goodwill amortization is not a cash cost. In other countries, purchased goodwill cannot be amortized. In either case, cash ﬂow must be adjusted to account for the amortization or nonamortization of goodwill, or any similar cost. Such amortization, it will be noted, is a noncash expense similar to depreciation.



In some high-inﬂation countries, such as Argentina, Brazil, and Israel, ﬁxed assets are revalued upward to bring accounts closer to reality. The related expenses, such as depreciation, are also restated. Care must be taken not to let such revaluations inﬂuence estimates of cash ﬂow.



(iv) Asset Revaluation.



(b) Nonallocation of Current Operating Costs (i) Charges of Expenses to Reserves. In many countries, arbitrary reserves are created, against which certain expenses are charged. Examples are reserves for bad debts and
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reserves for pensions or other unfunded retirement obligations. In some cases a nonspeciﬁc “reserve for contingencies” is created against very vague future uncertainties. The intent is often to manipulate income (called “income smoothing”) by arbitrarily subtracting from good years and adding to bad years. The creation of such reserves reduces reported net income without reducing cash ﬂow, and the charging of expenses to the reserves usually involves a cash outﬂow not recorded in the current year. (ii) Deferred Taxes Shown as a Liability. Treatment varies among countries between reported incomes taxes for accounting purposes and actual income taxes paid. The difference usually arises when additional expenses (such as extra depreciation or a credit for taxes paid) are allowed by the government as a “tax incentive” but are not recognized as current income by the accounting process. In any case, a bottom-up calculation which approximates cash ﬂow from the sum of net income and noncash expenses must include as additional cash ﬂow any increase in the deferred tax liability, because actual payments are less than the accrued expense. The capital-budgeting process must recognize the possibility of different treatment of actual and accrued taxes in various countries.



Translation gains which ﬂow through income statements or which are taken directly to a cumulative translation reserve must be subtracted because they do not reﬂect cash ﬂows. In the United States, under Statement of Financial Accounting Standards (SFAS) No. 8, which was issued in 1975, translation gains or losses were recognized in current quarterly income. This rule was replaced by SFAS No. 52 in 1981, under which translation gains and losses are charged to a reserve account and not passed through the income statement. Each country has its own approach, not only as to how to measure such gains and losses but also where to record the gains and losses. An analyst evaluating a foreign project from past ﬁnancial records must be sure that measures of cash ﬂow exclude that impact of translation gains and losses.



(iii) Flow Through of Translation Gains.



In many countries, local social laws require severance pay of up to several years’ annual earnings for workers who are released. Thus, if a ﬁrm decides to close a foreign operation, it may face a large cash outﬂow related to severance beneﬁts to workers who lose their jobs. Such severance payments represent a large cash outﬂow in the last year of a project and must be considered carefully, not only when a decision to stop operations is made but also when an operation that has some risk of economic failure is started.



(iv) Severance Pay If the Foreign Afﬁliate Is Closed.



(c) Debt Changes Not Matched by Cash Payments



If a project is ﬁnanced with foreign currency debt, the book amount of that debt will change as foreign exchange rates change. The resulting charge or gain may show as a decrease or an increase in current income, depending upon the translation rules in effect. However, restatement of the book amount of debt has no cash ﬂow implications until the year in which the debt is repaid.



(i) Foreign Exchange Translation Gains or Losses on Long-Term Debt.



(ii) Noncapitalization of Financial Leases. Some countries in the world, such as the United States, require that ﬁnancial leases be capitalized as debt on the balance sheet. In other countries, ﬁnancial leases are not capitalized. A change in accounting proce-
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dure, under which both assets and debts are increased by the present value of a ﬁnancial lease, will change the apparent cash outﬂow (amount of assets required) without any real change being needed. Amortization of a ﬁnancial lease obligation may also vary from a strict measurement of the cash needed for lease payments. An awareness of such variations is essential. (d) Other



Many countries switch from one accounting principle to another, say, from one type of depreciation assumption to another, without adjusting ﬁnancial statements for the prior year. Under these conditions, measures of both income and cash ﬂow from one year to another are not meaningful. Because depreciation is a noncash expense which is often added back to obtain cash ﬂow, as in the bottom-up example given earlier, and because income taxes paid depend in part on the depreciation approach used, a change in depreciation method in future years may have cash ﬂow implications. If the change is made to augment (“dress up”) reported income, the cash ﬂow implication may be negative because of the tax impact.



(i) Changes in Accounting Principles and Methods Without Prior Year Change.



(ii) Treatment of Unconsolidated Subsidiaries. Unconsolidated subsidiaries are recorded differently in different countries. In some countries, unconsolidated subsidiaries are carried at original historical cost (rather than at equity, as in the United States). Hence, earnings of the foreign subsidiary are reported only when received as dividends, rather than when earned. Retained earnings in the subsidiaries, and thus subsidiary cash ﬂow less cash dividends, are concealed. This has two consequences: (1) some cash ﬂow from a consolidated perspective is kept secret, and (2) variations in dividend payments from nonconsolidated subsidiaries can be used to conceal variations in earnings and/or cash ﬂow in the parent entity. In periods when the parent entity itself has abnormally low earnings, dividends from subsidiaries may be used to bolster reported earnings. The 2001–2002 scandal at Enron Corporation in the United States was a separate type of misstatement. Nonconsolidated subsidiaries were written up, creating a nonrealized increase in earnings that was used to justify pumped-up stock prices.



If cash ﬂow in the host country is blocked so that it is not available for dividends and consequently for reinvestment elsewhere in the world system, the value of that cash ﬂow in a capital budgeting context can be questioned. Although no treatment can necessarily be considered “correct,” often blocked cash is valued as if it were reinvested in the local economy at a nominal risk-free rate and then repatriated at a much later date. If repatriation of blocked cash ﬂows is not expected, those funds should have no value in the capital budgeting analysis. (iii) Blocked Funds.



International investment analysis is based on analysis of expected future cash ﬂows from a foreign direct investment. The database for estimating future cash ﬂows is often current and recent past ﬁnancial statements. In addition, future cash ﬂows depend on local accounting and tax treatment of proﬁts and expenses. The essential difference between domestic and international investment analysis is that estimates of future cash ﬂows are in different currencies and depend on local accounting methods. Those methods often differ from one country to another. 4.5 SUMMARY
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This chapter has described the investment analysis, or capital budgeting process, for both a home country and an international project, and it has explained how different accounting procedures will inﬂuence the cash ﬂow estimate. To illustrate the process, an example is given in Appendix A. A more detailed summary of principal accounting differences around the world is provided in Chapter 12. APPENDIX A: ILLUSTRATIVE INTERNATIONAL CAPITAL BUDGETING EXAMPLE



To illustrate complexities than can arise in the analysis of a foreign investment proposal, a capital budgeting analysis for Cacau do Brasil, S.A., a proposed investment in a chocolate factory in Belém, Brazil. is presented. The U.S. parent will invest the entire equity of R$56,000,000, or US$20,000,000 at the current exchange rate of R$2.80 = US$1.00. (“R$” is the symbol for Brazil’s currency, the real.) If established, Cacau do Brasil, S.A. will have an initial balance sheet as shown in Exhibit 4A.1. Cacau do Brasil is expected to operate as follows: • Sales. Unit sales will grow at 3% per annum. Initial unit sales will be 25,000 tons, and the initial sales price will be R$5,000 per ton. Initial labor cost is R$2,000 per ton and initial local material will cost R$200 per ton. Cacau do



CACAU DO BRASIL, S.A. Initial Balance Sheet, Year 0 (In Thousands of Brazilian Reals) Cash Accounts receivable Inventory Net plant & equipment



R$



5,685 6,250 8,065 60,000 ——— R$ 80,000



Long-term debt



R$ 24,000



Common stock equity



56,000 ——— R$ 80,000



Note 1: Net plant and equipment will be depreciated on a straight line basis over eight years, with no salvage value. Note 2: Long-term debt of R$24,000,000 will be the sole obligation of Cacau do Brasil and will not be guaranteed by the U.S. parent. The regular market interest rate for a Brazilian real debt of this type is 14%, but Cacau do Brasil is borrowing at a subsidized interest rate of 5% per annum arranged by Brazilian development authorities. The debt will be paid off in ﬁve equal annual installments of R$5,543,000, payable at the end of each year, calculated as follows (rounded to one thousand reals): End of year



Principal



Interest at 5% per Annum



Total Service



Principal Reduction



Remaining Balance



1 2 3 4 5



24,000 19,657 15,097 10,309 5,281



1,200 983 755 515 262



5,543 5,543 5,543 5,543 5,543



4,343 4,560 4,788 5,028 5,281



19,657 15,097 10,309 5,281 –0–



Exhibit 4A.1.



Initial Balance Sheet.
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FOREIGN INVESTMENT ANALYSIS



Brasil will import material from the United States having an initial cost of R$360 per ton of output. Administrative expenses in the ﬁrst year will be R$20 million. • Customers. All production will be sold to unafﬁliated buyers in Europe and the United States at sales prices denominated in Brazilian reals. • Brazilian inﬂation. Brazilian prices are expected to rise as follow: Raw material costs: Labor costs: General Brazilian prices: Cacau do Brasil sales prices



+2% per annum +5% per annum +4% per annum +4% per annum



• Exchange rate forecasting. U.S. inﬂation is expected to be 2% per annum. Using the theory of purchasing power parity, the U.S. parent expects the real to drop in U.S. dollar value steadily in proportion to the ratio of Brazilian to U.S. inﬂation, calculated as follows: 1.04/1.02 = 1.0196078, or approximately 1.96% per annum greater inﬂation in Brazil. Consequently the exchange rate forecast, by purchasing power parity, is: Year 0: Year 1: Year 2: Year 3: Year 4: Year 5: Year 6:



R$ 2.8000/$ R$ 2.8000 × 1.0196 = R$ 2.8549/$ R$ 2.8549 × 1.0196 = R$ 2.9109/$ R$ 2.9109 × 1.0196 = R$ 2.9680/$ R$ 2.9680 × 1.0196 = R$ 3.0262/$ R$ 3.0262 × 1.0196 = R$ 3.0855/$ R$ 3.0855 × 1.0196 = R$ 3.1460/$



• Discount rate. The U.S. parent has determined that the appropriate discount rate for the Brazilian project is 24% per annum. It will use this rate both within Brazil (project evaluation) and from its own U.S. point of view (parent evaluation). • Working capital. Year-end accounts receivable will be equal to 5% of sales of the year just ﬁnished. Year-end inventory balances will be maintained at 10% of expected variable costs for the following year. The initial cash balance of R$5,685,000 will be allowed to increase with retained cash ﬂow in Brazil. • Terminal value. The U.S. parent expects to sell the subsidiary as a going concern after five years for a price equal to the remaining net book value of fixed assets plus the full value of ending working capital (cash, receivables, and inventory). • Royalties. A royalty fee of 5% of sales revenue will be paid by Cacau do Brasil to the U.S. parent each year. This fee creates taxable income in the United States. • Taxes. Brazilian corporate income taxes are 40%, with no additional dividend withholding tax. The U.S. corporate tax rate is 34%. • Parent exports. Components imported by Cacau do Brasil from its U.S. parent have a direct manufacturing cost in the United States equal to 90% of their transfer price to Cacau do Brasil. Hence, the U.S. parent earns a dollar cash proﬁt and cash ﬂow in the United States equal to 10% of all sales to Cacau do Brasil. Brazilian production and sales will not cause any loss of sales by the U.S. parent from any other operation elsewhere in the world. • Dividends. The U.S. parent intends to have Cacau do Brasil declare 75% of its accounting proﬁt as dividends each year. Brazilian authorities have approved this level of remittance.
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CACAU DO BRASIL, S.A. Revenue, Expenses, and Proﬁt for Years 1 Through 5 (In Thousands of Brazilian Reals, Except for Unit Costs) Year 1



Year 2



Year 3



Year 4



Year 5



25,000 5,000 ———– 125,000 ———–



25,750 5,200 ———– 133,900 ———–



26,522 5,408 ———– 143,431 ———–



27,318 5,624 ———– 153,636 ———–



28,138 5,849 ———– 164,579 ———–



2,000 200 1,028 ——— 3,228 ——— 80,700 ———



2,100 204 1,068 ——— 3,372 ——— 86,829 ———



2,205 208 1,113 ——— 3,526 ——— 93,517 ———



2,315 212 1,156 ———– 3,683 ———– 100,612 ———–



2,431 216 1,203 ———– 3,850 ———– 108,331 ———–



44,300 6,250 20,000 7,500 ———



47,071 6,695 20,800 7,500 ———



49,914 7,172 21,632 7,500 ———



53,024 7,682 22,497 7,500 ———–



56,248 8,229 23,397 7,500 ———–



10,550 1,200 ——— 9,350 –3,740 ——— 5,610 ——— ——— 4,207



12,076 983 ——— 11,093 –4,437 ——— 6,656 ——— ——— 4,992



13,610 755 ——— 12,855 –5,142 ——— 7,713 ——— ——— 5,785



15,375 515 ———– 14,860 –5,944 ———– 8,916 ———– ———– 6,687



17,122 262 ———– 16,860 –6,744 ———– 10,116 ———– ———– 7,587



Revenue 1. Unit volume (g = 3%) 2. Unit price (g = 4%) 3. Total sales revenue Unit variable costs 4. 5. 6. 7. 8.



Local labor (g = 5%) Local material (g = 2%) U.S. parent (note 1) Variable cost/unit Total variable costs



Cost and Proﬁt Data 9. 10. 11. 12. 13. 14. 15. 16. 17.



Gross proﬁt (3–8) Royalties (5% × Sales) Administration (g = 4%) Depreciation Earnings before interest and taxes (EBIT) Interest expense Pretax income 40% Brazilian tax Net income



18. Cash dividends @75%



Note 1: U.S. raw material supplied will rise in dollar price at 2% per annum with U.S. inﬂation. The real equivalent on a per unit basis is calculated as follows. The sixth-year calculation is necessary for forecasting ﬁfth year inventory.



Unit sales price in $ (g = 2%) Exchange rate Unit cost in reals Exhibit 4A.2.



Year 1



Year 2



Year 3



Year 4



Year 5



Year 6



$360 2.8549 ——––



$367 2.9109 ———



$375 2.9680 ———



$382 3.0262 ———–



$390 3.0855 ———



$397 3.1460 ———



1,028



1,068



1,113



1,156



1,203



1,249



Revenue, Expense, and Proﬁt Report: Five Years.



Cacau do Brasil’s pro forma income statement for the ﬁrst year of operations is shown as column 1 of Exhibit 4A.2. The remainder of Exhibit 4A.2 shows expected income accounts over the following ﬁve years in accordance with the expectations and guidelines described above.
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FOREIGN INVESTMENT ANALYSIS



Exhibit 4A.2 shows a growing annual revenue, accompanied by increased costs. Line 17 indicates that the project is proﬁtable in every year, and line 18 shows the expected cash dividend to the U.S. parent. Exhibit 4A.3 shows the annual increase in accounts receivable, inventory, and cash balances. Note that receivables levels are based on sales of the past year, while inventory levels depend on expected sales for the following year. This means that variable costs for the sixth year must be calculated to determine inventory required at the end of the ﬁfth year. Exhibit 4A.4 shows the current asset balances after ﬁve years of operations—balances that are necessary to calculate the terminal value. Exhibit 4A.5 shows the calculation of terminal value at the end of ﬁve years. Terminal value is equal to the ending net book value of plant and equipment, plus ending current assets. Obviously a terminal value many years in the future is subjective, and other methods of estimating this future value are possible. At the end of ﬁve years the U.S. parent expects to sell Cacau do Brazil for R$65,753,000 as derived in Exhibit 4A.5. The present value of the subsidized loan is calculated in Exhibit 4A.6. The essence of the calculation is that the actual payments, based on equal annual payments that amortize the principal and that pay interest at 5%, are discounted at 14%, the interest rate that would have been paid on a similar nonsubsidized loan. The present value of the subsidy (in year 0) is R$4,970,000. PROJECT VALUATION



Exhibit 4A.7 shows that the present value of operating inﬂows, calculated on an allequity basis, is R$61,671,000. To this must be added the net present value of the subsidized loan, calculated in Exhibit 4A.6, which is R$4,970,000. Subtracting the original outlay of R$56,000,000 leaves a positive net present value of R$10,641,000. From the point of view of the project, the investment is worthwhile. The fact that Cacau do Brasil has a positive net present value of R$10,641,000 as a domestic project means that the project is a reasonable use of economic resources within Brazil. It also suggests that a domestic Brazilian corporation would find the project worthwhile, although of course a domestic corporation might not be able to sell production outside of Brazil as easily as the subsidiary of a foreign corporation with worldwide operations. In other words, the technology and marketing ability of the U.S. parent add to the cash generating ability of Cacau do Brasil. A positive project net present value, however, does not mean that the investment is worthwhile from the parent’s perspective. A separate calculation based on cash ﬂows from and to the parent company is necessary. Such a calculation is shown in Exhibit 4A.8. PARENT VALUATION



The value of Cacau do Brasil, S.A. to its U.S. parent is calculated in Exhibit 4A.8 to be a negative US$1,567,000. As designed, the investment is not worthwhile from the point of view of the U.S. parent.
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CACAU DO BRASIL, S.A. Working Capital and Cash Accumulation (In Thousands of Brazilian Reals) Year 1



Year 2



Year 3



Year 4



Year 5



125,000



133,900



143,431



153,636



164,579



6,250



6,695



7,172



7,682



8,229



None



445



477



510



547



80,700



86,829



93,517



100,612



108,331



8,683



9,352



10,061



10,833



11,657



618



669



709



772



824



5,610 ——––



6,656 —–—–



7,713 —–—–



8,916 —–—–



10,116 ———



1,403 +7,500



1,664 +7,500



1,928 +7,500



2,229 +7,500



2,529 +7,500



None



– 445



– 477



–510



–547



–618 —–—–



–669 —–—–



–709 —–—–



–772 —–—–



–824 ———



8,285



8,050



8,242



8,447



8,658



– 4,343 —–—–



– 4,560 —–—–



– 4,788 —–—–



–5,028 ——––



–5,281 ———



3,942



3,490



3,454



3,419



3,377



Accounts Receivables 1. Sales revenue 2. Required A/R @ 5% of past year’s sales 3. Increase over prior balance Inventory 4. Variable costs 5. Required inventory @ 10% of next year's variable costs1 6. Increase over prior year's balance Cash Balances 7. Net income (Exhibit 4A.2,line 17) 8. Earnings retained (25% of net income) 9. Plus depreciation 10. Less increase in accounts receivable (line 3 above) 11. Less increase in inventory (line 6 above) 12. Addition to cash balance from operations 13. Less repayment of debt principal, from Note 2, Exhibit 4A.1 14. Net addition to cash balance



Note 1: Variable costs in the sixth year are calculated as follows: Sixth year labor Sixth year local material. Sixth year U.S. material, from Note 1, Exhibit 4A.2 Total unit variable costs Times volume (1.03(28,138) Total sixth year variable costs



Exhibit 4A.3.



(1.05)(2,431) = $2,553 (1.02)(216) = 220 1,249 ——— $4,022 × 28,982 ——— $116,566 ——––— ——––—



Working Capital and Cash Accumulation.
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FOREIGN INVESTMENT ANALYSIS CACAU DO BRASIL, S.A. Current Asset Balances After Five Years (In Thousands of Brazilian Reals)



1. 2. 3. 4. 5. 6. 7.



Initial balance Year 1 addition Year 2 addition Year 3 addition Year 4 addition Year 5 addition Ending balances



Cash



A/R



Inventory



5,685 3,942 3,490 3,454 3,419 3,377 —–—– 23,367



6,250 0 445 477 510 547 —––– 8,229



8,065 618 669 709 772 824 ——— 11,657



Note 1: Initial operating cash balance is from Exhibit 4A.1. Additions to cash balances are from line 14 of Exhibit 4A.3. Additions to receivables and inventory balances are from lines 3 and 6 of Exhibit 4A.3. Exhibit 4A.4.



Current Asset Values After Five Years.



CACAU DO BRASIL, S.A. Terminal Value at the End of Five Years 1. 2. 3. 3. 4. 5. 6.



Original cost of net plant and equipment: Less depreciation for ﬁve years @ R$7,500,000/yr. Net book value of plant and equipment Plus ending cash balance (Exhibit 4A.4, line 7) Plus ending receivable balance (Exhibit 4A.4, line 7) Plus ending inventory (Exhibit 4A.4, line 7) Terminal value at end of year 5



Exhibit 4A.5.



R$ 60,000,000 –37,500,000 ——–——— R$ 22,500,000 +23,367,000 + 8,229,000 +11,657,000 ——–——— R$ 65,753,000



Terminal Value at the End of Five Years.



CACAU DO BRASIL, S.A. Present Value (PV) of Subsidized Loan (In Thousands of Brazilian Reals) Year 0 1. Principal 2. Loan payments from Note 2 of Exhibit 4A.1: 3. 14% PV factor: 4. PV of each payment 5. Net PV of all payments Exhibit 4A.6.



Year 1



Year 2



Year 3



Year 4



Year 5



–5,543 0.8772 —–—– –4,862



–5,543 0.7695 —–—– –4,265



–5,543 0.6750 —–—– –3,742



–5,543 0.5921 ——— –3,282



–5,543 0.5194 –––––– –2,879



+24,000 1.0000 ––––––– +24,000 + 4,970



Present Value of Subsidized Loan.
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CACAU DO BRASIL, S.A. Project Net Present Value, All-Equity Basis (In Thousands of Brazilian Reals) Year 0 1. Earnings before interest and taxes Exhibit 4A.6, line 13) 2. Less 40% income taxes1 3. All-equity net income 4. Plus depreciation 5. Less increase in receivable balance Exhibit 4A.5,line 6) 6. Less increase in inventory balance(Exhibit 4A.5,line 9) 7. Plus terminal value (Exhibit 4A.5,line 6) 8. Net project cash ﬂow 9. 24% P.V. factor 10. PV of annual inﬂows 11. Sum of PV of inﬂows 12. PV of subsidized loan (Exhibit 4A.6,line 5) 13. Original outﬂow 14. Net present value



Year 1



Year 2



Year 3



Year 4



Year 5



10,550 –4,220 —–—– 6,330 +7,500



12,076 –4,830 —–—– 7,246 +7,500



13,610 –5,444 —–—– 8,166 +7,500



15,375 –6,150 ——— 9,225 +7,500



17,122 –6,849 –––––– 10,273 +7,500



None



–445



–477



–510



–547



–618



–669



–709



–772



–824



—–—– 13,212 0.8065 —–—– 10,655



—–—– 13,632 0.6504 —–—– 8,866



—–—– 14,480 0.5245 —–—– 7,595



——— 15,443 0.4230 ——— 6,532



65,753 –––––– 82,155 0.3411 –––––– 28,023



+61,671 +4,970 –56,000 ––––––– +10,641



Note 1: Brazilian income taxes shown on line 2 are not actual taxes paid, but are rather the taxes that would have been paid had Cacau do Brasil, S.A. been ﬁnanced entirely with equity. However only actual taxes paid, rather than hypothetical taxes based on an all-equity assumption, are allowable as a credit against U.S. taxes on dividends received. Exhibit 4A.7.



Project Net Present Value, All-Equity Basis.



This value is different both in amount and, in this instance, in sign, from value as a project because different cash ﬂows are being measured. The major differences are: • Total cash ﬂow versus dividends. From a project point of view, all cash generated contributes to value because it is available within Brazil. From a parent point of view, cash in Brazil has no value until received by the U.S. parent in the United States. That is, retained earnings and funds equal to depreciation charges are valued at once in the host country, Brazil, but only when and if recovered (or completely available to be recovered) in the parent country, the United States. • Free cash ﬂow. Free cash ﬂow (cash ﬂow greater than needed for day-to-day operations) is valued at the time received in the project approach, but only when remitted to the parent company as a liquidating dividend from a parent point of view. • Royalties. Royalties and similar charges paid by Cacau do Brasil to its U.S. parent are not part of cash ﬂow in the project valuation (in fact, they are an outﬂow), but are an important portion of the value to the U.S. parent. This suggests that if the parent exports sufﬁcient items of value to its foreign subsidiary, the
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FOREIGN INVESTMENT ANALYSIS CACAU DO BRASIL, S.A. Net Present Value—Parent Perspective (In Thousands of Brazilian Reals or U.S. Dollars) Year 0



Year 1



Year 2



Year 3



Year 4



Year 5



6,250 –2,125 —–—– 4,125



6,695 –2,276 —–—– 4,419



7,172 –2,438 —–—– 4,734



7,682 –2,612 ——— 5,070



8,229 –2,798 –––––– 5,431



4,207



4,992



5,785



6,687



7,587



—–—– 8,332 2.8549 —–—–



—–—– 9,411 2.9109 —–—–



—–—– 10,519 2.9680 —–—–



——— 11,757 3.0262 ———



65,753 –––––– 78,771 3.0855 ––––––



2,918 594 —–—– 3,512 0.8065 —–—– 2,832



3,233 624 —–—– 3,857 0.6504 —–—– 2,509



3,544 657 —–—– 4,201 0.5245 —–—– 2,203



3,885 688 ——— 4,573 0.4230 ——— 1,934



25,529 724 –––––– 26,253 0.3411 –––––– 8,955



Year 5



In Brazilian Reals 1. Brazilian royalties (Exhibit 4A.2, line 10) 2. U.S. tax @ 34% 3. Net royalty 4. Brazilian dividend (Exhibit 4A.2, line 18) 5. Terminal value Exhibit 4A.5,line 6) 6. Total cash ﬂow to parent 8. Forecast exchange rate In U.S. Dollars 9. 10. 11. 12. 13. 14.



Cash ﬂow from Brazil Export contribution1 Total dollar inﬂow. 24% PV factor Present value of inﬂows Sum of present value of inﬂows 15. Less original outﬂow 16. Net present value



+18,433 –20,000 —–—–– –1,567



Note 1: U.S. parent’s dollar proﬁt on exports to Brazil:



Unit sales price in dollars(g = 2%) Unit volume Dollar revenue Contribution to pretax proﬁt (10%) Less U.S. 34% tax Net cash contribution to parent Exhibit 4A.8.



Year 1



Year 2



Year 3



Year 4



$ 360 25,000 —–—– $ 9,000



$ 367 25,750 —–—– $ 9,450



$ 375 26,522 —–—– $ 9,946



$ 382 27,318 ——— $10,435



900 –306 —–—–



945 –321 —–—–



995 –338 —–—–



1,043 –355 ———



$



594 $



624



$



657



$



688



$



390 28,138 –––––– $10,974 1,097 –373 –––––– $



724



Net Present Value: Parent Perspective.



project may be worthwhile to the parent even if it should fail to pass the project net present value criteria. • Subsidized loan. The present value of the subsidized loan does not show as a cash ﬂow to the parent because the loan is reﬂected in increased cash retention by the subsidiary over the ﬁve years. The parent beneﬁts only from the higher terminal value and free cash recovered.
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Other signiﬁcant factors, not present in this case but nevertheless important from an overall point of view in considering foreign capital investments are: • Foreign exchange rate forecast. A long forecast of future foreign exchange rates is necessary, and various predictions are possible. • Income grossed up for parent country taxation. In the present case in which the Brazilian corporate income tax rate is 40% and the U.S. rate is only 34%, no grossed-up calculation is needed. No additional U.S. income tax liabilities are incurred on dividends from Brazil. In many instances, however, parent overall cash ﬂow may be inﬂuenced by how the project interacts with other international ventures. Under present U.S. tax law (which could be changed), dividends from operations in countries where the income tax rate is above the U.S. tax rate generate “excess” (i.e., lost) tax credits. These excess tax credits can be used only if dividends of a similar nature are declared from other subsidiaries operating in jurisdictions where the tax rate is below the U.S. tax rate. Thus the high taxes of one foreign jurisdiction can be combined with the low taxes of another foreign jurisdiction to minimize overall total U.S. taxes levied on the total post-tax dividends received from all foreign countries.3 Because the negative net present value of US$1,567,000 is comparatively small, relative to the overall size of the project, management’s task might be to seek out some other combination of investment costs (perhaps subcontracting part of production), revenue (perhaps raising sales prices in some markets), or operating costs (perhaps using a different degree of technology or automation to reduce costs) that will generate a positive net present value. Another possibility would be to increase the transfer price on items sold by the U.S. parent to Cacau do Brazil. Any such steps would have cash ﬂow consequences for Cacau do Brazil as well as its U.S. parent. However a ﬁnance manager should be a “doer” rather than just a passive analyst of data collected from others, so the ﬁnance manager should participate actively in the search for another combination of cash ﬂows that would lead to expected positive net present values for both project and parent. Management might also decide to go ahead, in spite of the calculated negative net present value, for reasons of global strategy. One way of expressing this in ﬁnancial terms is to acknowledge that some long-run global advantage can be achieved with the Brazilian subsidiary that can not be quantiﬁed as estimated cash ﬂows. Some will argue that the introduction of such subjectivity destroys the rigor of the net present value approach to capital budgeting. Others will argue that recognition of long-run nonquantiﬁable strategic goals is an important part of management’s judgment and hence is vital to success. The latter will say one should not be a slave to a quantitative approach, but should use it only as a valuable guide. 3For a detailed explanation of this pooling of tax credits, see pp. 497–501 of David K. Eiteman, Arthur I. Stonehill, and Michael H. Moffett, Multinational Business Finance, 9th ed. Boston: Addison-WesleyLongman, 2001.
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5.1 INTRODUCTION. The ﬁnancial management of the nonﬁnancial ﬁrm is traditionally divided between treasury activities and controller activities. Simplistically, this is a distinction between cash ﬂow (treasury) and ﬁnancial reporting (controller). Controller activities such as end-of-month closings, internal reporting and forecasting, and external ﬁnancial reporting have become increasingly automated. Continuing advances in the ﬁeld of information technology, combined with the increasing focus by management on the future rather than the historical details of the accounting past, have led to a larger role for treasury within ﬁnancial management. *Additional



research assistance was provided by Timothy Magnusson.
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As ﬁrms have expanded the global scope of their operations, and as global ﬁnancial markets have increased their pace and volatility, the complexity of international treasury has expanded exponentially. Globalization, combined with the expanding scope of business reengineering, including the ﬁnancial functions of the ﬁrm, have placed new demands on treasury to add value to the business. Many working in the ﬁeld of treasury management today might argue that it is an area of signiﬁcantly underdeveloped potential; the treasury function in many ﬁrms today is often understaffed and underinvested. To use the business parlance of the day, the treasury which is not keeping pace with the best practices of the day may be leaving a lot of money on the table. This chapter provides a detailed overview of the principle purpose and practices of international treasury management. Although it is increasingly difﬁcult to differentiate international from domestic treasury, understanding the unique responsibilities and challenges presented by multinational operations for treasury management is our primary goal. After explaining the basic dimensions of treasury in practice, we focus on the two areas of most general application: multinational cash management and multinational currency management. Throughout this chapter we suggest maintaining a classical ﬁnancial focus: Cash ﬂow is king. The treasury function of the ﬁrm might well be best explained in the context of its issue of identiﬁcation, cash ﬂow. Treasury operations have traditionally focused on two dimensions of business, the settlement of cash ﬂows associated with sales, and the funding of the ﬁrm’s general operations. This is in essence a balance sheet focus. A more comprehensive treasury organization has, however, evolved in the past decade in which the focus of management activity has followed the economic factors which drive ﬁrm value, corporate-wide cash ﬂow. This modern treasury organization focuses on a different ﬁnancial statement, the statement of cash ﬂows, and is now in the process of adapting to the complex environment and cash ﬂows of the global business.



5.2 TREASURY MANAGEMENT.



(a) Traditional Treasury. Treasuries have historically focused their organizational form and manpower needs on the labor-intensive process of collections. As illustrated in Exhibit 5.1, the organization devoted signiﬁcant resources to the conversion of collections into cash, a constant substitution of one liquid current asset into pure cash. This functional role was passive and reacted to the cash ﬂows which were created by the business; treasury’s role was quite clearly that of an overhead body for funding and settlement. There was no expectation of value-added activity from the treasury organization. In addition to the basic cash management settlement function, treasury was charged with the funding of the ﬁrm. This meant that treasury would plan for and gain access to the funds necessary for the continued growth of the ﬁrm. Treasuries therefore worked closely with banking institutions and other credit-granting organizations which would create and maintain adequate access to affordable funding. Capital structure goals were basically the maintenance of a maturity match, the balancing of maturity of the useful life of assets with the funding of the individual obligations. An aggressive treasury organization was one which managed the maturity of the debt portfolio for interest expense—accepting repricing and refunding risks along the way—in the hopes of any competitive advantages which might accrue to the ﬁrm through lower capital costs.
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The Traditional Treasury Function of Cash Management Settlement.



Efﬁcient treasury operations consider every element that affects the operating unit’s ability to collect, disburse, and manage the cash resources available to it. This includes the whole cash cycle, from sales to the payment of trade obligations. The following steps must be taken to minimize interest and administration costs: 1. 2. 3. 4.



Conserve cash resources. Ensure adequate liquidity at the lowest overall cost for payments. Invest surplus funds for highest return. Protect operating returns from ﬂuctuations in the foreign exchange market.



All within the constraints of maintaining good customer, bank, and supplier relations. Implementation of treasury is a three-step process: (1) planning; (2) processing and control; and (3) investment and ﬁnancing.



(b) Treasury Implementation.



(i) Planning. Cash planning is short- and long-term forecasting encompassing everything that may affect cash ﬂow. It requires timely collection of a great deal of information about inﬂows expected from recurring and nonrecurring sources, and about obligations that have to be met in the immediate and more distant future. The aim is to match inﬂows and outﬂows, thus reducing dependence on borrowed funds to meet maturing obligations. This is particularly important for organizations that are sensitive to daily cash ﬂow and the cost and frequency of borrowing. Good cash organization is based directly on the time value of money and recognizes that a dollar received and put to use today is worth more than a dollar tomorrow. In practice it means maximum acceleration of inﬂows, stringent regulation of outﬂows, and constant diversion of spare cash into proﬁtable investment—not periodically but routinely, every day, and occasionally overnight. Good cash organization makes it normal to meet obligations with funds that were earning interest up to the last moment before disbursement. It also means having funds ready to gain every available advantage by prompt payment. An integral component of the planning process is a thorough understanding of the ﬁrm’s cash ﬂow conversion cycle. The three components of the cycle, days payments
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outstanding (DPO), days of inventory outstanding (DIO), and the days sales outstanding (DSO), are all indicators of how cash ﬂows move through the business process from cash to sales back to cash.1 The cash management process involves the forecasting, timing, and management of receipts and disbursements. With the receipts or cash inﬂow established, sales and accounts receivable are forecasted. In the disbursement process, analysis is pursued to pinpoint the timing and value of cash outﬂows. The inﬂows and outﬂows are matched as accurately as possible before surpluses of either are used by the ﬁnancing or investment functions. The ﬁrm’s information and control system is integral to this process; timely information is critical for accurate planning of cash ﬂows. The role of information technology in treasury, either domestic or international, is likely the single largest area of concern to treasury organizations today. Planning and organization depend heavily on timely, accurate, and detailed information. The ﬁrst step in matching receipts and disbursements is a detailed and itemized knowledge of transactions. The next stage is to ensure that things happen as they should. That is control. The type of control required depends on whether the treasury function is centralized or decentralized. The degree of centralization is dependent on the size and complexity of the corporate structure as well as the degree of computerization of the ﬁnancial data. Whether to centralize or decentralize is generally based on considerations such as: (1) industry characteristics, type of business and cash ﬂow; (2) corporation size, type of sale, diversiﬁcation of business, products, operating locations; (3) complexity of the ﬁrm’s organizational structure; and (4) the corporate ﬁnancial policy.



(ii) Processing and Control.



To approach an ideal cash management system, it is necessary to devise and maintain a corporate investment policy that is the best compromise between yield and liquidity. In order to position funds properly, a cash manager must: (1) know the amounts of incoming cash from recurring and nonrecurring sources; (2) match cash requirements to sources of funds; (3) arrange to acquire funds if necessary; and (4) formulate short-term investment programs for surplus funds. The basic objective is to put all cash, over all time periods, long and short, to the best active use. It is easy to lose sight of this overall objective because there are so many factors in a complete treasury management program, and it is easy to become preoccupied with one or two. Once a consolidated cash position is achieved, timely decision must be made about surplus funds and/or obligations to be met. Concerning surplus receipts, the main criteria are the type of investments (e.g., treasury bills, foreign exchange), date of maturity (24 hours to 6 months), and yield. With regard to disbursement requirements, the Treasurer must decide whether funds are to be generated from the corporate cash ﬂow or externally sourced. The exact nature of the ﬁnancial vehicle, period of time, and interest rates must be determined.



(iii) Investment and Financing.



1An example of how important simple planning of cash ﬂow needs can be is that of the United States Postal Service. Through cash forecasting, the U.S. postal service was able to reduce average cash on hand from $7 billion to between $1 and $2 billion in 1995. This, in conjunction with signiﬁcant changes such as allowing customers to use credit cards and electronic transfers, has resulted in a signiﬁcant downsizing in the postal balance sheet, and a 1995 proﬁt of $1.8 billion.
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These investment and ﬁnancing decisions must be viewed in terms of ﬁnancial risk, ﬂexibility, and opportunity cost. Financial risk measures the ability of the ﬁrm to meet future debt service obligations. Flexibility is the company’s ability to alter a course of action in order to meet future unspeciﬁed ﬁnancial requirements in an undeﬁned ﬁnancial market. In today’s quick changing economic conditions, opportunity cost is an uncompromising yardstick, that is, the maximum proﬁt that could have been obtained had cash been applied to some other use. Although adequate for the time, the disassociation between the two functions—the lack of a theoretical or managerial linkage between asset management and funding strategy, and the lack of a general ﬁnancial strategy focus for the ﬁrm—have proven inadequate for the modern multinational. (c) Modern Treasury. Whereas the traditional treasury activities focused solely on the conversion of collections into cash, the modern view of treasury is a much more proactive management of the entire business process, the management of the cash ﬂows which create ﬁrm value. This is an assertive managerial approach akin to a view of the ﬁrm as a statement of cash ﬂows. An indirect statement of cash ﬂows divides the cash ﬂows of the ﬁrm into three distinct areas: operating cash ﬂows, investing cash ﬂows, and ﬁnancing cash ﬂows. This singular document captures the essence of the modern cash management cum treasury management activities.



• Operating cash ﬂows are those arising from the true business line. In an indirect statement of cash ﬂows, this is net income from operations plus depreciation less net additions to net working capital (current asset changes less current liability changes). The principal source of cash for investing in long-lived assets is from operations. The fundamental requirement for creating corporate value is by making good investment in long-lived assets. When ﬁrms do not generate enough cash internally—through their operations, they either cut investment more drastically than their competitors do or they are forced to turn to external markets for the requisite funding (ﬁnancing cash ﬂows). The effective management of the company’s operating cash ﬂows is called working capital management. • Investing cash ﬂows arise from the capital investment analysis and acquisition needs of the ﬁrm. Firms evaluating new capital asset acquisitions (capital budgeting), mergers, or other independent business unit valuations (much of which historically was out-sourced to the investment banking sector) are conducted within this functional treasury area. • Financing cash ﬂows are those arising from the funding of the ﬁrm. Funding decisions such as debt issuance, form, maturity structure, restructuring, and dividend policies would all fall within the analytical and management capabilities of this treasury function. The statement of cash ﬂow highlights the modern view of the treasurer as a working capital manager. The modern view of treasury extends beyond funding to the full gamut of working capital management, including collections and concentration accounts, debt restructuring, ﬁnancial risk management, to integrating data systems into the production processes of the ﬁrm. Working capital is the money invested by the business in those things—products, services—which are to be sold, and includes
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money spent on the purchase of materials, the processing of goods, and the overhead incurred for the period that the goods are being processed. In fact, business itself represents the investment of cash.2 The business therefore recycles cash, turning it into goods, labor, and overhead, so that it can cycle back into cash. The more time it takes to complete the cash-revenue cycle, and the more working capital that is invested during this period, the greater the ﬁnancing costs and the lower the proﬁts of the ﬁrm.3 Working capital management is therefore the management and funding of a physical/ﬁnancial process. Mechanically, working capital management is the conversion of: Contract Manufacture Booking/AR Settlement |––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––> Cash Materials Work-in-progress Final goods Shipping Cash Although traditionally described as the cash conversion cycle, modern treasury management requires that the activities described here in the cycle of cash to sales to cash be simultaneously managed with the short-term funding cycle on the right hand side of the balance sheet. This integration of asset and liability management in the context of maximizing value-enhanced sales of the business line is the emerging challenge to treasury as a strategic business partner. This emerging strategic role is a departure from traditional resource commitment in the treasury organization. The traditional functions of treasury have expanded to three with the addition of strategic value; the three treasury activities today are administrative, transaction, and strategic. The administrative activity of treasury, the record keeping and ﬁnancial statement contribution, has been greatly reduced in recent years by the reengineering of business and ﬁnancial processes, the redeﬁnition of what data and ﬁnancial records are essentially needed for record keeping of the past and for record/plankeeping for the future, and the introduction of technology which eliminates much of the work. Transactions activity, the time, manpower, and other resources devoted to the processing and completion of managerial treasury activities on an ongoing basis, is also seeing substantial reduction as a result of the integration of technology into the ﬁnancial process. It is the third treasury activity, the strategic function, which is as yet the most undeveloped, yet most promising in providing additional value to the ﬁrm. As illustrated in Exhibit 5.2, administration was the consuming activity in treasury in the recent past. Currently, the introduction of technology for the documentation of treasury activities has resulted in a signiﬁcant reduction in administrative activity burdens, but transaction activity has not been as successfully computerized. A contributing factor to the current dominance of transaction activity has been the expansion of risk management activities of all kinds—foreign exchange, interest, and commodity prices—which in times past was not widespread. The challenge for the 2The concept that a business is basically the investment of cash is highlighted by the Ethnic Chinese expression for investment which roughly translates the concept of “investment” as “cash which is asleep;” the problem is always the reconversion of an investment back into cash (waking it up). 3One example of this in practice is American Standard, a U.S.-based multinational which has established a goal of zero net working capital in order to minimize the size of its balance sheet and reduce capital needs to the bare minimum.
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Exhibit 5.2. The Changing Resource Use of Treasury Activities: The Evolution of Administrative, Transaction, and Strategic Activity in Treasury Management.



treasury of the future is to achieve the goal of increased resource utilization for the beneﬁt of the business—strategic activity—while the total treasury burden continues to contract (the sum of the three activities). The shifting of resources from the traditional administrative and transaction roles to strategic activities will put treasury staff and functions into a business partnership with the other business units of the ﬁrm. This is the ideal, and is the goal of treasury managers worldwide. (d) Treasury Organization. Although people manage, not organizational structures (or charts), the generic organizational structure used by multinational ﬁrms to organize their ﬁnancial management activities is a good place to start in understanding the multitude of activities required of management. The “typical” organizational chart of a multinational ﬁrm’s treasury department—if there is such a thing as typical—might appear as that in Exhibit 5.3, illustrating the functional vice presidents and frequent stafﬁng below the vice president level. The international treasury is actually more “typical” than the superstructure in which it falls. In principle and in order, the activities focus on the ﬁnancial strategy and decisionmaking of the ﬁrm (corporate ﬁnance), the management of the cash ﬂows of the ﬁrm (cash management), the funding of the ﬁrm (capital markets), the tax planning functions of the ﬁrm as they are understood across all functional areas (tax management), and the international ﬁnancial activities of the ﬁrm (international treasury). Obviously there are as many organizational charts and combinations of vice presidents, directors, managers, and assistants, as there are ﬁrms, but this minimum requirement list serves as representative of the underlying functional areas required of all treasury departments. Exhibit 5.3 also illustrates a fairly typical mix of function and geography in the in-



5•8



INTERNATIONAL TREASURY MANAGEMENT



Exhibit 5.3.



Modern Treasury Organization.



ternational treasury. Larger multinational ﬁrms will often possess such a large number of foreign subsidiaries and afﬁliates that they are frequently managed both on the regional level (in this case Western Europe and Latin America) as well as by the basic functions (cash management, foreign exchange, and foreign exchange risk management). Regional treasuries are often needed as an intermediate step between the sparsely staffed foreign afﬁliate, its dependence on other regional afﬁliates, and the needs of the parent to coordinate and centrally manage ﬁnancial and operational activity.4 However, there is frequently a duplication in responsibility and activity, both between the regional treasury ofﬁces and global cash and foreign exchange management, as well as between international treasury and the other ﬁrst level treasury management activities such as cash management and capital markets. As ﬁrms expand and evolve, the nature of the individual industry of the ﬁrm, or the corporate goals of the speciﬁc ﬁrm, may require that speciﬁc treasury functions evolve and expand more rapidly than others. • U.S.-based multinationals with manufacturing operations in the U.S. territory of Puerto Rico, a special ofﬁce or director of Section 936 tax management regarding the speciﬁc tax beneﬁts under the U.S. internal revenue service code section 936 often are required. • Firms with substantial cross-border trade or payments with ﬁrms domiciled in nonconvertible currency environments may require a full-time staff member devoted to countertrade and other nonmonetary exchange business lines. • Firms involved in large scale capital intensive projects ﬁnanced with heavy participations of debt, may create entire treasury staff expertise in project ﬁnance. 4For North American-based multinational ﬁrms, it is not uncommon to have intensive subsidiary operations in Western Europe and Latin or South America. Regional treasuries representing these activities are therefore common and heavily utilized due to commonality of time zones and market activity. The Far East or Asian Paciﬁc, however, is uneven in industrial and ﬁnancial market developments, causing many of these same multinationals to manage these individual afﬁliates on a selective basis, although rarely from the parent ofﬁce direct.
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• Firms that are searching for value-added activities within the ﬁrm (spinoffs, restructuring) or from outside the ﬁrm (mergers and acquisitions) are developing in-house expertise in valuation and investment banking which was previously outsourced. • Cash ﬂow can be disrupted by movements in external factors such as exchange rates, commodity prices, and interest rates. Ensuring that these external prices do not adversely impact the ﬁrm’s ability to make value-enhancing investments is the domain of ﬁnancial risk management. All of these examples reﬂect the treasury services required of an increasingly strategic, proactive, value-added role for treasury. A number of trends have emerged in the 1990s that are driving change in the treasury function. The reexamination of business processes, reengineering, the adoption of new technology and electronically linked business partnering, and the changing view of ﬁnance’s role in the global ﬁrm are now causing drastic changes in the way treasury looks and works. Activities can be subdivided into three major classiﬁcations: administrative, transaction, and strategic. Administrative activities focus on the reporting dimensions. Transaction activities include working capital concerns (A/R, A/P, etc.), and have themselves fallen under considerable scrutiny in the past few years as ﬁrms have reengineered many of their ﬁnancial functions. The strategic dimensions of treasury activities, for example, treasury operating as an internal consultant to line functions or business units, treasury acting as a focal point for intelligence gathering regarding the currency and interest rate positions and sensitivities of major competitors, are all relatively new additions to the role of treasury. They are, however, the primary future direction of treasury managerial resource use and attention. Treasury may be treated as a cost center, a service center, or a proﬁt center, though the latter is relatively rare and of considerable debate as to its appropriateness.5 Because most treasury departments are cost centers, they are typically small in manpower resources and large in capital/technology commitments. This point cannot be overstated; treasury organizations today are attempting to expand the scope and sophistication of their activities with higher-powered people, and higher-powered processes. For example, many of the transaction-based activities which have occupied manpower in the past such as the processing of accounts receivable and payable have now been automated. An efﬁcient treasury function today requires sophisticated human and capital resources alike.6 Technology is also having real functional and organizational impacts on treasury. The development of real-time systems has had a profound impact on the cash manager’s ability to execute the three-step implementation process outlined above. The (e) Treasury Drivers.



5A 1995 survey by Price Waterhouse of 386 corporate treasuries indicated that 7 percent considered their treasury a proﬁt center, 67 percent a service center, 19 percent a cost center, and 7 percent not deﬁned. 6WT Grace & Company, a $5.8 billion U.S.-based multinational, restructured treasury operations in 1993, expanding treasury staff to 17 from a mere 3 in 1990. In addition to the restructuring of reporting guidelines (tax management now reports to the treasurer instead of the controller), the scope of activity has been expanded to include both foreign exchange and interest rate risk management, requiring new highly trained staff and computerized system support.
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most important real-time system innovation is that of electronic data interchange (EDI), a cross-industry standard format for data transmission between customers, suppliers, and firms. EDI involves the conversion of paper documents such as purchase orders, invoices, checks, to electronic form. This electronic transmission expedites the processing of all stages of not only the settlement process, but more comprehensively the entire business process. In addition, EDI allows for more accurate and timely information on interfirm transactions, as well as for traditional financial and market data for balance reporting and cash management between the firm and its domestic and foreign banking business partners. Most importantly, EDI has allowed many firms to reduce funds invested in inventory, improve cash disbursement forecasting through more accurate and timely shipping notices, and allowed more disbursement forecasting through more accurate and timely shipping notices, and allowed more precise prenegotiated payment terms with suppliers and customers. The second real-time innovation is that of electronic funds transfer (EFT) systems. These systems, such as the automated clearing house (ACH) and the corporate trade payments (CTP) systems, allow a much more efﬁcient use of capital resources. These systems, in conjunction with the Society for Worldwide Interbank Financial Telecommunications (SWIFT), allow efﬁcient utilization of ﬁnancial resources regardless of their physical or time-zone locale. The ability to routinely access and manipulate capital market information and balances—although still somewhat an ideal rather than a reality—can potentially allow the modern treasury to add value by allowing the business to support the same basic operating cash ﬂows with fewer ﬁnancial resources (ﬁnancing cash ﬂows). The ﬁnal force driving treasury change is globalization; the globalization of the organization, the business, and the ﬁnancial markets themselves. Outside of the previously identiﬁed risks associated with international operations—currency risks—the ﬁnancial management requirements of the multinational enterprise have essentially doubled the stakes of adequate treasury management. 5.3 INTERNATIONAL TREASURY MANAGEMENT. Multinational firms develop their international treasuries as business demands. As the scope of the ﬁrm’s global operations expand, so do the speciﬁc functions and structures of international treasury. Again, although there are no rules as to the stages of global treasury development, a simple three-stage approach captures much of the variety of developments.



Representative of ﬁrms with active exporting and/or importing of goods, the early stages of dealing with international operations typically includes two primary areas:



(a) Stage 1.



1. Foreign exchange management 2. Basic international cash management The establishment of only one or two foreign afﬁliates initiates the need to pursue improved cash management as the ﬁrm explores repatriation of proﬁts and other cash ﬂow-based decisions. International tax management is often added to the scope of work of the domestic tax management division of treasury, although issues of international taxation are complex and material to the ﬁrm’s ﬁnancial results. (For more on international taxation, see Chapter 30.)
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As multinational operations expand, international treasury continues to expand so that it is often duplicating all domestic treasury functional areas. (b) Stage 2.



• Foreign exchange risk management, reporting and analysis of derivative positions • Multinational cash management, netting, pooling, and bank relations • International tax management and earnings repatriation • International capital markets, subsidiary funding, capital structure It is often at this stage, prior to the ﬁrm truly addressing the organizational and functional conﬂicts, in which many of the worst treasury management practices arise. The ﬁrm has outgrown the effectiveness of its managerial structure. A large multinational ﬁrm now reﬂects both the scope of its global activities through functional areas (foreign exchange, cash management, etc.) but is also highly regionalized, requiring regional treasury specialists or managers in addition to a redeﬁnition of the functional ﬁnancial overlap and duplication problems arising under Stage #2.7 Although foreign currency management, foreign exchange risk management, and international tax management are the most widely recognized unique features of international treasury, managing the cash ﬂow process within the multinational ﬁrm is ﬁrst priority. The fact that many of the cash ﬂows are denominated in multiple currencies (the subject of the following section on currency management) complicates the process signiﬁcantly. But the complexity of issues in international treasury deﬁes simple categorization. Note the variety of functional areas which are working in combination in the following sample of an international treasury problem: (c) Stage 3.



In countries such as Italy and Switzerland withholding tax rules will strongly inﬂuence the choice of technique. A Dutch company, for example, was confronted with recurring deﬁcit situations of its subsidiaries in Italy. A zero balancing structure would result in intercompany loans from the treasury (located in the Netherlands) to the Italian subsidiaries. The average lending amount over a year would be US$2,000,000 on which 10% debit interest would be charged. On the US$200,000 interest payment, 10% withholding tax (according to the treaty between Italy and the Netherlands) would be deducted. This US$20,000 would result in an actual cost for the treasury because the loan would be ﬁnanced by a credit facility in the Netherlands, which would lead to the unavailability of settlement opportunities within the Dutch corporate income tax system. Faced with this scenario the company decided to re-evaluate their original zero balancing structure.8



It is readily apparent that all the ﬁnancial functions—cash management, foreign exchange management, centralized versus decentralized management and control 7Westinghouse recently restructured Treasury from one which had grown international to one which is international. Prior to restructuring, Westinghouse’s treasury had six primary areas: banking, credit and collections, corporate ﬁnance, domestic cash management, pension, and international. After restructuring, treasury was reduced to ﬁve areas, global capital markets, global cash management, pension, project ﬁnance, corporate ﬁnance, and had reduced total positions from 109 to 40. 8“International Liquidity Management: Efﬁciency Through Creativity,” by Marcel Van Eijk, Treasury Management International, Special Report, 1995.
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(the whole, the region, the individual afﬁliate), disbursements, tax—inﬂuence the management process. 5.4 INTERNATIONAL CASH MANAGEMENT. The typical multinational ﬁrm possesses cash ﬂows between the parent and its subsidiaries, the subsidiaries and their suppliers, the subsidiaries and their customers, and between subsidiaries themselves, all of which are generally processed through banking institutions.



The theory of international cash management is the same as that of domestic cash management: the maximization of the ﬁrm’s ﬁnancial resources is achieved by effectively receiving payments as fast as possible while taking advantage of all liability provisions, payable periods, which are low in cost. Simply put, the business would prefer to conduct the same level of business activity with an ever-decreasing balance sheet. The complex part is not the theory, but the practice. There are two primary reasons why cash is transferred across national boundaries. First, for the payment for resources used such as materials, technology (fees), property rights (royalties), ﬁnancing and debt service (principal and interest), or invested capital (dividends). The second reason is for the effective deployment or repositioning of funds in order to obtain higher rates of return, assure accessibility to funds, minimize currency risk, minimize total capital invested in working capital forms, and to minimize the global tax bill of the ﬁrm.



(a) International Cash Management Goals.



(b) Mechanics of International Cash Management. The international cash management techniques employed for the payments depend on whether the payment is to be associated with a related or unrelated third party. The primary distinction arises from the ability of the parent to dictate or coordinate cash ﬂow payment methods and timing between internal units, often without true market incentives (such as discounts), as opposed to third-party payments which are obviously less controllable. The sample U.S.-based multinational in Exhibit 5.4 illustrates a common “map” to the cash ﬂow structure of a global ﬁrm. The subsidiaries in France and Spain are each individually faced with the common cash management and working capital management all ﬁrms everywhere face—traditional domestic treasury. The primary conduit for cash management in each country is the utilization of local banking and cash management services.9 International treasury, either through a regional treasurer or through a representative of the parent company, would typically consider and evaluate any of the following potential techniques for the management of payments with unrelated parties:



• Timing of billing • Use of lockboxes or intercept points • Negotiated value dates



9The electronic data interchange (EDI) and electronic funds transfer (EFT) systems in Western Europe are relatively sophisticated compared to the majority of similar systems worldwide. The barrier is often not the linkage of real time cash management between the customers and suppliers in the local market with the subsidiary, but rather the cross-border linkages, including the parent.



5.4 INTERNATIONAL CASH MANAGEMENT



5 • 13



Exhibit 5.4. International Cash Management: U.S.-Based Multinational with French and Spanish Subsidiaries.



• EDI and EFT avenues • Same-day value basis transfers The parent ﬁrm, its treasury staff, and bank representatives would in turn also be responsible for gaining whatever scale and scope beneﬁts which may be derived from managing the related-party payments, the cash ﬂows that are intraﬁrm: • • • • •



Leading and lagging of payments In-house factoring Bilateral or multilateral netting of payments EDI and EFT avenues In-house banking/reinvoicing



The last item on the list requires additional discussion. The multinational framework illustrated in Exhibit 5.4 includes the potential creation of an in-house bank, a unit that could borrow and lend between units of the ﬁrm, offering competitive market rates for credit/investment that could be managed more effectively given proper cash planning throughout the multinational. Each of the two cash management goals could be more effectively achieved with this type of structure, more effective cash management by either using excess cash ﬂow from some units to supplement cash needs in other units (in-house banking), and to reposition funds for tax and foreign exchange management through repricing and invoicing (reinvoicing center). This comes at varying degrees of cost; in-house banking can often be achieved with acceptable separable costs, the savings often easily
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justifying the independent structure. The reinvoicing center, however, is not for everyone, given its separate incorporation needs and stafﬁng if it is going to be effective in the repricing and taking title to intraﬁrm goods ﬂows. The sample ﬁrm in Exhibit 5.4 also illustrates one of the primary complexities of international cash management—the need to work through and manage a dual- or multiple-bank system. The payments by customers to the subsidiaries are typically processed through a local bank. Payments between the subsidiary and the parent, however, are frequently processed through branches, correspondents, or afﬁliates of the parent’s primary bank back in the United States.10 The U.S. bank afﬁliate structure serves as the primary conduit for real-time information regarding the cash ﬂows and balances within the foreign markets. Typically, the U.S.-based parent will monitor cash balances in its foreign local banks (French and Spanish in Exhibit 5.4) through the electronic reporting systems of its U.S.-parent bank. There is at present a highly competitive marketplace for cash management system sales by many banks in New York and London to provide these services to the corporate public. Unfortunately, the systems are still years away from providing the technological and realtime accuracy, access, and comprehensiveness which the ideal multinational treasury system would require. (c) Techniques for Effective Deployment of Funds. The ﬁrm of Exhibit 5.4 would, depending on the magnitude of cash ﬂow differences between the two foreign subsidiaries and the operational and ﬁnancial linkages between subsidiaries and parent, make varying levels of effort to reduce the total cash stock and cost within the system. This international cash management/banking activity might take one of two forms, cash concentration or cash pooling. Cash pooling is exactly what it sounds like, a commingling of cash ﬂows or balances between afﬁliate operations. Pooling is often readily available in-country, but can be quite complex to establish and run cross-country. Cash pooling can take a variety of forms, including notional pooling and zero balancing, each of which requires the establishment of a master account in each country over the individual afﬁliate accounts. Notional pooling (also commonly referred to as interest compensation) is when interest charges are calculated on a notional pool of cash—the master account, although the individual balances are not intermixed. Individual balances are mathematically pooled for the calculation of master account interest expense/charges. Zero balancing refers to a structure in which funds are transferred from the subsidiary accounts each day to the master account in order to maintain an end-of-day zero-balance on the afﬁliate level. Although many treasurers prefer a structure in which no physical transfer is made, the notional pooling approach, both techniques are ﬁnancially equivalent. Cash concentration is the establishment of a cross-border master account to which all individual foreign afﬁliates have access. Essentially the creation of an internal bank, the cash concentration account can be constructed to allow access to funds, and accept payment of funds, in a variety of currencies. It may be constructed within the framework of a cash pooling structure, or independently formed so that multiple currencies are accessible to multiple units in multiple markets. Although beyond the



10There is a growing consensus among international treasurers that an established local bank generally provides better services for processing of payments with domestic ﬁrms.
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scope of this chapter on international treasury management, the complexity of establishing a truly cost-effective cross-border cash concentration system would require a combination of tax management, cash management, and foreign exchange management. At the heart of such a system would be the minimization of cross-border cash payments, by currency, achieved through either bilateral or multilateral netting of obligations. Aside from the complexity of terminology involved, the complexity of gaining real-time access to the information necessary for the attainment of true efﬁciencies is frequently prohibitive. The reporting and monitoring system for global cash management should be designed to ensure that the ﬁrm, on a global basis, can hold overall cash balances to a minimum, avoid political and foreign exchange risk, minimize net interest expense, and minimize costs associated with transactions, bank ﬂoat, and the general movement of funds. Transaction costs associated with global cash management are generally minimized by minimizing the number of transactions. The reports should include the following from the overseas operations: daily bank account records, activity schedules and fees, disbursements and collections, deposits and payments, negotiated bank arrangements (value dates), intragroup receivables and payables, and a cash budget for the appropriate time period ahead (including anticipated use of overdraft facilities). From the overseas banks, ledger balances and value balances should be available. (d) Barriers to Effective International Cash Management. What are the factors that make a comprehensive and effective international cash management system difﬁcult to implement and manage? A partial list would include the following:



• • • • • • •



Differences and discrepancies in national bank rules, regulations, and practices National restrictions on netting, leads and lags, and hedging practices Limited local banking services Few standards for pricing of banking services Chronic informational failures such as conﬁrmation delays National differences in corporate payment practices and customs Local credit restrictions, rationing of access to local borrowing or investing alternatives



This formidable list is the playing ﬁeld of the international cash manager. Although new and sophisticated electronic services are introduced daily by banks, the ﬁrm with multinational operations in far-ﬂung parts of the globe faces a difﬁcult and often time-consuming task of efﬁciently managing the ﬁrm’s source of value—cash ﬂow. Foreign exchange management and international cash management share the same basic goals, centralization and concentration. The multinational ﬁrm’s foreign afﬁliates and subsidiaries (similar to those shown in Exhibit 5.4) possess their own individual currencies of cash ﬂow (functional currency). Many of these afﬁliates are often not equipped, both in stafﬁng and expertise, to effectively manage the currency transactions and risks which arise. The consensus in industry today is that the international treasury of the parent company, 5.5 FOREIGN EXCHANGE MANAGEMENT.
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through centralization, can provide value-added processing and expertise to the subsidiary without absolving the subsidiary from responsibility of aiding in the effective management of currency exposures. The international treasury is a combination internal consultant, banker, and parent. Concentration is the effective use of techniques for handling the everyday and not so everyday currency transaction and exposure management needs of the ﬁrm as a whole. Techniques such as netting of cross-border currency cash ﬂows can signiﬁcantly reduce the frequency of transactions, allowing fewer and larger individual currency purchases and hedge purchases. The economies of scale are appreciable, and the increased control results in better company-wide reporting, forecasting, and subsequent management of cash ﬂows by currency in the short to medium term. The components to the design and implementation of an international currency management program in the multinational involves • Establishing risk management guidelines (exposure identiﬁcation, list of authorized instruments, required minimum or maximum hedge coverage) • Separation of front-ofﬁce and back-ofﬁce roles, responsibilities, and personnel • Position monitoring and performance measurement Treasury today is expected to take a much more proactive role in the management of the ﬁrm’s multinational cash ﬂows. This concerns not only the more efﬁcient use of cash as a whole, but in the management of the currency of denomination of those cash ﬂows within the multinational—all in the context of adding value to the internal and external customer. Once the currency risk management system within the multinational is designed, management and control of operations is critical to its success. Many of the derivative-related ﬁascos in recent years are traceable to nonexistent or inadequate speciﬁcation of procedures and controls or simply management discipline in the implementation of risk management. Recent surveys indicate that still over 20 percent of major multinationals have no formal controls over treasury operations. (a) Risk Management Guidelines. Senior management of the ﬁrm, from the treasurer’s ofﬁce to the chief ﬁnancial ofﬁcer, to the senior management group, to board and audit committee, must establish clear and simple guidelines by which currency risk management must abide.11 (For a detailed treatment of this subject, see Chapter 6.) These guidelines should include the requirements for exposure identiﬁcation, allowable instruments for use, and required exposure coverage. Exposure identiﬁcation, the speciﬁcation of which types of exposures are to be managed (backlogs, balance sheet-related, translation, economic exposures, foreign currency-denominated bids, anticipated exposures, etc.) is fundamental to control of a risk management pro11PricewaterhouseCoopers’ recent treasury survey indicated varying degrees of formal controls in treasury operations among major multinational ﬁrms. Foreign currency exposure management seems to be actually controlled more often than interest rate risk management. Among survey respondents, 87 percent indicated currency transaction exposure management controls, 63 percent on translation exposure management, and 43 percent on economic exposure management. Interest rate risks, however, were not as diligently watched. Only 74 percent of survey respondents indicated explicit controls over interest rate risk management, while investment management was explicitly controlled by over 84 percent of the ﬁrms.
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gram. By isolating what will and will not be the subject of hedging will effectively limit the scale of the exposure management program. A list of accepted ﬁnancial instruments which treasury is authorized to use for risk management is also important to control of operations given the ever-growing list of second-generation risk management products, many of which have complex valuation and exposure proﬁles. Even a short list today would need to determine the ﬁrm’s policy toward the use of forwards, purchased options, written options, complex options, structured products, and straight interest rate swaps and cross-currency interest rate swaps. (See Chapter 7.) Finally, the ﬁrm’s risk management guidelines should address the desirability of any minimum or maximum exposure coverage, by exposure size (amount), or by percentage required forward cover (e.g., 50% forward cover required on all booked exposures of $100,000 or more). (b) Front-Ofﬁce/Back-Ofﬁce Division. There is little debate among treasury managers worldwide that the one critical element to preventing risk management system failures is the separation of front ofﬁce activities, the design and construction of currency-related activities (transactions, hedging strategies), and back-ofﬁce activities, the booking and settlement of transactions and hedging activity. Many treasuries are now outsourcing their back-ofﬁce activities as an additional physical and ﬁduciary step in preventing any conﬂict or system failure. Regardless of whether these duties are carried out by internal or external personnel, it is fundamental that the duties be carried out by different personnel, with different upward-reporting requirements in the organization, and be physically separated if at all possible.12 (c) Position Monitoring and Performance Measurement. Once a currency risk management program is under way, treasury must monitor all positions and periodically measure its own performance against some benchmark. Position monitoring is a critical issue facing many treasuries today as a result of the increased use of derivative products, many of which are difﬁcult to mark-to-market on a frequent basis. This difﬁculty is a combination of the complexity of the instrument’s valuation, and the timeliness and appropriateness of critical inputs, such as market volatilities, which are integral to the determination of true value. Position monitoring must be pursued in parallel for all outstanding (identiﬁed) exposures, and for the structured instruments, positions, or derivatives used for the hedging of such exposures. For decentralized multinationals with foreign exchange risk management at the subsidiary or regional level, it is necessary for the parent and the subparent to be aware of these position values on a daily basis if possible. This requires the ability by treasury to mark-to-market all outstanding positions with contemporaneous market data. A number of major information vendors such as Reuters now provide the software and information linkages that allow constant mark-to-market valuation of all positions. Performance measurement is a topic of some debate. Recent surveys indicate that nearly 30% of all treasuries do not consider performance measurement or other



12The subject of separation of strategy and conﬁrmation/settlement has of course gained enormous attention after the fall of Baring Brothers which was nearly single-handedly the result of Mr. Nick Leeson’s control over both front- and back-ofﬁce job duties, allowing fraud and abuse and, in the case of the oldest investment bank in London, failure.
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benchmarking activities as important. Given the increasing role of treasury, and its ability to leverage its activities for the betterment or detriment of the ﬁrm’s overall proﬁtability, performance measurement is critical to adequate controls and effective management. Foreign exchange benchmarks such as fully covered and no-cover indicators allow international treasury a continuing set of metrics which may be used to reevaluate hedging policies. Treasury, once accepted as a value-added component of the ﬁrm, must be held to similar standards and industry practices (best practices) if it is to truly contribute to the value of the business. As domestic and international treasury operations evolve, reducing redundancy and focusing increasingly on efﬁciencies which are cross-border, cross-currency, and cross-function, the role of treasury expands as a source of value to the company as a whole. But there are many managerial challenges ahead, as many treasuries today are as yet unprepared for true global treasury effectiveness, requiring rethinking and restructuring treasury operations. Redundancy between domestic and international treasury functions, the need to add staff prepared for the expanding complexity of risk management activities and instruments, as well as the continuing impact of global telecommunications and technological support are continuing items on the treasury to-do list.
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6.1 INTRODUCTION. “Corporate” exchange risk refers to the adverse effects that unanticipated exchange rate changes can have on the value of the ﬁrm. This chapter explores the impact of currency ﬂuctuations on cash ﬂows, on assets and liabilities, and on the real business of the ﬁrm. At the onset, some basic questions must be answered: What is exchange risk, how does exposure relate to it, and why is it of importance to corporates at all? If foreign exchange risk is an issue that corporations have to deal with, we need to know how they identify and measure their currency exposure and, based on the nature of the exposure and the ﬁrm’s ability to forecast currencies, what exchange risk management strategy they should employ. Finally, guidance is necessary regarding which of the various tools and techniques of the foreign 6•1
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exchange market they should employ: forwards and futures; options or the speciﬁcation of debt and assets? The chapter concludes by suggesting a framework that can be used to ﬁnd the appropriate hedging instrument for a certain type of exposure. In order to lay the foundations for the following sections, it is important to understand what foreign exchange risk in the context of a corporation is, and how it relates to the concept of exposure. Exchange risk originates from the (random) ﬂuctuations of foreign exchange rates. It can be measured by the variance of the value of monetary as well as real assets and liabilities and the operating income of a company that is caused by unanticipated changes in the exchange rates. The emphasis here is on unexpected changes, as anticipated changes in the foreign exchange rate—as well as all other available information—are already reﬂected in market prices. In most currencies there exist futures or forward exchange contracts whose prices give ﬁrms an indication of where the market expects currencies to go. And these contracts offer the ability to lock in the anticipated change. Exchange rate volatility is by itself a necessary, but not sufﬁcient, condition for foreign exchange risk: Indeed, some ﬁrms may not be affected by foreign exchange rate changes at all. Thus, what is required is to assess foreign exchange exposure that quantiﬁes the sensitivity of the value of assets, liabilities, and operating income with respect to exchange rate variations. The concept of exposure describes the effect that exchange rate changes have on these values: It is the value at risk. Therefore, it is ultimately foreign exchange exposure that is relevant for each individual corporation. One of the consequences of this conclusion is that a corporation may decide to take operating measures that alter its exposure as one way to manage the underlying exchange risk (Levi, 1996). From this notion of exchange risk, several complex issues arise. First, the right perspective has to be determined: From the company’s point of view, it could well be that there are offsetting positions elsewhere in the ﬁrm, so exchange risk might not matter because there is no exposure. But how about future cash ﬂows that are not yet contractually ﬁxed but anticipated? For nonﬁnancial ﬁrms these future cash ﬂows reﬂect the basis of their current value! Thus, they should surely be part of the analysis, too, when determining the corporate risk proﬁle. Last but not least, the company belongs to its shareholders. Therefore, it might be appropriate to look at the issue from their perspective, that is, maximization of shareholder wealth, as postulated by modern ﬁnance. Yet the impact of any given currency change on shareholder value is difﬁcult to assess; and frankly, the empirical evidence linking exchange rate changes to stock prices is weak. Moreover, the shareholder who has a diversiﬁed portfolio may ﬁnd that the negative effect of exchange rate changes on one ﬁrm is offset by gains in other ﬁrms; in other words, exchange risk is diversiﬁable. Thus, an investor may be concerned with such a risk. This means that one has to investigate whether—and if so, why—it makes sense to deal with foreign exchange risk on the corporate level at all. 6.2 SHOULD FIRMS MANAGE FOREIGN EXCHANGE RISK? Some ﬁrms refrain from active management of their foreign exchange, even though they understand that exchange rate ﬂuctuations can affect their earnings and value. They make this decision for a number of reasons. First, managers do not take time to understand the issue. They consider any use of risk management tools, such as forwards, futures, and options, as speculative. Or they argue that such ﬁnancial manipulations lie outside the ﬁrm’s ﬁeld of expertise. “We
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are in the business of manufacturing slot machines, and we should not be gambling on currencies.” Perhaps they are right to fear abuses of hedging techniques, but refusing to use forwards and other instruments may expose the ﬁrm to substantial speculative risks. Second, managers claim that exposure cannot be measured. They are right—currency exposure is complex and can seldom be gauged with precision. But, as in many business situations, imprecision should not be taken as an excuse for indecision. Third, they say that the ﬁrm is hedged. All transactions such as imports or exports are covered with forward contracts, and foreign subsidiaries ﬁnance in local currencies. This ignores the fact that the bulk of the ﬁrm’s value comes from transactions not yet completed, so that transactions hedging is a very incomplete strategy. Fourth, they say that the ﬁrm does not have any exchange risk because it does all its business in dollars (or yen, or whatever the home currency is). But a moment’s thought will make it evident that even if you invoice French customers in dollars, when the euro drops, your prices will have to adjust or you’ll be undercut by local competitors. So revenues are inﬂuenced by currency changes. Fifth, they argue that doing business is risky and the ﬁrm gets rewarded for bearing risks, business and ﬁnancial. What this argument overlooks is that investors may reward the ﬁrm for risks in which the outcome, while uncertain, is expected to be positive. That is rarely the case in ﬁnancial market bets in which the outcome tends to reﬂect odds that are 50–50. Finally, they assert that the balance sheet is hedged on an accounting basis—especially when the “functional currency” is held to be the dollar. The misleading signals that balance sheet exposure measures can give are documented in later sections of this paper. But is there any economic justiﬁcation for a “doing nothing” strategy? Modern principles of the theory of ﬁnance suggest prima facie that the management of corporate foreign exchange exposure may neither be an important nor a legitimate concern for corporate managers. More speciﬁcally, Modigliani and Miller have demonstrated that in the absence of taxes, information asymmetries, transactions cost, and other market imperfections, a company’s investment and ﬁnancing decisions are independent of each other. Consequently, since value creation takes place on the asset side of the balance sheet (namely through realization of positive net present value projects), risk management as part of the ﬁrm’s ﬁnancing policies cannot create value per se. These lines of thought suggest that the investor, who might be able to manage exposure to ﬁnancial risks more efﬁciently by properly diversifying his or her investment portfolio, should do risk management. Unless ﬁrms have a comparative advantage in the management of exposure relative to investors, for example, on the basis of transactions or information costs, there is no reason why ﬁrms should deal with this issue. Furthermore, foreign exchange risk management might simply not matter because of certain equilibrium conditions in international markets for both ﬁnancial and real assets as another line of reasoning suggests. These conditions include the relationship between relative price levels of goods in different markets and exchange rate changes, also known as Purchasing Power Parity (PPP), and between interest rates and foreign exchange rates, usually referred to as the International Fisher Effect (IFE) (see next section). However, this view of corporate risk management is at odds with reality as well as recent theoretical insights into corporate ﬁnance. Empirically, many ﬁrms, ﬁnan-
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cial as well as nonﬁnancial, can be observed to devote efforts and resources to the reduction of risk. Obviously, corporations do concern themselves with the variability of their earnings or market value. As documented by a survey of derivatives usage, U.S. nonﬁnancial ﬁrms quite often even employ derivatives in order to hedge primarily anticipated (77%) or ﬁrm–commitment (80%) transactions with the overall objective of minimizing the ﬂuctuations in the company’s cash ﬂows (67%) (Bodnar, Hayt, Marston, and Smithson, 1995). Also, there is some evidence (Jorion, 1990, and Barton, Bodnar, and Kaul, 1994) suggesting that stock prices are adversely affected by foreign exchange changes. The observed relevance and importance of risk management to corporations has led also to the development of positive theories that try to explain this phenomenon. Turning the classic Modigliani-Miller Theorem around, one can argue that if ﬁnancial policies affect corporate value, it must be because of their impact on transaction costs, taxes, information asymmetries, or investment decisions. Thus it is that the model’s assumptions may not hold that establishes the case for corporate risk management. There are two conditions that a corporate hedging strategy has to meet in order to be justiﬁed on economic grounds: There have to be beneﬁts to the company’s shareholders greater than the cost of that hedging strategy; and risk management on the corporate level must be the way to realize these beneﬁts at least cost. In general, this can be the case if risk management increases the expected cash ﬂows from the ﬁrm to shareholders and/or if the discount rate that is applied to calculate the cash ﬂow’s present value is lowered. As will be shown most of the value of hedging is generated from an increase in cash ﬂows rather than a decrease in the discount rate. Analyzing ﬁrst the risks shareholders bear and the beneﬁts that can be derived from corporate hedging, it follows that there are arguments that do justify risk management at the corporate level for the beneﬁt of shareholders (although the potential gain might in most cases be quite small). Assuming (domestically) well-diversiﬁed investors, most of the value to shareholders will come from corporate hedging in case it functions as a means to substitute for international diversiﬁcation: Corporate risk management can have the effect of international diversiﬁcation in that certain risks, for example, oil price risk, could be transferred abroad, thus reducing the exposure in both countries. If this hedging transaction is associated with a ﬁxed cost, the ﬁrm will be able to accomplish the hedge at a lower cost than the individual investors, that is, the ﬁrm has to take some action anyway in the course of its normal business. Also risk sharing with privately held companies might be beneﬁcial for investors if they could not trade these ﬁrms otherwise. Apart from these direct effects on shareholders’ wealth—often difﬁcult to prove because of the diversity of individual investors’ interests and preferences—there are several beneﬁts that come from corporate hedging that affect the value of the company and thus the wealth of all shareholders. The existence of taxes represents one argument in favor of corporate hedging, provided the tax code is nonlinear. At ﬁrst shown in detail by Smith and Stulz (1985), expected corporate after tax income and thus cash ﬂows to the shareholders increase with lower volatility of pretax income in the presence of convex tax structures. Since risk management policies aim at the reduction in earnings variance, they effectively reduce the company’s average long tax rate and create gains that shareholders could not realize otherwise. A reduction in corporate income variability is a value-creating activity for another reason. The idea is that higher volatility of ﬁrm value implies a higher probability of
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situations where ﬁnancial distress or even bankruptcy are encountered. Wages, debt service, and other ﬁxed claims have to be met by the corporation regardless of its proﬁtability. With higher variance of corporate earnings it is therefore more likely that situations arise where income is too low to serve ﬁxed ﬁnancial commitments, thus getting the company into ﬁnancial distress. These negative events, however, have special, discrete costs associated with them. There are direct cost such as bankruptcy proceeding and legal cost, as well as indirect cost that come in many different manifestations. They result in higher contracting costs with suppliers, customers, and employees. Management’s attention will be less focused on value-creating operations; proﬁtable investment opportunities may be passed up due to increased difﬁculties in raising the necessary funds. By stabilizing the income stream to the corporation, corporate hedging activities reduce the probability of ﬁnancial distress. Thus, as with taxes, expected corporate value is increased to the advantage of shareholders. Risk management, by reducing the ﬁrm’s costs of ﬁnancial distress, also increases the corporation’s debt capacity. This leads to a higher optimal debt–equity ratio which means beneﬁts from increased tax shields. Another important argument to support the concept of corporate hedging has been brought forth: Under often realistic conditions of additional costs, such as underwriting fees, and so on, the variability of funds generated by the company will have undesirable effects on its investment and/or ﬁnancing policies in that it increases their volatility, too (Froot, Scharfstein, and Stein, 1993). As a result, investment opportunities with positive net present values (NPVs) might be passed up as a result of a shortage of funds available or outside ﬁnancing will be necessary. A corporate risk management program creates value to shareholders in that it ensures that the company always has sufﬁcient funds to make value-enhancing investments independent of otherwise disrupting movements of external factors. Risk management can also mitigate the problem of conﬂicting interests between shareholders and bondholders of the ﬁrm. If the company is highly leveraged and ﬁrm value is low, proﬁtable investment opportunities might be passed up because shareholders have little interest in undertaking these projects since their beneﬁts accrue to bondholders (this is known as the “underinvestment problem”). They might, however, be interested in taking on high-risk, high-return projects as this will transfer wealth from bondholders to shareholders. Higher variability of ﬁrm value will increase the value of the shareholders’ claims because the value of their call option increases with higher volatility of the underlying assets’ value. Bondholders try to limit such behavior via bond covenants. As hedging can reduce the variability of ﬁrm value, it is apt to mitigate the conﬂicts between shareholders and bondholders, because situations where ﬁrm value is low are avoided or appear less frequently (Levi and Serecu, 1991). Two additional aspects arise in the context of employee compensation and its linkage to the performance of the employing ﬁrm: Whereas the dependence of the employees’ income on corporate performance basically represents a hedge for owners of small corporations, this effect is rather negligible for large corporations in which shareholders hold diversiﬁed portfolios. On the contrary, if the company has more stable income streams due to its hedging activities and does not have to link its employees’ income to its revenue, it does not have to compensate its employees for taking on some of its risks either. Thus, the savings in the wage bill goes to the shareholders. Tying management compensation to the ﬁrm’s performance raises yet a second
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issue. Various measures of corporate performance (such as earnings of the stock price) often represent a basis for upper-management compensation. As hedging reduces the impact of risks that are not under management control on these measures, it makes the incentive structure more effective. By the same token, managers have only limited ways to diversify their personal stake given their large interest in the performance of the company. Moreover, since managerial success or ability is hard to estimate, corporate performance measures will almost by necessity serve as proxies for management evaluation. As a consequence, managers will favor lower variability of ﬁrm value (unless their compensation increases with higher volatility, as for example with stock options) in order not to lose the present value of their future income from their current employer. This however may raise the problem that the optimal risk management strategy to managers is not necessarily the best for the ﬁrm, an issue which can be solved by separating the actually implemented risk management policy from that used as a base for management compensation (Fite and Pﬂeiderer, 1995). Finally, there usually exist information asymmetries between the ﬁrm’s management and the market. Hedging can help securities analysts to get a more precise estimate of the value of the ﬁrm’s assets assuming that the ﬁrm’s exposure is not entirely known to market participants. It then represents an alternative to information disclosure which has the advantage that investors do not have to go through the difﬁculty of analyzing all relevant information in order to get a comprehensive picture of the company’s exposure. Also, the higher quality of information about the ﬁrm enables management to do a much better job at risk management than the individual investor could do. As will be shown in the material that follows, the assessment of exposure to exchange rate ﬂuctuations requires detailed estimates of the susceptibility of net cash ﬂows to unexpected rate changes (Dufey and Srinivasulu, 1984). All the above considerations basically rest on the assumptions that equilibrium such as PPP and IFE do not hold, since if they did, hedging would not be necessary. Whereas these equilibriums tend to persist in the long run, they do not in the short run. Therefore, risk management does matter to corporations if shareholder value is to be maximized. An important result and consequence is that a passive strategy toward risk can be quite costly in that it means to take on certain risks on purpose. Hedging considerations are at the same time interdependent with general business planning, as there are different ways to affect exposure: measures that affect exposure per se and measures that reduce risk by establishing offsetting (ﬁnancial) positions. In addition, companies are now focused more on consolidated measures of risk, including interest rate and commodity and credit risk, instead of segmenting currency risk into a bucket of its own. The most popular methods are variants on value-at-risk (VaR) or its ﬂow equivalent, cash ﬂow-at-risk (Smithson, 1998, and Jorion, 2000). 6.3 ECONOMIC EXPOSURE, PURCHASING POWER PARITY, AND THE INTERNATIONAL FISHER EFFECT. Exchange rates, interest rates, and inﬂation rates are



linked to one another through a classical set of relationships at the level of the economy that have import for the nature of foreign exchange risk at the level of the ﬁrm also. These relationships are: the Purchasing Power Parity Theorem, which describes the linkage between inﬂation rates differentials and exchange rates changes; the International Fisher Effect, which ties interest rate differences to exchange rate expectations; and the Unbiased Forward Rate Theory, which relates the forward exchange rate to exchange rate expectations. These relationships, along with two other “parity” linkages, are illustrated in Exhibit 6.1.
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THE FOREIGN EXCHANGE DIAMOND



Fisher effect: interest rate equals real rate plus expected inflation rate



RELATIVE INTEREST RATES



Interest rate parity: forward rate differs from spot rate by a percentage equal to interest rate differential



RELATIVE INFLATION RATES



International Fisher effect: interest rate differential equals expected exchange rate change



FORWARD EXCHANGE RATE



Purchasing power parity: inflation differential offset by exchange rate change



SPOT EXCHANGE RATE



Unbiased forward rate theory: forward rate differs from spot rate by a percentage equal to expected exchange rate change



Exhibit 6.1. Key Parity Relationship of International Finance that Affect Corporate Exchange Risk Exposure.



The Purchasing Power Parity (PPP) theorem can be stated in different ways, but the most common representation links the changes in exchange rates to those in relative price indices in two countries: Rate of change of exchange rate  Difference in inflation rates The relationship is derived from the basic idea that, in the absence of trade restrictions, changes in the exchange rate mirror changes in the relative price levels in the two countries. Therefore, under conditions of free trade, prices of similar commodities cannot differ between two countries by more than the transfer cost, because arbitrageurs will take advantage of such situations until price differences are eliminated. This “Law of One Price” leads logically to the idea that what is true of one commodity should be true of the economy as a whole—the price level in two countries should be linked through the exchange rate—and hence to the notion that exchange rate changes are tied to inﬂation rate differences. The International Fisher Effect (IFE) states that the interest rate differential will exist only if the exchange rate is expected to change in such a way that the advantage of the higher interest rate is offset by the loss on the foreign exchange transaction. The IFE can be written as follows: Expected rate of change of the exchange rate  Interest rate differential In practical terms, the IFE implies that while an investor in a low-interest country can convert his funds into the currency of the high-interest country and get paid a higher
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rate, his gain (the interest rate differential) will be offset by his expected loss because of foreign exchange rate changes. The Unbiased Forward Rate Theory asserts that the forward exchange rate is the “best” estimate of the expected future spot rate. While it is consistent with the efﬁcient market theory that asserts that all relevant information is reﬂected in prices, including forwards and futures, market efﬁciency allows the existence of factors that can introduce a “bias” in the forward price of foreign exchange. However, in the absence of such factors, it is difﬁcult to claim that systematic and regular biases exist that would not be taken advantage of by professional market participants and, thus, eliminated. Indeed, the best empirical evidence of ex post data demonstrates that risk premiums exist, but they are time variant, exhibiting a largely random pattern. For risk management, therefore, there is little choice but to act as if ex ante, the forward is an unbiased predictor of the expected future spot rate in all those currencies where there are no factors such as exchange controls, excess external indebtedness, or other identiﬁable reasons that would rationalize a reasonably systematic risk premium. In the absence of such inﬂuences, the unbiased forward rate theory can be stated simply: Expected exchange rate  Forward exchange rate Now we can summarize the impact of unexpected exchange rate changes on the internationally involved ﬁrm by drawing on these parity conditions. Given sufﬁcient time, competitive forces and arbitrage will neutralize the impact of exchange rate changes on the returns to assets; due to the relationship between rates of devaluation and inﬂation differentials, these factors will also neutralize the impact of the changes on the value of the ﬁrm. This is simply the principle of Purchasing Power Parity and the Law of One Price operating at the level of the ﬁrm. On the liability side, the cost of debt tends to adjust as debt is repriced at the end of the contractual period, reﬂecting (revised) expected exchange rate changes. And returns on equity will also reﬂect required rates of return; in a competitive market, these will be inﬂuenced by expected exchange rate changes. Finally, the unbiased forward rate theory suggests that locking in the forward exchange rate offers the same expected return as remaining exposed to the ups and downs of the currency—on average, it can be expected to err as much above as below the forward rate. In the long run, it would seem that a ﬁrm operating in this setting will not experience net exchange losses or gains. However, because of contractual or, more importantly, strategic commitments, these equilibrium conditions rarely hold in the short and medium term. Moreover, the preceding equilibrium conditions refer to economic relationships across all markets in the entire economy, which does not necessarily mean that they hold for the individual ﬁrm that operates in a speciﬁc segment of the market. Therefore, the essence of foreign exchange exposure and, signiﬁcantly, its management, are made relevant by these deviations, which may be temporary or structural. The ﬁrst step in management of corporate foreign exchange risk is to acknowledge that such risk does exist and that managing it is in the interest of the ﬁrm and its shareholders. The next step, however, is much more difﬁcult: the identiﬁcation of the nature and magnitude of foreign exchange exposure. In other words, identifying what is at risk, and in what way. The focus here is on the exposure of nonﬁnancial corporations, or rather the value of their assets. This re-
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minder is necessary because most commonly accepted notions of foreign exchange risk hedging deal with assets; that is, they are pertinent to (relatively simple) ﬁnancial institutions where the bulk of the assets consists of (paper) assets that have contractually ﬁxed returns (i.e., ﬁxed income claims, not equities). Clearly, such timehonored hedging rules as “ﬁnance your assets in the currency in which they are denominated” applies in general to banks and similar ﬁrms. However, nonﬁnancial business ﬁrms have, as a rule, only a relatively small proportion of their total assets in the form of receivables and other ﬁnancial claims. Their core assets consist of inventories, equipment, special-purpose buildings, and other tangible assets, often closely related to technological capabilities that give them earnings power and thus value. Unfortunately, real assets (as compared to paper assets) are not labeled with currency signs that make foreign exchange exposure analysis easy. Most importantly, the location of an asset in a country is, as we shall see, an all too fallible indicator of their foreign exchange exposure. The task of gauging the impact of exchange rate changes on an enterprise begins with measuring its exposure, the amount, or value, at risk. This issue has been clouded because ﬁnancial results for an enterprise tend to be compiled by methods based on the principles of accrual accounting. Unfortunately, this approach yields data that frequently differ from those relevant for business decision making, namely future cash ﬂows and their associated risk proﬁles. As a result, considerable efforts are expended, both by decision makers as well as students of exchange risk, to reconcile the differences between the point-in-time effects of exchange rate changes on the enterprise in terms of accounting data, referred to as accounting or translation exposure, and the ongoing cash ﬂow effects, which are referred to as economic exposure. (See also Coppe, Graham, and Koller, 1996.) Both concepts have their grounding in the fundamental concept of transactions exposure. The relationship between the three concepts is illustrated in Exhibit 6.2. While exposure concepts have been aptly analyzed elsewhere in this Handbook, some basic concepts are repeated here to make the present chapter self-contained. Measures of translation exposure have a grounding in simple transactions exposure. But economic exposure deals with exchange rate effects on future transactions.



Exhibit 6.2. Three Concepts of Exposure. Measures of translation exposure have a grounding in simple transactions exposure, but economic exposure deals with exchange rate effects on future transactions.
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The typical illustration of transaction exposure involves an export or import contract giving rise to a foreign currency receivable or payable. On the surface, when the exchange rate changes, the value of this export or import transaction will be affected in terms of the domestic currency. However, when analyzed carefully, it becomes apparent that the exchange risk results from a ﬁnancial investment (the foreign currency receivable) or a foreign currency liability (the loan from a supplier) that is purely incidental to the underlying export or import transaction; it could have arisen in and of itself through independent foreign borrowing and lending. Thus, what is involved here are simply foreign currency assets and liabilities, whose value is contractually ﬁxed in nominal terms. While this traditional analysis of transactions exposure is correct in a narrow, formal sense, it is really relevant for ﬁnancial institutions only. With returns from ﬁnancial assets and liabilities being ﬁxed in nominal terms, they can be shielded from losses with relative ease through cash payments in advance (with appropriate discounts), through the factoring of receivables, or more conveniently via the use of forward exchange contracts, unless unexpected exchange rate changes have a systematic effect on credit risk. However, the essential assets of nonﬁnancial ﬁrms have noncontractual returns, that is, revenue and cost streams from the production and sale of their goods and services that can respond to exchange rate changes in very different ways. Consequently, they are characterized by foreign exchange exposure very different from that of ﬁrms with contractual returns.



(a) Transaction Exposure.



(b) Accounting Exposure. The concept of accounting exposure arises from the need to translate accounts that are denominated in foreign currencies into the home currency of the reporting entity. Most commonly the problem arises when an enterprise has foreign afﬁliates keeping books in the respective local currency. For purposes of consolidation, these accounts must somehow be translated into the reporting currency of the parent company. In doing this, a decision must be made as to the exchange rate that is to be used for the translation of the various accounts. While income statements of foreign afﬁliates are typically translated at a periodic average rate, balance sheets pose a more serious challenge. To a certain extent this difﬁculty is revealed by the struggle of the accounting profession to agree on appropriate translation rules and the treatment of the resulting gains and losses. A comparative historical analysis of translation rules may best illustrate the issues at hand. Over time, U.S. companies have followed essentially four types of translation methods, summarized in Exhibit 6.3. These four methods differ with respect to the presumed impact of exchange rate changes on the value of individual categories of assets and liabilities. Accordingly, each method can be identiﬁed by the way in which it separates assets and liabilities into those that are “exposed” and are, therefore, translated at the current rate, that is, the rate prevailing on the date of the balance sheet, and those whose value is deemed to remain unchanged, and which are, therefore, translated at the historical rate. The current/noncurrent method of translation divides assets and liabilities into current and noncurrent categories, using maturity as the distinguishing criterion; only the former are presumed to change in value when the local currency appreciates or depreciates vis-à-vis the home currency. Supporting this method is the economic rationale that foreign exchange rates are essentially ﬁxed but subject to occasional adjustments that tend to correct themselves in time. This assumption reﬂected reality to some extent, particularly with respect to industrialized countries during the period of
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MEASURES OF ACCOUNTING EXPOSURE



ASSETS Cash Marketable Securities (At Market Value) Accounts Receivable Inventory (At Cost) Fixed Assets LIABILITIES Current Liabilities Long Term Debt Equity



Current / Noncurrent



Monetary/ Nonmonetary



Temporal



Current



C



C



C



C



C C C H



C C H H



C C H H



C C C C



C H Residual Adjustment



C C Residual Adjustment



C C Residual Adjustment



C C Residual Adjustment



Note: In the case of Income Statements, sales revenues and interest are generally translated at the average historical exchange rate that prevailed during the period; depreciation is translated at the appropriate historical exchange rate. Some of the general and administrative expenses as well as cost-of-goods-sold are translated at historical exchange rates, others at current rates. “C”  Assets and liabilities are translated at the current rate,or rate prevailing on the date of the balance sheet. “H”  Assets and liabilities are translated at the historical rate. Exhibit 6.3.



Methods of Translation for Balance Sheets.



the Bretton Woods system. However, with subsequent changes in the international ﬁnancial environment, this translation method has become outmoded; only in a few countries is it still being used. Under the monetary/nonmonetary method all items explicitly deﬁned in terms of monetary units are translated at the current exchange rate, regardless of their maturity. Nonmonetary items in the balance sheet, such as tangible assets, are translated at the historical exchange rate. The underlying assumption here is that the local currency value of such assets increases (decreases) immediately after a devaluation (revaluation) to a degree that compensates fully for the exchange rate change. This is equivalent of what is known in economics as the Law of One Price, with instantaneous adjustment. A similar but more sophisticated translation approach supports the so-called temporal method. Here, the exchange rate used to translate balance sheet items depends on the valuation method used for a particular item in the balance sheet. Thus, if an item is carried on the balance sheet of the afﬁliate at its current value, it is to be translated using the current exchange rate. Alternatively, items carried at historical cost are to be translated at the historical exchange rate. As a result, this method synchronizes the time dimension of valuation with the method of translation. As long as foreign afﬁliates compile balance sheets under traditional historical cost principles, the temporal method gives essentially the same results as the monetary/nonmonetary method. However, when “current value accounting” is used, that is, when accounts are adjusted for inﬂation, then the temporal method calls for the use of the current ex-
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change rate throughout the balance sheet. The temporal method provided the conceptual base for the ﬁrst inﬂuential translation standard, Financial Accounting Standard Board’s (FASB’s) Standard 8 (FAS 8). The temporal method points to a more general issue: the relationship between translation and valuation methods for accounting purposes. When methods of valuation provide results that do not reﬂect economic reality, translation will fail to remedy that deﬁciency, but will tend to make the distortion very apparent. To illustrate this point: companies with estate holdings abroad ﬁnanced by local currency mortgages found that under FAS 8 their earnings were subject to considerable translation losses and gains. This came about because the value of their assets remained constant, as they were carried on the books at historical cost and translated at historical exchange rates, while the value of their local currency liabilities increased or decreased with every twitch of the exchange rate between reporting dates. In contrast, U.S. companies whose foreign afﬁliates produced internationally traded goods (e.g., minerals or oil) felt comfortable valuing their assets on a dollar basis. Indeed, this latter category of companies was the one that did not like the transition to the current/current method at all. Here, all assets and liabilities are translated at the exchange rate prevailing on the reporting date. They found the underlying assumption that the value of all assets (denominated in the local currency of the foreign afﬁliate) would change in direct proportion to the exchange rate change did not reﬂect the economic realities of their business. In order to accommodate the conﬂicting requirements of companies in different situations and still maintain a semblance of conformity and comparability, in the early 1980s the FASB issued Standard 52, replacing Standard 8. FAS 52, as it is commonly referred to, uses the current/current method as the basic translation rule. At the same time, it mitigates the consequences by allowing companies to move translation losses directly to a special subaccount in the net worth section of the balance sheet, instead of adjusting current income. This latter provision may be viewed as a mere gimmick without much substance, providing at best a signaling function, indicating to users of accounting information that translation gains and losses are of a nature different from items normally found in income statements. A more signiﬁcant innovation of FAS 52 is the “functional” currency concept, which gives a company the opportunity to identify the primary economic environment and select the appropriate (functional) currency for each of the corporation’s foreign entities. This approach reﬂects the ofﬁcial recognition by the accounting profession that the location of an entity does not necessarily indicate the currency relevant for a particular business. Thus, FAS 52 represents an attempt to take into account the fact that exchange rate changes affect different companies in different ways, and that rigid and general rules treating different circumstances in the same manner will provide misleading information. In order to adjust to the diversity of real life, FAS 52 had to become quite complex. The following provides a brief road map to the logic of that standard. In applying FAS 52, a company and its accountants must make two decisions in sequence. First, they must determine the functional currency of the entity whose accounts are to be consolidated. For all practical purposes, the choice here is between local currency and the U.S. dollar. In essence, there are a number of speciﬁc criteria that provide guidelines for this determination. As usual, extreme cases are relatively easily classiﬁed: A foreign afﬁliate engaged in retailing local goods and services will have the local currency as its functional currency, while a “border plant” that receives
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the majority of its inputs from abroad and ships the bulk of the output outside of the host country will have the dollar as its functional currency. If the functional currency is the dollar, foreign currency items on its balance sheet will have to be restated into dollars and any gains and losses are moved through the income statement. If the functional currency is determined to be the local currency, however, a second issue arises: whether the entity operates in a high-inﬂation environment. High-inﬂation countries are deﬁned as those whose cumulative three-year inﬂation rate exceeds 100%. In that case, essentially the same principles as in FAS 8 are followed. In the case in which the cumulative inﬂation rate falls short of 100%, the foreign afﬁliate’s books are to be translated using the current exchange rate for all items, and any gains or losses are to go directly as a charge or credit to the equity accounts. FAS 52 and subsequent edicts on hedge accounting and accounting for derivatives contain a number of other fairly complex provisions regarding the treatment of hedge contracts, the deﬁnition of transactional gains and losses, and the accounting for intercompany transactions. In essence, it allows management much more ﬂexibility to present the impact of exchange rate variations in accordance with perceived economic reality; by the same token, such ﬂexibility provides greater scope for manipulation of reported earnings, and it reduces comparability of ﬁnancial data for different ﬁrms. Companies’ abuse of derivatives in the 1990s led to a revised standard, called FAS 133. This statement established accounting and reporting standards for derivative instruments, including certain derivative instruments embedded in other contracts (collectively referred to as derivatives), and for hedging activities. It requires that an entity recognize all derivatives as either assets or liabilities in the statement of ﬁnancial position and measure those instruments at fair value. If certain conditions are met, a derivative may be speciﬁcally designated as (a) a hedge of the exposure to changes in the fair value of a recognized asset or liability or an unrecognized ﬁrm commitment, (b) a hedge of the exposure to variable cash ﬂows of a forecasted transaction, or (c) a hedge of the foreign currency exposure of a net investment in a foreign operation. The purpose of this is simple—to clarify situations in which a company’s earnings are ﬂuctuating as a result of what is, in effect, speculation—but its application has proved controversial. See Exhibit 6.4 and the chapter on this subject. (c) Critique of the Accounting Model of Exposure. Even with the stronger logic of FAS 52 and the discipline of FAS 133, users of accounting information must be aware that there are three systemic sources of error that can mislead those responsible for exchange risk management:



1. Accounting data do not capture all commitments of the ﬁrm that give rise to exchange risk. 2. Because of the historical cost principle, accounting values of assets and liabilities do not reﬂect the respective contribution to total expected net cash ﬂow of the ﬁrm. 3. Translation rules do not distinguish between expected and unexpected exchange rate changes. Conceptually, though, it is important to determine the time frame within which the ﬁrm cannot react to (unexpected) rate changes by raising prices; changing markets for inputs and outputs; and/or adjusting production and sales volumes. Sometimes, at
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[1]The accounting for changes in the fair value of a derivative (that is, gains and losses) depends on the intended use of the derivative and the resulting designation. • For a derivative designated as hedging the exposure to changes in the fair value of a recognized asset or liability or a ﬁrm commitment (referred to as a fair value hedge), the gain or loss is recognized in earnings in the period of change together with the offsetting loss or gain on the hedged item attributable to the risk being hedged. The effect of that accounting is to reﬂect in earnings the extent to which the hedge is not effective in achieving offsetting changes in fair value. • For a derivative designated as hedging the exposure to variable cash ﬂows of a forecasted transaction (referred to as a cash ﬂow hedge), the effective portion of the derivative's gain or loss is initially reported as a component of other comprehensive income (outside earnings) and subsequently reclassiﬁed into earnings when the forecasted transaction affects earnings. The ineffective portion of the gain or loss is reported in earnings immediately. • For a derivative designated as hedging the foreign currency exposure of a net investment in a foreign operation, the gain or loss is reported in other comprehensive income (outside earnings) as part of the cumulative translation adjustment. The accounting for a fair value hedge described above applies to a derivative designated as a hedge of the foreign currency exposure of an unrecognized ﬁrm commitment or an available-for-sale security. Similarly, the accounting for a cash ﬂow hedge described above applies to a derivative designated as a hedge of the foreign currency exposure of a foreign-currencydenominated forecasted transaction. • For a derivative not designated as a hedging instrument, the gain or loss is recognized in earnings in the period of change. Under this Statement, an entity that elects to apply hedge accounting is required to establish at the inception of the hedge the method it will use for assessing the effectiveness of the hedging derivative and the measurement approach for determining the ineffective aspect of the hedge. Source: Financial Accounting Standards Board. Exhibit 6.4.



FAS 133, Accounting for Derivative Instruments and Hedging Activities.



least one of these reactions is possible within a relatively short time; at other times, the ﬁrm is “locked in” through contractual or strategic commitments extending considerably into the future. Indeed, those ﬁrms that are free to react instantaneously and fully to adverse (unexpected) rate changes are not subject to exchange risk. A further implication of the time-frame element is that exchange risk stems from the ﬁrm’s position when its cash ﬂows are, for a signiﬁcant period, exposed to (unexpected) exchange rate changes, rather than the risk resulting from any speciﬁc international involvement. Thus, companies engaged purely in domestic transactions but who have dominant foreign competitors may feel the effect of exchange rate changes in their cash ﬂows as much or even more than some ﬁrms that are actively engaged in exports, imports, or foreign direct investment. Regarding the ﬁrst point, it must be recognized that, normally, commitments entered into by the ﬁrm in terms of foreign exchange (e.g., a purchase or a sales contract) will not be booked until the merchandise has been shipped. At best, such obligations are shown as contingent liabilities. More importantly, accounting data reveal very little about the ability of the ﬁrm to change costs, prices, and markets quickly. Alternatively, the ﬁrm may be committed by strategic decisions such as investment
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in plant and facilities. Such “commitments” are important criteria in determining the existence and magnitude of exchange risk. The second point surfaced in our discussion of the temporal method: whenever asset values differ from market values, translation, however sophisticated, will not redress this original shortcoming. Thus, many of the perceived problems of FAS 8 had their roots not so much in translation, but in the fact that in an environment of inﬂation and exchange rate changes, the lack of current value accounting frustrates the best translation efforts. Finally, translation rules do not take account of the fact that exchange rate changes have two components: (1) expected changes that are already reﬂected in the prices of assets and the cost of liabilities (relative interest rates); and (2) the unexpected deviations from the expected change that constitute the true sources of risk. The signiﬁcance of this distinction is clear: Managers have already taken account of expected changes in their decisions. The basic rationale for corporate foreign exchange exposure management is to shield net cash ﬂows, and thus the value of the enterprise, from unanticipated exchange rate changes. This thumbnail sketch of the economic foreign exchange exposure concept has a number of signiﬁcant implications, some of which seem to be at variance with frequently used ideas in the popular literature and apparent practices in business ﬁrms. Speciﬁcally, there are implications regarding the question of whether exchange risk originates from monetary or nonmonetary transactions, a reevaluation of traditional perspectives such as “transactions risk,” and the role of forecasting exchange rates in the context of corporate foreign exchange risk management. (d) Contractual versus Noncontractual Cash Flows. An assessment of the nature of the ﬁrm’s assets and liabilities and their respective cash ﬂows shows that some are contractual, that is, ﬁxed in nominal, monetary terms. Such returns, earnings from ﬁxed interest securities and receivables, for example, and the negative returns on various liabilities are relatively easy to analyze with respect to exchange rate changes: when they are denominated in terms of foreign currency, their terminal value changes directly in proportion to the exchange rate change. Thus, with respect to ﬁnancial items, the ﬁrm is concerned only about net assets or liabilities denominated in foreign currency, to the extent that maturities (actually, “durations” of asset classes) are matched. What is much more difﬁcult, however, is to estimate the impact of an exchange rate change on assets with noncontractual return. While conventional discussions of exchange risk focus almost exclusively on ﬁnancial assets, for trading and manufacturing ﬁrms at least, such assets are relatively less important than others. Indeed, equipment, real estate, buildings, and inventories make the decisive contributions to the local cash ﬂow of those ﬁrms (in fact, companies frequently sell ﬁnancial assets to banks, factors, or “captive” ﬁnance companies in order to leave banking to bankers and instead focus on the management of core assets!). And returns on such assets are affected in quite complex ways by changes in exchange rates. The most essential consideration is how the prices and costs of the ﬁrm will react in response to an unexpected exchange rate change. For example, if prices and costs react immediately and fully to offset exchange rate changes, the ﬁrm’s cash ﬂows are not exposed to exchange risk since they will be affected in terms of the base currency. Thus, the value of noncontractual assets is not affected. Inventories may serve as a good illustration of this proposition. The value of an
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inventory in a foreign subsidiary is determined not only by changes in the exchange rate, but also by a subsequent price change of the product—to the extent that the underlying cause of this price change is the exchange rate change. Thus, the dollar value of an inventory destined for export may increase when the currency of the destination country appreciates, provided its local currency prices do not decrease by the full percentage of the appreciation. The effect on the local currency price depends, in part, on competition in the market. The behavior of foreign and local competitors, in turn, depends on capacity utilization, market share objectives, likelihood of cost adjustments, and a host of other factors. Of course, ﬁrms are not only interested in the value change or the behavior of cash ﬂows of a single asset, but rather in the behavior of all cash ﬂows. Again, price and cost adjustments need to be analyzed. For example, a ﬁrm that requires raw materials from abroad for production will usually ﬁnd its streams of cash outlays going up when its local currency depreciates against foreign currencies. Yet the depreciation may cause foreign suppliers to lower prices in terms of foreign currencies for the purpose of maintaining market share. One of the concepts of modern international corporate ﬁnance is the distinction between the currency in which cash ﬂows are denominated and the currency that determines the size of the cash ﬂows. In the example in the previous section, it does not matter whether, as a matter of business practice, the ﬁrm may contract, be involved in, and pay for each individual shipment in its own local currency. If foreign exporters do not provide price concessions, the cash outﬂow of the importer behaves just like a foreign currency cash ﬂow; even though payments are made in local currency, they occur in greater amounts. As a result, the cash ﬂow, even while denominated in local currency, is determined by the relative value of the foreign currency. The functional currency concept introduced in FAS 52 is similar to the “currency of determination, “ but not exactly the same. The currency of determination refers to revenue and operating expense ﬂows, respectively; the functional currency concept pertains to an entity as a whole and is, therefore, less precise. To complicate things further, the currency of recording, that is, the currency in which the accounting records are kept, is yet another matter. For example, any debt contracted by the ﬁrm in foreign currency will always be recorded in the currency of the country where the corporate entity is located. However, the value of its legal obligation is established in the currency in which the contract is denominated. It is possible, therefore, that a ﬁrm selling in export markets may record assets and liabilities in its local currency and invoice periodic shipments in a foreign currency and yet, if prices in the market are dominated by transactions in a third country, the cash ﬂows received may behave as if they were in that third country. To illustrate: A Brazilian ﬁrm selling coffee to West Germany may keep its records in reals, invoice in European euros, and have euro-denominated receivables, and physically collect euro cash ﬂow, only to ﬁnd its revenue stream behaves as if it were in U.S. dollars! This occurs because euro prices for each consecutive shipment are adjusted to reﬂect world market prices which, in turn, tend to be determined in U.S. dollars. The signiﬁcance of this distinction is that the currency of denomination is (relatively) readily subject to management discretion, through the choice of invoicing currency. Prices and cash ﬂows, however, are determined by competitive conditions which are beyond the immediate control of the ﬁrm.



(e) Currency of Denomination versus Currency of Determination.



6.4 IDENTIFYING EXPOSURE



6 • 17



Yet another dimension of exchange risk involves the element of time. In the very short run, virtually all local currency prices for real goods and services (although not necessarily for ﬁnancial assets) remain unchanged after an unexpected exchange rate change. However, over a longer period of time, prices and costs move inversely to spot rate changes; the tendency is for Purchasing Power Parity and the Law of One Price to hold. In reality, this price adjustment process takes place over a great variety of time patterns. These patterns depend not only on the products involved, but also on market structure, the nature of competition, general business conditions, government policies such as price controls, and a number of other factors. Considerable work has been done on the phenomenon of “pass-through” of price changes caused by (unexpected) exchange rate changes. And yet, because all the factors that determine the extent and speed of pass-through are very ﬁrm-speciﬁc and can be analyzed only on a case-by-case basis at the level of the operating entity of the ﬁrm (or strategic business unit), generalizations remain difﬁcult to make. Exhibit 6.5 summarizes the ﬁrmspeciﬁc effects of exchange rate changes on operating cash ﬂows.



WHAT IS ECONOMIC EXPOSURE? Let us offer an example. PDVSA, the Venezuelan state-owned oil company, recently set up an oil reﬁnery near Oslo, Norway, for shipment to Germany and other continental European countries. The ﬁrm planned to invoice its clients in euros, the currency unit of the European Union. The treasurer is considering sources of long term ﬁnancing. In the past all long-term ﬁnance has been provided by the parent company, but working capital required to pay local salaries and expenses has been ﬁnanced in Norwegian kroner. The treasurer is not sure whether the short-term debt should be hedged, or in what currency to issue long term debt. This is an example of a situation where the deﬁnition of exposure has a direct impact on the ﬁrm's hedging decisions. Translation exposure has to do with the location of the assets, which in this case would be a totally misleading measure of the effect of exchange rate changes on the value of the unit. After all, the oil comes from Venezuela and is shipped to Germany: its temporary resting place, be it a reﬁnery in Oslo or a tanker en route to Germany, has no import. Both provide value added, but neither determine the currency of revenues. So ﬁnancing should deﬁnitely not be done in Norwegian kroner. Transactions exposure has to do with the currency of denomination of assets like accounts receivable or payable. Once sales to Germany have been made and invoicing in euros has taken place, PDVSA Norway has contractual, euro-denominated assets that should be ﬁnanced or hedged with euros. For future sales, however, PDVSA Norway does not have exposure to the euro. This is because the currency of determination in the oil business is the U.S. dollar. Economic exposure is tied to the currency of determination of revenues and costs. Since the world market price of oil is dollars, this is the effective currency in which PDVSA's future sales to Germany are made. If the euro rises against the dollar, PDVSA must adjust its euro price down to match those of competitors like Aramco. If the dollar rises against the euro, PDVSA can and should raise prices to keep the dollar price the same, since competitors would do likewise. Clearly the currency of determination is inﬂuenced by the currency in which competitors denominate prices. The conclusion is, therefore, that the Norwegian subsidiary of a Venezuelan company whose sales to Germany are invoiced in euros should do its long term ﬁnancing in U.S. dollars, to hedge the effective currency of exposure. Exhibit 6.5. Exposure Concepts: Currency of Location versus Currency of Denomination versus Currency of Determination.
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6.5 MANAGING ECONOMIC EXPOSURE (a) Economic Effects of Unanticipated Exchange Rate Changes on Cash Flows. From this analytical framework, some practical implications emerge for the assessment of economic exposure. First of all, the ﬁrm must project its cost and revenue streams over a planning horizon that represents the period of time during which the ﬁrm is “locked in,” or constrained from reacting to (unexpected) exchange rate changes. It must then assess the impact of a deviation of the actual exchange rate from the rate used in the projection of costs and revenues. Subsequently, the effects on the various cash ﬂows of the ﬁrm must be netted over product lines and markets to account for diversiﬁcation effects wherein gains and losses could cancel out, wholly or in part. The remaining net loss or gain is the subject of economic exposure management. For a multiunit, multiproduct, multinational corporation, the net exposure may not be very large at all because of the many offsetting effects. By contrast, enterprises that have invested in the development of one or two major foreign markets are typically subject to considerable ﬂuctuations of their net cash ﬂows, regardless of whether they invoice in their own or in the foreign currency. Normally, the executives within business ﬁrms who can supply the best estimates of these effects of unanticipated currency changes in future operating cash ﬂows tend to be those directly involved with purchasing, marketing, and production. Finance managers who focus exclusively on credit and foreign exchange markets may easily miss the essence of corporate foreign exchange risk (see Exhibit 6.6). (b) Financial versus Operating Strategies for Hedging. When operating (cash) inﬂows and (contractual) outﬂows from liabilities are affected by exchange rate changes, the general principle of prudent exchange risk management is: any effect on cash inﬂows and outﬂows should cancel out as much as possible. This can be achieved by maneuvering assets, liabilities, or both. Copeland and Yoshi, whose study of currency hedging found transactions hedging to be of little value, assert, “relocating plants and adjusting pricing often provide the best hedge against foreign exchange risk” (Copeland and Yoshi, 1996). When should operations—the asset side—be used? We have demonstrated that exchange rate changes can have tremendous effects on operating cash ﬂows. Does it not therefore make sense to adjust operations to hedge



For practical purposes, four questions capture the extent of a company's foreign exchange exposure: 1. How quickly can the ﬁrm adjust prices to offset the impact of an unexpected exchange rate change on proﬁt margins? 2. How quickly can the ﬁrm change sources for inputs and markets for outputs? Or, alternatively, how diversiﬁed are a company's factor and product markets? 3. To what extent does the ﬁrm have the ability to switch markets and sources quickly? 4. Do changes in the volume of sales, associated with unexpected exchange rate changes, have an impact on the value of assets? Exhibit 6.6.



Practical Measures of FX Exposure.
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against these effects? Many companies, such as Japanese auto producers, are now seeking ﬂexibility in production location, in part to be able to respond to large and persistent exchange rate changes that make production much cheaper in one location than another. Among the operating policies are the shifting of markets for output, sources of supply, product lines, and production facilities as a defensive reaction to adverse exchange rate changes. Put differently, deviations from purchasing power parity provide proﬁt opportunities for the operations-ﬂexible ﬁrm. This philosophy is epitomized in the following quotation. It has often been joked at Philips that in order to take advantage of currency movements, it would be a good idea to put our factories aboard a supertanker, which could put down anchor wherever exchange rates enable the company to function most efﬁciently . . . In the present currency markets . . . [this] would certainly not be a suitable means of transport for taking advantage of exchange rate movements. An airplane would be more in line with the requirements of the present era.



The problem is that Philips’s production could not ﬁt into either craft. It is obvious that such measures will be very costly, especially if undertaken over a short span of time. It follows that operating policies are not the tools of choice for exchange risk management. Hence, operating policies that have been designed to reduce or eliminate exposure will be undertaken only as a last resort, when less expensive options have been exhausted. As ﬁrms face foreign exchange risk, they try to reduce this cause of cash ﬂow volatility through either ﬁnancial or operative hedging. The strengths of ﬁnancial hedging are the great ease with which the hedge can be modiﬁed according to the changing exposure of the ﬁrm. However, liquid markets for ﬁnancial hedging instruments in some currencies exist for short maturities only. Operative hedging is clearly more costly to implement and less ﬂexible, but it provides the company with a natural hedging mechanism that is very appealing: if revenues and their costs are generated in the same currency and move in tandem because they are determined by the same factors, exchange risk is eliminated “automatically” (Logue, 1995). Last but not least, within the political environment of the ﬁrm’s management, conﬂicts of responsibility and blame for hedging losses between treasury and operating departments (production, purchasing, sales) are being minimized. Firms seem to be using ﬁnancial instruments more frequently in order to hedge exposures in the short run, whereas operative hedging is used to insure against long run exposures (Chowdhry and Howe, 1996). It is not surprising, therefore, that risk management focuses not on the asset side, but primarily on the liability side of the ﬁrm’s balance sheet. Exhibit 6.7 provides a summary of the steps involved in managing economic exposure. Whether and how these steps should be implemented depends ﬁrst on the extent to which the ﬁrm wishes to rely on currency forecasting to make hedging decisions, and second on the range of hedging tools available and their suitability to the task. These issues are addressed in the next two sections. 6.6 GUIDELINES FOR CORPORATE FORECASTING OF EXCHANGE RATES. Academics and practitioners have sought to discover the determinants of exchange ever since there were currencies. Many students have learned about the balance of trade and that the more a country exports, the more demand there is for its currency, and the stronger is its exchange rate. In practice, the story is a lot more complex. Re-
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STEPS IN MANAGING ECONOMIC EXPOSURE 1. Estimation of planning horizon as determined by reaction period (time dependence of exposure). 2. Determination of expected future spot rate (depending on state of FX market, usually forward rate). 3. Estimation of expected revenue and cost streams, given the expected spot rate. 4. Estimation of effect on revenue and expense streams for unexpected exchange rate changes (exposure estimation). 5. Choice between hedging and positioning (depending on state of FX market) 6. Choice of appropriate type of hedging instrument/strategy (cash market, derivatives, arbitrage considerations). 7. Determination of speciﬁc characteristics of hedging instrument (duration, denomination, options) 8. Estimation of amount of hedging instrument required. 9. Decision about “residual” risk: consider adjusting business strategy/operations. Exhibit 6.7.



Steps in Managing Economic Exposure.



search in the foreign exchange markets has come a long way since the days when international trade was thought to be the dominant factor determining the level of the exchange rate. Monetary variables, capital ﬂows, rational expectations, and portfolio balance are all now understood to factor into the determination of currency values in a ﬂoating exchange rate system. Many models have been developed to explain and to forecast exchange rates. No model has yet proved to be the deﬁnitive one, probably because the worlds’ economies and ﬁnancial markets are undergoing constant rapid evolution. Corporations nevertheless avidly seek ways to predict currencies, in order to decide when to hedge and when not to hedge. The models typically fall into one of the following categories: political event analysis, fundamental, or technical analysis. Academic studies in international ﬁnance, in contrast, ﬁnd strong empirical support for the role of arbitrage in global ﬁnancial markets, and for the view that exchange rates exhibit behavior that is characteristic of other speculative asset markets: They react to news. Rates are far more volatile than changes in underlying economic variables; they are moved by changing expectations, and hence are difﬁcult to forecast. In a broad sense they are “efﬁcient” but tests of efﬁciency face inherent obstacles in testing the precise nature of this efﬁciency directly. The simplistic “efﬁcient market” model is the unbiased forward rate theory introduced earlier. It says that the forward rate equals the expected future level of the spot rate. Because the forward rate is a contractual price, it offers opportunities for speculative proﬁts for those who correctly assess the future spot price relative to the current forward rate. Speciﬁcally, risk neutral players will seek to make a proﬁt if their forecast differs from the forward rate, so if there are enough such participants, the forward rate will always be bid up and down until it equals the expected future spot. Because expectations of future spot rates are found on the basis of presently available information (historical data) and an interpretation of its implication for the future, they tend to be subject to frequent and rapid revision. The actual future spot rate
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Exhibit 6.8. The Unbiased Forward Rate Theory. This theory says, in effect, that the forward rate follows a random walk; this implies that the spot rate follows a random walk with drift.



may therefore deviate markedly from the expectation embodied in the present forward rate for that maturity. As is indicated in Exhibit 6.8, in an efﬁcient market the forecasting error will be distributed randomly, according to some probability distribution, with a mean equal to zero. An implication of this is that today’s forecast, as represented by the forward rate, is equal to yesterday’s forward plus some random amount. In other words, the forward rate itself follows a random walk.1 Another way of looking at these is to consider them as speculative profits or losses: what you would gain or lose if you consistently bet against the forward rate. Can they be consistently positive or negative? A priori reasoning suggests that this should not be the case. Otherwise, one would have to explain why consistent losers do not quit the market, or why consistent winners are not imitated by others or do not increase their volume of activity, thus causing adjustment of the forward rate in the direction of their expectation. Barring such explanation, one would expect that the forecast error is sometimes positive, sometimes negative, alternating in a random fashion, driven by unexpected events in the economic and political environment. Rigorously tested academic models have cast doubt on the pure unbiased forward rate theory of efﬁciency, and demonstrated the presence of speculative proﬁt oppor-



1Note



that when we say the forward rate follows a random walk, we mean the forward for a given delivery date, not the rolling three-month forward. Since the only published measure of a forward rate for a given delivery date is the price of a futures contract, the latter serves as a proxy to test the proposition that the forward rate should ﬂuctuate randomly.
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tunities for certain currencies during speciﬁed periods (for example, by the use of “ﬁlter rules “). However it is also logical to suppose that speculators will bear foreign exchange risk only if they are compensated with a risk premium. Are the above zero expected returns excessive in a risk-adjusted sense? Given the small size of the bias in the forward exchange market and the magnitude of daily currency ﬂuctuations, the answer is “probably not.” As a result of their ﬁnding that the foreign exchange markets are among the world’s most efﬁcient, academics argue that exchange rate forecasting by corporations, in the sense of trying to beat the market, plays a role only under very special circumstances. Indeed, few ﬁrms actively decide to commit real assets in order to take currency positions. Rather, they get involved with foreign currencies in the course of pursuing proﬁts from the exploitation of a competitive advantage. Instead of being based on currency expectations, this advantage is based on expertise in such areas as production, marketing, the organization of people, or other technical resources. If someone does have special expertise in forecasting foreign exchange rates, such skills can usually be put to use without incurring the risks and costs of committing funds to other than purely ﬁnancial assets. Most managers of nonﬁnancial enterprises concentrate on producing and selling goods; they should ﬁnd themselves acting as speculative foreign exchange traders only because of an occasional opportunity encountered in the course of their normal operations. Only when foreign exchange markets are systematically distorted by government controls on ﬁnancial institutions do the operations of trading and manufacturing ﬁrms provide an opportunity to move funds and gain from purely ﬁnancial transactions. Exhibit 6.9 offers a ﬂowchart of criteria for forecasting and hedging decisions. Forecasting exchange rate changes, however, is important for planning purposes. To the extent that all signiﬁcant managerial tasks are concerned with the future, anticipated exchange rate changes are a major input into virtually all decisions of enterprises involved in and affected by international transactions. However, the task of forecasting foreign exchange rates for planning and decision-making purposes, with the purpose of determining the most likely exchange rate, is quite different from attempting to beat the market in order to derive speculative proﬁts. Expected exchange rate changes are revealed by market prices when rates are free to reach their competitive levels. Organized futures or forward markets provide inexpensive information regarding future exchange rates, using the best available data and judgment. Thus, whenever proﬁt-seeking, well-informed traders can take positions, forward rates, prices of future contracts, and interest differentials for instruments of similar risk (but denominated in different currencies) provide good indicators of expected exchange rates. In this fashion, an input for corporate planning and decision making is readily available in all currencies where there are no effective exchange controls. The advantage of such market-based rates over “in-house” forecasts is that they are both less expensive and more likely to be accurate. Those who tend to have the best information and track record determine market rates; incompetent market participants lose money and are eliminated. The nature of this market-based expected exchange rate should not lead to confusing notions about the accuracy of prediction. In speculative markets, all decisions are made on the basis of interpretation of past data; however, new information surfaces constantly. Therefore, market-based forecasts rarely will come true. The actual price of a currency will either be below or above the rate expected by the market. If the market knew which would be more likely, any predictive bias quickly would be
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Exhibit 6.9.
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Decision Criteria for Currency Forecasting and Hedging.



corrected. Any predictable, economically meaningful bias would be corrected by the transactions of proﬁt-seeking transactors. The importance of market-based forecasts for a determination of the foreign exchange exposure of the ﬁrm is that of a benchmark against which the economic consequences of deviations must be measured. This can be put in the form of a concrete question: How will the expected net cash ﬂow of the ﬁrm behave if the future spot exchange rate is not equal to the rate predicted by the market when commitments are made? The making of this kind of forecast is completely different from trying to outguess the foreign exchange markets. 6.7 TOOLS AND TECHNIQUES FOR THE MANAGEMENT OF FOREIGN EXCHANGE RISK. In this section we consider the relative merits of several different tools for



hedging exchange risk, including forwards, futures, debt, swaps, and options. We will use the following criteria for contrasting the tools.
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First, there are different tools that serve effectively the same purpose. Most currency management instruments enable the ﬁrm to take a long or short position to hedge an opposite short or long position. Thus, one can hedge a yen payment using a forward exchange contract, or debt in yen, or futures or perhaps a currency swap. In equilibrium the cost of each will be the same, according to the fundamental relationships of the international money market as illustrated in Exhibit 6.1. They differ in details like default risk or transactions costs, or if there is some fundamental market imperfection. Second, tools differ in that they hedge different risks. In particular, symmetric hedging tools like futures cannot easily hedge contingent cash ﬂows: options may be better suited for the latter. Foreign exchange is, of course, the exchange of one currency for another. Trading or “dealing” in each pair of currencies consists of two parts, the spot market, where payment (delivery) is made right away (in practice this means usually the second business day), and the forward market. The rate in the forward market is a price for foreign currency set at the time the transaction is agreed to but with the actual exchange, or delivery, taking place at a specified time in the future. While the amount of the transaction, the value date, the payments procedure, and the exchange rate are all determined in advance, no exchange of money takes place until the actual settlement date. This commitment to exchange currencies at a previously agreed exchange rate is usually referred to as a forward contract. Forward contracts are the most common means of hedging transactions in foreign currencies, as the example in Exhibit 6.10 illustrates. The trouble with forward contracts, however, is that they require future performance, and sometimes one party is unable to perform on the contract. When that happens, the hedge disappears, sometimes at great cost to the hedger. This default risk also means that many companies do not have access to the forward market in sufﬁcient quantity to fully hedge their exchange exposure. For such situations, futures may be more suitable.



(a) Foreign Exchange Forwards.



Outside of the interbank forward market, the best-developed market hedging exchange rate risk is the currency futures market. In principle, currency futures are similar to foreign exchange forwards in that they are contracts for delivery of a certain amount of a foreign currency at some future date and at a known price. In practice, they differ from forward contracts in important ways. One difference between forwards and futures is standardization. Forwards are for



(b) Currency Futures.



Janet Fredericks, Foreign Exchange Manager at Murray Chemical, was informed that Murray was selling 25,000 tons of naphtha to Canada for a total price of C$11,500,000, to be paid upon delivery in two months' time. To protect her company, she arranged to sell 11.5 million Canadian dollars forward to the Royal Bank of Montreal. The two-month forward contract price was US$0.6785 per Canadian dollar. Two months and two days later, Fredericks received US$7,802,750 from RBM and paid RBM C$11,500,000, the amount received from Murray's customer. Exhibit 6.10.



Hedging with a Forward Contract.
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any amount, as long as it’s big enough to be worth the dealer’s time, while futures are for standard amounts, each contract being far smaller than the average forward transaction. Futures are also standardized in terms of delivery date. The normal currency futures delivery dates are March, June, September, and December, while forwards are private agreements that can specify any delivery date that the parties choose. Both of these features allow the future contract to be tradable. Another difference is that forwards are traded by phone and telex and are completely independent of location or time. Futures, on the other hand, are traded in organized exchanges such as the LIFFE in London, SIMEX in Singapore, and the IMM in Chicago. The most important feature of the futures contract is not its standardization or trading organization but the time pattern of the cash ﬂows between parties to the transaction. In a forward contract, whether it involves full delivery of the two currencies or just compensation of the net value the transfer of funds takes place once: at maturity. With futures, cash changes hands every day during the life of the contract, or at least every day that has seen a change in the price of the contract. This daily cash compensation feature largely eliminates default risk. Thus, forwards and futures serve similar purposes, and tend to have identical rates, but differ in their applicability. Most big companies use forwards; futures tend to be used whenever credit risk may be a problem. (c) Foreign Currency Debt. Debt, borrowing in the currency to which the ﬁrm is exposed or investing in interest-bearing assets to offset a foreign currency payment, is a widely used hedging tool that serves much the same purpose as forward contracts. Consider an example. In Exhibit 6.10, Fredericks sold Canadian dollars forward. Alternatively, she could have used the Eurocurrency market to achieve the same objective. She would borrow Canadian dollars, which she would then change into francs in the spot market, and hold them in a U.S. dollar deposit for two months. When payment in Canadian dollars was received from the customer, she would use the proceeds to pay down the Canadian dollar debt. Such a transaction is termed a “money market hedge.” The nominal (not the expected) cost of this money market hedge is the difference between the Canadian dollar interest rate paid and the U.S. dollar interest rate earned. According to the Interest Rate Parity Theorem, the interest differential equals the forward exchange premium, the percentage by which the forward rate differs from the spot exchange rate. So the cost of the money market hedge should be the same as the forward or futures market hedge, unless the firm has some advantage in one market or the other. Indeed, in an efficient market, one would expect even the anticipated cost of hedging to be zero. This follows from the unbiased forward rate theory. The money market hedge suits many companies because they have to borrow anyway, so it simply is a matter of denominating the company’s debt in the currency to which it is exposed. That is logical but if money market hedge is to be done for its own sake, as in the example just given, the ﬁrm ends up borrowing from one bank and lending to another, thus losing on the spread. This is costly, so the forward hedge would probably be more advantageous except where the ﬁrm had to borrow for ongoing purposes anyway.
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(d) Currency Options. Many companies, banks, and governments have extensive experience in the use of forward exchange contracts, whereas currency options—or option contracts in general— are still used far less frequently. However, as market participants have developed a better understanding of option pricing, trading, and hedging of options positions over the last couple of years, the use of options has become more frequent. But when comparing options with forwards and futures, one has to be aware of the fact that these types or categories of ﬁnancial instruments have very different characteristics and hence serve very different purposes. With a forward contract, one can lock in an exchange rate for the future. There are a number of circumstances, though, where it may be desirable to have more ﬂexibility than a forward contract provides. For example, a computer manufacturer in California may have sales priced in U.S. dollars or in euros in Europe. Depending on the relative strength of the two currencies, revenues may be realized in either euros or dollars. In such a situation, the use of forward and futures would be inappropriate: There is no point in hedging a position that does not exist. What is needed in this situation is a foreign exchange option that represents the right to exchange currency at a predetermined rate. A foreign exchange option is a contract for future delivery of a currency in exchange for another, where the holder of the option has the right, but not the obligation to buy (or sell) the currency at an agreed price, the strike or exercise price. The right to buy is a call; the right to sell is a put. For such a right the option buyer pays a price called the option premium. The option seller receives the premium and is obliged to make (or take) delivery at the agreed-upon price if the buyer exercises his option. In some option contracts, the instrument being delivered is the currency itself; in others, a futures contract on the currency. American options permit the holder to exercise at any time before the expiration date; European options only on the expiration date; Asian options have an exercise price that represents an average rate. Futures and forwards are contracts in which two parties oblige themselves to exchange an asset under speciﬁed conditions in the future, which makes them useful to hedge or to convert known currency or interest rate exposures. An option, in contrast, offers ﬂexibility in that its holder can decide at any point in time whether he wants to exercise the option now or later, sell it, or let it expire without exercise. Options are often compared to insurance because of their asymmetric payoff structure that “keeps the upside potential while eliminating downside risk.” This view, however, represents a misconception of the true nature of this type of ﬁnancial instrument. Options can be properly used for hedging purposes, that is, for risk reduction, only if the exposure the ﬁrm faces has been an option-type character, too. In the above example, the computer manufacturer has effectively granted a currency option to his European customers, giving them the choice to pay in U.S. dollars or euros. Therefore, he can offset his exposure to unanticipated changes in the exchange rate by an equivalent currency option. In the presence of currency exposures, however, for example, caused by foreign currency receivables or liabilities, the use of options has to be regarded as position taking, that is, speculating. Although there may be nothing wrong about speculating per se, it should not, but often is, done under the guise of hedging. Speculating means taking a position against the market; thus, a person who speculates puts money at risk under the premise that he or she has superior information than professional market
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makers. In contrast to linear instruments like futures and forwards, the value of an option does not depend on the price of the underlying instrument alone, but also on its volatility and the remaining time to expiration. As a consequence, using currency options in the absence of a matching exposure means speculation with respect to one or more of these determinants. Therefore, just having a view on the currency’s direction that is different from the forward rate would simply suggest taking a position via the forward or futures market. But if one’s expectation of volatility deviates from the market, futures do not work any more, but options are needed. Indeed, currency options provide the only convenient means of hedging or positioning “volatility risk,” as their price is directly inﬂuenced by the outlook for a currency’s volatility: the more volatile, the higher the price of the option. Corporate uses of currency options vary widely. Some multinational companies use options to hedge transaction exposures, that is, currency risk from transactions that have already been booked as payables or receivables. Others use them as a shield against currency risk of future transactions (economic exposure). If companies bid for overseas contracts, they face what is called “contingent exposures,” a risk with respect to unexpected currency changes that arises only in case the company wins the contract. Still other companies try to bet against the market by taking a position with respect to the direction of currency changes or the expectation of volatility. A general obstacle to the use of options might still be the fact that the purchase of an option— as opposed to futures and forwards which are just mutual agreements—has to be paid for, thus drawing management’s attention to the employment of this ﬁnancial instrument and requiring justiﬁcation of its usefulness. An attempt to hide or avoid outlays for such option premiums leads treasury departments to adopt more risky strategies that involve the simultaneous sale of an option—with the concomitant downside risks. 6.8 CONCLUSION. This chapter offers the reader an introduction to the complex subject of the measurement and management of foreign exchange risk. We began by noting some problems with interpretation of the concept, and entered the debate as to whether and why companies should devote active managerial resources to something that is so difﬁcult to deﬁne and measure. Accountants’ efforts to put an objective value on a ﬁrm involved in international business has led many to focus on the translated balance sheet as a target for hedging exposure. As was demonstrated, however, there are numerous realistic situations where the economic effects of exchange differ from those predicted by the various measures of translation exposure. In particular, we emphasized the distinctions between the currency of recording, the currency of denomination, and the currency of determination of a business. After giving some guidelines for the management of economic exposure, the chapter addressed the thorny question of how to approach currency forecasting. We suggested a market-based approach to international ﬁnancial planning, and cast doubt on the ability of the corporation’s treasury department to outperform the forward exchange rate. The chapter then turned to the tools and techniques of hedging, contrasting the applications that require forwards, futures, money market hedging, and currency options. In Exhibit 6.11, we present a sketch of how a company may approach the exchange management task, based on the principles laid out in this chapter.
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Exhibit 6.11.



Management of Corporate Foreign Exchange Exposure.
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7.1 INTRODUCTION. Most economic agents, such as ﬁrms and investors, face foreign exchange or interest rate risk when they have future cash inﬂows or outﬂows arising from their capital investments, operations, and ﬁnancing. The main factors that determine the magnitude of these ﬂows, foreign exchange rates, and interest rates, both real (i.e., net of inﬂation) and nominal, are volatile. Indeed, there is a close 7•1
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correspondence between foreign exchange and interest rates. Hence, one of the important tasks of ﬁnancial management is to reduce the exposure of the agent to foreign exchange and interest rate risk using various ﬁnancial instruments. For instance, if a ﬁrm needs to convert its foreign currency inﬂows or borrow money at a future point in time, it can hedge its exposure to an increase in these rates in a number of ways. The principal instruments available for the hedging of foreign exchange and interest rate risk are discussed in the following subsections. (a) Forward Contracts. A foreign exchange forward contract is an agreement made today to deliver or take delivery of a speciﬁed amount of foreign currency in exchange for domestic currency, on a future date at a ﬁxed exchange rate. An interest rate forward or a forward rate agreement (FRA) is a contract made now to pay or receive the difference between the future rate of interest and a ﬁxed interest rate on a speciﬁed principal amount, over a given loan period. In the absence of changes in credit risk, an FRA can be thought of as an agreement to borrow or lend money in the future at a ﬁxed agreed rate of interest.



Futures contracts are standardized contracts on foreign exchange and interest rates that are traded on a futures exchange. They are based on the delivery of a speciﬁed amount of foreign currency or an interest-bearing security at a future date. Thus, both forward and futures contracts are agreements to deliver or take delivery of a speciﬁed quantity of an asset on a future date at a prespeciﬁed price. However, the important difference between forward and futures contracts is that the latter are marked-to-market on every trading day.



(b) Futures Contracts.



Interest rate options give the holder the right to receive the difference between the future rate of interest and a ﬁxed interest rate, known as the strike rate, on a speciﬁed principal amount, over a given loan period. Again, in the absence of credit risk, an interest rate option can be thought of as the right to borrow or lend at a ﬁxed rate. Note that in contrast to forward contracts, the holder of the option is not obliged to borrow or lend at the agreed rate, if market interest rates change to a level that is unfavorable to the holder of the option. Foreign exchange options confer on the holder the right to buy or sell a speciﬁed amount of foreign currency at a ﬁxed exchange rate, the strike rate, in exchange for domestic currency. As in the case of interest rate options, the option holder would exchange the foreign currency only if the previously ﬁxed strike rate is favorable in relation to the prevailing market rate. Many firms and investors have cash flows denominated in multiple currencies. For firms involved in transnational trade, manufacture, and financing, these cash flows may be related to the purchase of capital equipment or raw materials, and the sale of finished products, or financing flows relating to borrowing and lending. In the case of investors, these cash flows may be related to their investments and the return from the investments, as well as the cash flows for consumption. Cash flows in various foreign currencies may be hedged using forward/futures or option contracts, for short horizons. For longer maturities, it may be necessary to use foreign currency swaps, caps, and floors. A foreign currency swap is a portfolio, or a series, of foreign currency forward contracts over multiple periods. Similarly, a foreign currency cap or floor can be defined in terms of a series of call or put options on the foreign currency.



(c) Option Contracts.
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Borrowers often require money over longer periods of time (e.g., from 5 years to as long as 100 years). To hedge over longer periods, borrowers can use an interest rate swap contract or an interest rate cap or ﬂoor contract. A swap is a portfolio, or series, of interest rate forward contracts covering successive borrowing periods. Likewise, an interest rate cap or ﬂoor is a series of interest rate option contracts. Most interest rate risk management is done with FRA/futures and swap, cap and ﬂoor contracts. Many hedging contracts, such as forward contracts and swaps, are made between ﬁnancial institutions, such as banks, and corporate clients on what is known as the over-the-counter (OTC) market. These contracts are often specially structured to suit the needs of the corporate client. Many are known as exotic or complex derivatives. Examples are knockout options and swaps, quanto options and differential (diff) swaps, Asian swaps and options, binary or digital options, and compound options. Other contracts, such as futures contracts and some option contracts, are exchange traded (ET). The principal differences between OTC and ET contracts are that the latter are marked-to-market each trading day, are usually standardized contracts, and have less counterparty or credit risk. 7.2 FOREIGN EXCHANGE AND INTEREST RATE VOLATILITY. There are many different interest rates in each currency. Interest rates differ according to the maturity of the loan involved, the credit status of the borrower, and the currency that is being lent. Of all these rates, perhaps the most important single rate is the three-month $LIBOR. $LIBOR stands for London Interbank Offer Rate and is the (truncated) average quote from several major international banks, lending U.S. dollars, in the London interbank market. Many corporate loan agreements are linked to $LIBOR, and most interest rate derivative contracts have payoffs that depend on this rate. Similar interest rates are quoted in all the major currencies and various maturities of less than one year. Collectively, these rates are referred to as money market rates. More recently, Euribor has become the benchmark interest rate in Euros based on rates quoted by banks across Euroland (the countries that use Euros as their currency) that is also commonly used. The development in the 1980s and early 1990s of the markets for interest rate and foreign currency derivatives owes much to the volatility of these rates. Exhibit 7.1 illustrates this for interest rate volatility, recording the $LIBOR rate at quarterly intervals over the period 1992–2001.



Exhibit 7.1.



Real and Nominal Interest Rates.
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Exhibit 7.2.



Short Term Interest Rates in Major Currencies.



Exhibit 7.1 also shows the inﬂation rate that occurred over the subsequent threemonth period. The inﬂation rate is measured by the consumer price index (CPI) in the United States. The third line in Exhibit 7.1 shows the real interest rate, deﬁned conventionally as follows: Real $ Interest Rate  $LIBOR – $ CPI Inﬂation rate The real interest rate is an ex-post measure of the real rate of return earned by investors from investing $LIBOR for each three-month period, given the inﬂation that subsequently occurred over that period. Exhibit 7.2 shows the three-month LIBORs in three major currencies—dollar, yen, and pound sterling—during the period 1992–2001. It is evident from the graph that these key rates have fluctuated considerably in all three currencies. The volatility of short-term interest rates is closely related to the volatility of foreign exchange rates. Exhibit 7.3 shows the foreign exchange rates against the U.S. dollar of key currencies, the yen, the euro, and the pound sterling, over the period 1999–2001. The historical volatility of a ﬁnancial variable is normally measured by the standard deviation of the observations of the logarithm of the variable, stated on an annualized basis. The standard deviation of the quarterly observations of $LIBOR



Exhibit 7.3.



Foreign Exchange Rate.
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recorded in Exhibit 7.1 on an annualized basis is: sL 1volatility of LIBOR2 



var3ln1LIBOR2 4  22.54% 1>4 B



The volatility of foreign exchange rates can be computed on a similar basis. The basic ideas underlying the management of foreign exchange and interest risk are quite similar. First, consider the position of a company that borrows at a rate of $LIBOR +  to finance its operations. The premium, , (above LIBOR) that it has to pay depends upon its credit status. A large company with a sound balance sheet should be able to borrow, for example, at say $LIBOR + 25 basis points. If $LIBOR is 3%, it will pay 3.25% on its borrowings. Such a firm would have seen its borrowing cost vary considerably over the period shown in Exhibit 7.1: even recently, from 6.80 + 0.25 = 7.05% in December 2000 to 2.60 + 0.25 = 2.85% in December 2001. Now, consider the position of an investor who invests a proportion of his or her portfolio in three-month $Treasury bills (T bills), purchasing these bills every three months. Since the price of three-month T bills closely follows the three-month $LIBOR, the return on this investment strategy, net of transaction costs of say 0.5%, turns out to be $LIBOR – 0.50%. Again, an investor who followed this strategy over recent the period in Exhibit 7.1 would have seen a return varying from 6.80 – 0.50 = 6.30% in December 2000 to 2.60 – 0.50 = 2.10% in December 2001. A similar example can be given for the case of foreign exchange risk. Consider a ﬁrm that exports its products at prices denominated in a foreign currency. If the ﬁrm does not hedge its exposure, its export earnings would be very volatile, given the uncertainty of foreign exchange rates. For example, a company importing goods worth $1 million would have paid about 100 million yen for it in September 2000 and nearly 125 million yen in March 2001. These examples show that foreign exchange and interest rates have varied considerably over time and are likely, therefore, to vary in the future. For example, if a ﬁrm is committed to investment expenditures in the future, or has working capital requirements that will need to be ﬁnanced, it faces the prospect of uncertain future cash ﬂows, both for capital and operating items. Similarly, investors face the prospect of uncertain future returns on their investments. The ﬁnancial management of foreign exchange and interest rate risk often takes the form of hedging. Hedging these risks involves placing a bet that pays off when the foreign exchange rate or interest rate goes against the agent. For example, an appropriate hedge for the borrowing company in the above example would be to place a bet on the interest rate rising in the future. The bet will pay off if interest rates rise and the resulting proﬁt would offset, to some extent, the rise in the ﬁrm’s borrowing costs. Similarly, a ﬁrm exporting goods denominated in a foreign currency will be able to hedge its foreign currency exposure by selling its inﬂows with forward or options contracts. It is the purpose of foreign currency and interest rate futures/forward and options markets to provide a simple way of betting on changes in foreign exchange and interest rates. 7.3 HEDGING FOREIGN EXCHANGE AND INTEREST RATE RISK.
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Before considering the use of options and futures markets, we look at the traditional ways of hedging foreign exchange and interest rate risk. An extreme form of risk management is to “lock in” the foreign exchange and interest rates over the future period. In the case of foreign exchange risk, this can be done with forward contracts, which can be entered into, either for long maturities, where possible, or for shorter maturities, but on a “rolling” basis, that is a new contract is purchased just as the previous one expires. For instance, a Japanese ﬁrm that regularly buys crude oil, whose price is usually stated in U.S. dollars, can hedge its foreign exchange exposure by buying dollars forward. Similarly, a Japanese exporter of goods invoiced in dollars could hedge its risk by selling dollars forward. The problem with this approach is that long-term forward contracts were not available until recent years, and even today, are available only between the major currencies. In the case of foreign exchange forward contracts, longer-dated instruments have relatively poorer liquidity compared to those with shorter maturities. Hence, in some cases, only a rolling hedging is feasible for hedging long-term risks. In the case of interest rate risk, the equivalent method would be to lock in the interest rates, again either over a long horizon or on a rolling basis. Thus, the traditional way of hedging against changes in the short-term interest rates is to borrow or lend on a long-term contract at a ﬁxed rate. A company could issue a 20-year, ﬁxed-interest-rate bond, for example. On the other side of the transaction, an individual investor could lend money by buying such a bond. However, two important problems arise with this type of hedging. First, it may be difﬁcult or costly for the investor to sell the bond if it turns out that the money is needed for other purposes at some future date. Second, buying a long-term bond involves taking an increased default risk: the risk that the borrower may not be able to repay the promised capital at the maturity date. Long-term loans, even when made by governments, tend to require higher rates of interest because of these risks. This discourages borrowers from raising loans in this manner. Moreover, in a world of uncertain inﬂation, a long-term, ﬁxed-rate loan becomes a highly risky security in terms of real purchasing power. From the lender’s point of view, supposing that the bond promises to pay back $100 in 25 years’ time, the real purchasing power of this $100 is highly uncertain in an inﬂationary world. Long-term loans that may be almost riskless in nominal or money terms are often highly risky in real terms. Long-term forward contracts and bonds represent the traditional method by which companies, investors, and governments hedge their future foreign exchange and interest rate exposure. However, they have to be viewed in relation to other hedging alternatives that offer different trade-offs of risk versus cost/return. In particular, derivative contracts, broadly deﬁned, provide a range of possibilities for managing foreign exchange and interest rate risk. (a) Forward and Long-Term Loan Contracts.



A derivative security or contract is one whose payoff and value depends on the price of some underlying asset. In the present context, we are concerned with foreign exchange and interest rate derivatives. These are contracts whose payoff and value depend on an underlying foreign exchange or interest rate (or bond price). The forward contracts, futures contracts, and option contracts mentioned in the overview are all examples of derivatives. One of the main features of a derivative is that the contract is detachable from the underlying asset. If an agent desires to speculate on the move-
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ment of a future foreign exchange or interest rate, it can use a derivative as a standalone bet. However, if it wishes to hedge an existing borrowing or lending commitment, it must add the derivative payoff to its loan costs or returns. The market for derivatives allows hedgers and speculators such as corporations, investors, banks, brokers, and other institutions involved in providing these services to compete in the same market, using the instruments for whatever purpose they desire. For example, in the case of interest rate risk, the loan cost, including the payoff from the derivative will be: Net Cost of Borrowing>Return on Lending  Market interest rate at future date ; Payoff on interest rate derivative For example, if a borrower hedges, and interest rates rise, they might end up paying a market rate of interest of x%, having a payoff from the derivative of y% and a net borrowing cost of x-y%. A similar definition in terms of costs versus prices in terms of domestic currency can be made in the case of foreign exchange derivatives. Forward contracts have been common in commodity and foreign exchange markets for centuries. In the middle ages, for example, the monks from the abbeys in Yorkshire, England, bought their wool forward on continental markets. Forward and futures contracts on rice warehouse receipts were traded in Japan since the late seventeenth century. Forward contracts to buy and sell commodities and foreign exchange and interest rate instruments are in widespread use today and are growing at a rapid rate. Indeed, most of the trading in foreign exchange is still in the form of forward contracts, and currently exceeds $1.5 trillion a day. However, public futures markets have evolved to overcome some of the moral hazard problems associated with forward markets (i.e., the incentive for one of the parties to the contract to default). Futures contracts are made between a hedger/speculator and the clearing corporation of a futures exchange. Also, the default risk problem is minimized by requiring the contract holder to put up margin: a form of deposit against adverse price movements. Futures contracts are also of a standard size. For example, in the case of short-term interest rate futures, one standard eurodollar futures contract represents a bet on the future short-term (three-month) interest rate on a face amount of $1 million. Note that the holder of a long futures contract receives the difference between the market rate of interest and the futures rate agreed in the contract. The holder of a short futures contract pays the difference between the market interest rate and the agreed futures rate. Note that a forward or futures contract has no up-front cost that is, at the time the contract is made, so that it is initially a zero-value contract. In the case of futures contracts, the marking-to-market ensures that the contract has zero value at the end of each trading day. In contrast, an option contract can be thought of as a one-sided futures contract. For example, a call option on euro confers the right, but not the obligation on the holder to exchange dollars for euro at a prescribed exchange rate. The difference between the payoffs on the futures and the option contract is illustrated by the examples shown in Exhibits 7.4 and 7.5 respectively. The futures con7.5 HEDGING WITH FUTURES/FORWARD AND OPTION CONTRACTS.
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Exhibit 7.4.



Net Proﬁt from a Futures Contract.



Exhibit 7.5.



Net Proﬁt from an Options contract.



tract is simply an agreement to buy or sell in the future. In Exhibit 7.4, this is indicated by a horizontal line on the LIBOR axis. The payoff on the long futures is the difference between the LIBOR rate and 0.03 or 3%, the assumed futures rate. If LIBOR rises to 0.034 or 3.4%, a proﬁt of 0.004 (40 basis points) is made, but if LIBOR falls to 0.026 or 2.6%, a loss of 0.004 (40 basis points) is made. In the case of the call option contract, however, in Exhibit 7.5 a positive payoff is received if LIBOR rises, but the payoff is zero if LIBOR falls. Since the option payoff can only be non-negative, the call option contract must have a positive price. In other words, it must cost money to enter the options contract. This entry price is called the option premium. In Exhibit 7.5, we assume the premium is 0.002 (20 basis points). Then, the dashed line and solid line in Exhibit 7.5 indicate payoff and the net proﬁt, that is, [payoff – premium], respectively, from the contract. Similar examples can be constructed for the case of foreign exchange risk. Foreign exchange and interest rate risk can be hedged either by entering into a futures/forward contract or an option contract. The difference is that the purchase of an appropriate number of the futures/forward contracts can result in the borrower or lender completely ﬁxing the rate to be paid or received in the future. The option is more akin to an insurance contract. It protects the borrower, for example, against an increase in rates, in return for an insurance premium. However if rates fall, he or she can still beneﬁt from lower market rates. In Exhibit 7.5, for example, with an interest rate option, the maximum interest rate is capped at 0.032 or 3.2%, but when interest rates go down, the borrower gets the beneﬁt.
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7.6 HEDGING FOREIGN EXCHANGE AND INTEREST RATE RISK WITH FORWARD CONTRACTS. Firms and other large organizations often hedge their foreign ex-



change and interest rate exposure by making forward contracts directly with dealers, mainly banks, rather than by using publicly traded futures contracts. The market where these contracts with banks are arranged is the over-the-counter OTC market. The two most important contracts in this market are forward contracts and foreign currency swaps in the case of foreign exchange rates and forward rate agreements (FRAs) and interest rate swaps for interest rates. A foreign exchange forward contract is an agreement to receive the difference (positive or negative) between the foreign exchange rate, say between U.S. dollars and euros, on a given future date, and a preset ﬁxed rate, based on a given face amount. A foreign currency swap is a series of FRAs covering several future dates. An example of the contract



7.7 FOREIGN EXCHANGE FORWARD CONTRACTS.



details of a forward contract are as follows: Contract Type



Forward Contract



Maturity Underlying foreign exchange rate Forward rate agreed Face value Position



90 days Euro/USD( /US$) 0.98 $/ or (about) 1.02 $100 million Long



/$



In this example, the forward contract will pay the difference between /$ exchange rate in three months’ time and a ﬁxed rate of 1.02 /$ on a face value of $100 million. The contract holder is “long” the contract, so that he or she receives euro and pays dollars. This results in the following cash ﬂows for each dollar of face value: 0



+



1.02



–––––––––––––––– –$1 If the /$ exchange rate turns out to be 0.92 /$, the contract holder gains 0.10 per $ of face value. If it turns out to be 1.12 /$, however, the contract holder loses 0.10 . The cash ﬂows actually received or paid under the contract have to be adjusted for the underlying face value. For example, the actual cash ﬂow from this contract will be: Payoff from forward contract  ( /$ – 1.02) × $100 million The payoff will be received or paid in 90 days’ time. Notice that the payoff from the forward, by itself, is a pure gamble on the future exchange rate. However, the foreign exchange forward contract is akin to many other derivatives: If it is held along with an underlying foreign currency cash ﬂow, it is an effective hedge. For example, if a ﬁrm needs to pay C 102 million in 90 days’ time, the contract would be a perfect hedging instrument. On the other hand, the contract =
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may be used purely as a speculative play on the future exchange rate, if the transaction is not directly related to the underlying euro cash ﬂow. 7.8 FORWARD RATE AGREEMENTS.



An example of the contract details of an FRA are:



Contract Type



Forward Rate Agreement



Maturity Underlying interest rate Forward rate agreed Face value Position



12 months 3 month LIBOR 3% $10 million Long



In this example, the FRA will pay the difference between $LIBOR in 12 months’ time and a ﬁxed rate of 3% on a principal of $10 million. The contract holder is “long” the contract, so that he or she receives LIBOR and pays 3%. This results in the following cash ﬂow diagram: 0



+ LIBOR



–––––––––––––––– – 3% If LIBOR turns out to be 5%, the contract holder gains 2%. If it turns out to be 2%, however, the contract holder loses 1%. The cash ﬂows actually received or paid under the contract have to be adjusted for the underlying principal and the precise number of days of the underlying loan. For example, the actual cash ﬂow from this contract will be: FRA payoff  1$LIBOR  3% 2  $10 million 



91 360



assuming that the loan period is 91 days. Also the payoff will be received or paid in 15 months’ time. Typically, the cash ﬂow takes place on a discounted basis, when the FRA expires in 12 months’ time, in this case. Note that, in the case of US $LIBOR, the notional number of days in the year is 360. This is referred to in the markets as the “day count” convention. Note that the convention of dividing by 360 rather than 365 days is because of the meaning of the $LIBOR quote and is also true of most other currencies. In the case of the Canadian dollar and the £ sterling, the day count convention is 365 days. Notice that the FRA payoff is like the difference between the cash ﬂows from borrowing at 3% and lending at $LIBOR in 12 months’ time. Similar to the foreign exchange forward contract, it is a pure gamble on the future LIBOR rate, when held by itself. Again, like other derivatives, if it is held together with a borrowing requirement, it is an effective hedge. For example, if a ﬁrm needs to borrow $10 million in 12 months’ time, the contract would be a perfect hedging instrument. However, the contract may be used purely as a gamble on the future interest rate, since it is legally separate from any loan that is required.



7.9 FOREIGN EXCHANGE OPTIONS
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So far, we have considered a long position in an FRA contract, which is appropriate for hedging a borrowing requirement. In contrast, a lender might be interested in a short position in an FRA. As an example, a short FRA at the rate of 3% will pay 3% minus the future LIBOR rate. The short holder of the FRA contract makes a proﬁt on the contract if interest rates fall. It follows that the proﬁts or losses of the short contract, added to the rate of return from the lending arrangement can be used to guarantee a future lending return of 3%. We now consider in more detail the foreign exchange option contract, that is, the “one-sided” contract, where the holder receives the payoff, in case it is positive, and zero, otherwise. The option contract can be illustrated using the previous example of forward contracts. Suppose that in the foreign exchange example in the previous section, instead of a forward contract, the ﬁrm buys an option to receive the difference between the /$ foreign exchange rate and 1.02 /$. We will assume, in the following example that the cost of this option is 0.05 . We have the following contract details:



7.9 FOREIGN EXCHANGE OPTIONS.



Contract Type



Foreign Exchange Dollar Call/Euro Put Option



Maturity Underlying foreign exchange rate Strike rate Face value Position Option premium



90 days Euro/USD ( /US$) 1.02 /$ $100 million Long 0.05 /$



Here the option payoff is again the difference between /$ exchange rate in 90 days and 1.02 /$. However, it is paid only if the difference is positive. The payoff diagram in the case of the long $ call/ put option is: + ( /$ – 1.02)+ 0 ––––––––––––––– 90 days – 0.05 /$ Here, the notation (……)+ means that the payoff is only received if it is positive. As in the case of the forward contract, the actual cash ﬂow will be: Option payoff  ( /$ – 1.02)+ × $100 million and it is receivable in 90 days’ time, only if it is positive. Similarly, the cash cost of the option payable at time 0 is: Option premium  0.05 × $100 million 



5 million



Note that the option premium can be set in either dollars or euros, with the conversion being made at the current exchange rate. It should be emphasized that a call option on the /$ rate is a bet on the euro going down or the dollar going up. In mar-
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ket parlance, this is referred to as a dollar call/euro put. Hence, it gives the holder the same payoff as a put option on the euro, which is a bet on the euro going down. Both these options give the holder protection against an appreciation of the $ relative to the . It is an appropriate hedge for an agent whose numeraire currency is the euro and who has a dollar cash outﬂow in 90 days’ time. In contrast to a forward contract, the option contract is a form of insurance. The holder pays a premium of 0.05, which confers the right to get dollars for euros at 1.02 euro/dollar. Effectively, this means that the agent’s costs are capped at approximately 1.07 euro/dollar, if the euro appreciates to say 1.15 euro/dollar, since the payoff from the option would offset the appreciation of the dollar. However, if exchange rates go down, in 90 days’ time, to say 1.00 euro/dollar, the option contract is worthless at maturity, but the borrower can take advantage of the low market exchange rate. The 0.05 euro/dollar option premium is the cost of the insurance purchased. The argument in the above example can be modiﬁed for the case of an investor with a future dollar inﬂow (or euro outﬂow). In this case, the appropriate hedge would be a dollar put/euro call. Next, consider the case of interest rate options, which are similar to the case discussed above except that the payoff is based on an interest rate. Suppose in the earlier example, in contrast to the FRA contract, the ﬁrm negotiates an option to receive the difference between $LIBOR and 3%. We will assume, in the following example, that the cost of this option is 0.5%. We have the following contract details:



(a) Interest Rate Options.



Contract Type



Interest Rate Call Option



Maturity Underlying interest rate Strike rate Face value Position Option premium



12 months 3-month $LIBOR 3% $10 million Long 0.5%



Here the option payoff is again the difference between LIBOR and 3%. However, it is paid only if the difference is positive. The payoff diagram in the case of the long call option is: (+ LIBOR – 3%)+ 0 ––––––––––––––– 12 months – 0.5% Here, the notation (…)+ means that the payoff is only received if it is positive. As in the case of the FRA, the actual cash ﬂow will be: IRO payoff  1$LIBOR  3% 2   $10 million 



91 360



and it is receivable in 15 months’ time. Similarly, the cash cost of the option payable at time 0 is:
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IRO premium  0.5%  $10 million 
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91 360



 $12,639 Note that both the strike rate (3%) and the option premium (0.5%) are quoted using the $LIBOR convention. They both, therefore, have to be adjusted by multiplying by the number of days of the loan contract (assumed here to be 91 days) and divided by the day count convention (360). The interest rate option also gives a protection to the borrower against a rise in interest rates. In the case of the option, however, the contract is a form of insurance. The borrower pays a premium of 0.5%, which confers the right to borrow at 3%. This means that the borrower’s loan costs are capped at approximately 3.5%. If interest rates go down, in 12 months’ time, to say 2%, the option contract is worthless at maturity, but the borrower can take advantage of the lower market borrowing costs. The 0.5% option premium is the cost of the insurance purchased. The interest rate option (IRO) or caplet pays the difference between the future interest rate and the ﬁxed, preset rate of 3%. This instrument is known as a caplet since a string of caplets is known as a cap, as discussed later on. It is, therefore, suitable for a borrower who will need to raise funds at or related to the $LIBOR rate in the future. The borrower can go into the market, borrow at or near the LIBOR rate that exists in 12 months’ time and use the proceeds from the IRO contract to reduce the net borrowing costs, if interest rates have risen in the meantime. As in the case of the FRA, the IRO is usually a legally separate contract from the actual loan raised by the borrower. It is used, together with a separate loan contract to achieve a capped borrowing cost of approximately 3.5% in the above example. So far, we have considered just a borrower’s position, where the borrower is faced with an uncertain future borrowing cost. IRO’s can be arranged also to protect a lender’s position, where the lender faces an uncertain future return. Typically, consider the position of a portfolio manager who will be receiving funds for investment in 12 months’ time, and will then be in a position to lend the funds at an interest rate which is related to three month $LIBOR. Such a lender can protect against a fall in LIBOR by buying an interest rate put option or ﬂoorlet. The ﬂoorlet pays a ﬁxed rate (say 3%) minus the $LIBOR rate in the market in 12 months’ time. It provides insurance against a fall in market rates. The portfolio manager can add the proceeds from the ﬂoorlet to his or her investment returns in order to guarantee a ﬂoor level of approximately 3% to the return received on the investment less the cost of the ﬂoorlet. Note that the payoff diagram for the ﬂoorlet is: (3% – LIBOR)+ 0 ––––––––––––––– 12 months – premium Again, the notation (…)+ means that the difference between 3% and LIBOR is paid if and only if it is positive. A string of ﬂoorlets is known as a ﬂoor.
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Firms often borrow money on a rolling or floating rate basis. Under a floating rate contract, every three months, say, the interest rate is reset in line with market rates, but the money will be outstanding for a longer period of, say, five years. A firm with this sort of financing in place is obviously exposed, much like a adjustable-rate mortgage borrower, to increases in the LIBOR at future points in time. A possible strategy for a firm in this position is to arrange an interest rate swap. This is a contract whereby the firm agrees to pay a fixed rate of interest and receive LIBOR at the end of each three-month period over the five-year term of the loan. Note that the interest rate swap is essentially a series of forward rate agreements extending over the whole five-year term, since on each reset date over the period, the firm pays or receives the difference between the fixed and floating interest rates. The contract details of the interest rate swap are: 7.10 INTEREST RATE SWAP.



Contract Type



Interest Rate Swap



Term Underlying interest rate Rest period Swap rate agreed Face value Position



5 years 3 month LIBOR 3 months 3% $10 million Long



In this example, the swap pays the difference between $LIBOR and 3%, on an underlying principal (face value) of $10 million, every three months for a total period of ﬁve years. The payoff diagram in the case of the long position in the swap is as follows: + LIBOR



+ LIBOR



+ LIBOR



+ LIBOR



0 –––––– 3 months –––––– 6 months –––––– 9 months –– — — — –– 4.75 years – 3%



– 3%



– 3%



– 3%



If LIBOR ﬂuctuates above and below 3% over the term of the contract, the swap will pay positive amounts in some periods and negative amounts in others. Looked at in isolation, the swap is a series of future gambles on the interest rate. However, when it is combined with a long term LIBOR related rolling or ﬂoating rate loan agreement, it can be used to create a ﬁxed rate loan of 3%. The swap is a ﬂexible contract, which allows the LIBOR borrower to switch from a variable to a ﬁxed rate of interest on their loans. The interest rate swap is a series of forward rate agreements made to cover each of the three-month periods of the total ﬁve-year term of the loan. For a lender, as opposed to a borrower, a series of short forward contracts could be arranged. These would involve paying LIBOR and receiving a ﬁxed rate of interest. This arrangement would be what is called a short interest rate swap contract. It has the reverse payments to those shown above. The short position receives 3% and pays LIBOR-related interest.
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An alternative way to hedge a long-term borrowing need is to buy an interest rate cap. This contract is a portfolio of interest rate options with maturities coinciding with future rollover dates for the LIBOR-related loans. For example, a ﬁve-year cap on three-month LIBOR consists of nineteen individual IRO’s covering each three-month period over the ﬁve-year term, except the ﬁrst period, when the interest rate is already known, and there is no optionality involved. Each option gives the right to exchange LIBOR payments for the strike rate, on a speciﬁed principal amount. The contract details for a typical cap are as follows:



7.11 INTEREST RATE CAPS AND FLOORS.



Contract Type



Interest Rate Cap



Term Underlying interest rate Strike rate Face value Position Option premium



5 years 3-month LIBOR 3% $10 million Long 2.5%



In this example, the cap pays the difference between LIBOR and 3%, if it is positive, at the end of each three-month period from now until the end of the ﬁve-year term. The cost of the option, in this case, is assumed to be 2.5% of the face value or $250,000, representing the aggregate cost of the 19 option payments in the cap. The payoff diagram for the long position (i.e., for the buyer) of the cap is: +(LIBOR – 3%)+



+(LIBOR – 3%)+



+(LIBOR – 3%)+



0 –––––––– 3 months –––––––– 6 months ––– — — — ––– 5 years – 2.5% Note that all the payments are based on LIBOR, adjusted for the day count and for the underlying principal of $10 million. An interest rate cap is an alternative to a swap for hedging LIBOR borrowing requirements. It provides a series of insurance contracts, placing a maximum on the rate to be paid on any three-month loan, while at the same time allowing the borrower to beneﬁt from lower market rates, if and when they occur. Similarly, an interest rate ﬂoor is a portfolio of interest rate put options, each of which gives the right to receive a ﬁxed rate and pay LIBOR. The ﬂoor can be used by a lender who wishes to ensure a minimum return on a LIBOR-related investment. In addition to interest rate caps and ﬂoors, there is another instrument that is closely related, known as the swap option or swaption. This contract is the right to go long or short a swap at a date in the future. A payer swaption is the right to pay a ﬁxed interest rate and receive the ﬂoating interest rate (i.e., go long the swap). Similarly, a receiver swaption is the opposite—the right to go short the swap by receiving ﬁxed payments and making ﬂoating-rate payments. These instruments are useful for hedging a current swap position or to create or cancel one in the future. Note that a swaption is an option on a portfolio of forward contract, while caps/ﬂoors can be thought of as portfolios of options on forward contracts.
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(a) Foreign Currency Swaps, Caps, and Floors. Corporations and investors often have cash ﬂows denominated in foreign currencies that arise over multiple time periods in the future. For example, a Japanese corporation may have negotiated a contract for the supply of crude oil at a ﬁxed-dollar price over the next three years. Similarly, a U.S. investor may have purchased a bond denominated in Swiss francs. In such cases, there are cash inﬂows and outﬂows, the amounts of which are known in foreign currency terms, but are uncertain when converted into the domestic currency, the currency of account. In order to hedge the foreign currency exposure, the agent has to enter into a multiperiod hedge instrument such as a foreign currency swap. Consider the case of a U.S. corporation that has issued a ﬁve-year euro-bond denominated in euros with a face value of 100 million and a coupon of 6%. If the corporation wishes to eliminate foreign exchange risk and ﬁx its funding cost in dollar terms, it could enter into a ﬁve-year dollar/euro swap. This transaction is basically a series of forward contracts on the dollar/euro exchange rate, where the company pays dollars and receives euros. Contract Type



Foreign Currency Swap



Term Underlying foreign exchange rate Reset period Swap rate (ﬁxed) and position Face value



5 years Fixed $/Fixed Annual Pay 5% in $, receive 6% in 100 million



In this example, the swap pays the difference between 5% in $ and 6% in , at the prevailing exchange rate at the end of each year over the next ﬁve years, on an underlying principal (face value) of 100 million. The payoff diagram in this case is as follows: + 6%



+ 6%



+ 6%



+(FV + 6%)



0 –––––– 1 year–––––– 2 years –––––– 3 years ––– — — — –– 5 years



– 5% $



– 5% $



– 5% $



– (FV + 5%) $



At the /$ exchange rate ﬂuctuates over the term of the contract; the swap will pay positive amounts in some periods and negative amounts in others. Note that in contrast to the interest rate swap discussed previously, there is an exchange of principal on the maturity date of the swap. This is because, unlike the interest rate swap, where the face amounts on the ﬁxed and ﬂoating sides are identical in value, in the case of the foreign currency swap, the face amounts are in different currencies, and hence would be worth different amounts depending on the exchange rate on the maturity date. This currency swap, when combined with a similar-term euro borrowing, eliminates the foreign exchange exposure of the borrower in dollar terms. Hence, this contract allows the euro borrower to switch to a dollar obligation. There are several variations of the above transactions in practice. The main ones relate to the interest rates used. In contrast to the above example, where ﬁxed euros are exchanged for ﬁxed dollars, other variations would be ﬁxed /ﬂoating $, ﬂoating /ﬁxed $, and ﬂoating /ﬂoating $. As in the case of interest rate derivatives, there
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are foreign currency version of caps, ﬂoors, and swaptions, which are deﬁned in an analogous manner. 7.12 FOREIGN EXCHANGE AND INTEREST RATE RISK AND HEDGING INSTRUMENTS.



Foreign exchange and interest rate risks are an ever-present and important problem facing both individuals and companies. We have discussed various methods by which these risks can be hedged by using derivatives. These derivatives may be used to ﬁx future borrowing or lending rates (using futures, forwards/FRAs or swaps) or to insure against adverse movements (using IRO’s or caps/ﬂoors). As mentioned earlier, many of the deals in the interest rate derivatives market are done “over the counter,” that is, between banks and counterparties such as other ﬁrms and institutional investors, rather than on organized exchanges. This has led to the development of customized deals between the counterparties. These contracts take account of the particular circumstances of the hedging ﬁrm. Detailed description of these customized or “exotic” derivatives is beyond the scope of this chapter. However, the following list provides a brief deﬁnition of a selection of these hedging instruments. This gives some idea of the range of products available. Diff swap



Pays the difference between the interest rate in one currency and the interest rate in another, on a principal amount denominated in one currency.



American/Bermudan swaption



An American swaption is an option on a swap exercisable at any time up to the maturity of the option. A Bermudan swaption is exercisable on speciﬁed dates before maturity.



Asian option



An option on the average interest rate over a speciﬁed period.



Barrier option



An option that is valid only if the interest rate stays above or below a particular level or within a speciﬁed range, e.g., knockout and knockin options.



Pay-as-you-go option



An option where an additional premium is required at a series of points of time to maintain a valid option on the interest rate.



The diff swap has been used by U.S. ﬁrms that have views about rates in one foreign currency, (e.g., euros) compared to U.S. dollar rates. Asian options have been particularly popular in Japan and Europe, where many loan contracts depend on the average of interest or foreign exchange rates, over a speciﬁed period. Barrier options such as knockout options, and “pay-as-you-go” options have been popular with corporations that wish to reduce the cost of caps or ﬂoors and are prepared to take the risks of certain events occurring. These products show both the innovative ability and the complexity of the derivatives industry’s solutions to the problem of interest rate and foreign exchange risk. 7.13 SUMMARY. Foreign exchange and interest rate risk are among the most important risks facing most economic agents, whether they are corporations, institutional investors, or households. In recent times, the volatility of these rates has increased substantially and, as a result, agents have a greater need to hedge against these risks. A number of hedge instruments have been developed to manage these risks effectively. Broadly speaking, there are forward and futures contracts, which
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represent agreements to deliver a speciﬁed quantity of these assets at a prespeciﬁed price on a future date, and option contracts, which confer on the holder the right to deliver the assets at a prespeciﬁed price, only if it is worthwhile to do so on the future date. Many contracts such as swaps, caps, ﬂoors, and swaptions are variations on these basic contracts and provide the ability to hedge multiperiod cash ﬂows. Other customized contracts, often referred to as “exotics,” provide a vast array of hedging possibilities to agents facing interest rate and foreign exchange risk.
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8.1 INTRODUCTION. In recent years, the trading activities of ﬁnancial institutions have raised considerable concern among regulators and FI analysts alike. Major FIs such as Merrill Lynch, Citigroup, and J.P. Morgan Chase have taken big hits to their proﬁts from losses in trading.1 Moreover, in February 1995, Barings, the U.K. merchant bank, was forced into insolvency as a result of losses on its trading in Japanese stock index futures. In September 1995, a similar incident took place at the New York branch of a leading Japanese bank, Daiwa Bank. The largest trading loss in recent history involving a “rogue trader” occurred in June 1996 when Sumitomo Corp. (a Japanese bank) lost $2.6 billion in commodity futures trading. 1997 was another rel-



*Reprinted with permission. Anthony Saunders and Marcia Millon Cornett, Financial Institutions Management: A Risk Management Approach. New York: McGraw-Hill, 2002. 1For example, one trader cost Merrill Lynch over $370 million in 1987 by taking a position in mortgage-backed security strips.
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MARKET RISK Assets



Banking Book



Trading Book



Exhibit 8.1.



Liabilities



Loans



Capital



Other illiquid assets



Deposits



Bonds (long) Commodities (long) FX (long) Equities (long)



Bonds (short) Commodities (short) FX (short) Equities (short)



Derivatives (long)



Derivatives (short)



The Investment (Banking) Book and Trading Book of a Commercial Bank.



atively turbulent year that featured considerable currency and ﬁnancial market volatility in Eastern Europe and Asia. This volatility was magniﬁed further throughout 1998 with additional losses on Russian bonds as the ruble fell in value and the prices of Russian bonds collapsed. The problems in Russia forced big U.S. banks like Bank of America and Chase Manhattan (now J.P. Morgan Chase) to write off hundreds of millions of dollars in losses on their holdings of Russian government securities. As traditional commercial and investment banking franchises shrink and markets become more complex (e.g., emerging country equity and bond markets and new sophisticated derivative contracts), concerns are only likely to increase regarding the threats to FI solvency from trading. Conceptually, an FI’s trading portfolio can be differentiated from its investment portfolio on the basis of time horizon and liquidity. The trading portfolio contains assets, liabilities, and derivative contracts that can be quickly bought or sold on organized ﬁnancial markets. The investment portfolio (or in the case of banks, the so-called “banking book”) contains assets and liabilities that are relatively illiquid and held for longer holding periods. Exhibit 8.1 shows a hypothetical breakdown between banking book and trading book assets and liabilities. Note that capital produces a cushion against losses on either the banking or trading books. As can be seen the banking book contains the majority of loans and deposits plus other illiquid assets. The trading book contains long and short positions in instruments such as bonds, commodities, foreign exchange (FX), equities, and derivatives. With the increasing securitization of bank loans (e.g., mortgages), more and more assets have become liquid and tradable (e.g., mortgage-backed securities). Of course, with time, every asset and liability can be sold. While bank regulators have normally viewed tradable assets as those being held for horizons of less than one year, private FIs take an even shorter-term view. In particular, FIs are concerned about the ﬂuctuation in value—or value at risk (VAR)—of their trading account assets and liabilities for periods as short as one day [so-called daily earnings at risk (DEAR)]—especially if such ﬂuctuations pose a threat to their solvency. Market risk (or value at risk) can be defined as the risk related to the uncertainty of an FI’s earnings on its trading portfolio caused by changes in market conditions such as the price of an asset, interest rates, market volatility, and market liquidity.2 2J.P.



Morgan, Introduction to RiskMetrics (New York: October 1994), p. 2.



8.2 MARKET RISK MEASUREMENT



8•3



Market risk arises whenever FIs actively trade assets and liabilities (and derivatives) rather than holding them for longer term investment, funding, or hedging purposes. Income from trading activities is increasingly replacing income from traditional FI activities of deposit taking and lending. The resulting earnings uncertainty can be measured over periods as short as a day or as long as a year. Moreover, market risk can be defined in absolute terms as a dollar exposure amount or as a relative amount against some benchmark. The sections that follow concentrate on absolute dollar measures of market risk. We look at three major approaches that are being used to measure market risk: RiskMetrics, historic or back simulation, and Monte Carlo simulation. So important is market risk in determining the viability of an FI, since 1998 U.S. regulators have included market risk in determining the required level of capital an FI must hold.3 The link between market risk and required capital levels is also discussed in the chapter. 8.2 MARKET RISK MEASUREMENT.



There are at least ﬁve reasons why market risk



measurement (MRM) is important: 1. Management information. MRM provides senior management with information on the risk exposure taken by FI traders. Management can then compare this risk exposure to the FI’s capital resources. Such an information system appears to have been lacking in the Barings failure. 2. Setting limits. MRM considers the market risk of traders’ portfolios, which will lead to the establishment of economically logical position limits per trader in each area of trading. 3. Resource allocation. MRM involves the comparison of returns to market risks in different areas of trading, which may allow the identiﬁcation of areas with the greatest potential return per unit of risk into which more capital and resources can be directed. 4. Performance evaluation. MRM, relatedly, considers the return-risk ratio of traders, which may allow a more rational bonus (compensation) system to be put in place. That is, those traders with the highest returns may simply be the ones who have taken the largest risks, It is not clear that they should receive higher compensation than traders with lower returns and lower risk exposures. 5. Regulation. With the Bank for International Settlements (BIS) and Federal Reserve currently regulating market risk through capital requirements (discussed later in this chapter), private sector benchmarks are important since it is possible that regulators will overprice some risks. MRM conducted by the FI can be used to point to potential misallocations of resources as a result of prudential regulation. As a result, in certain cases regulators are allowing banks to use their own (internal) models to calculate their capital requirements.4



3This



requirement was introduced earlier (in 1996) in the EU. regulators are concerned with the social costs of a failure or insolvency, including contagion effects and other externalities, regulatory models will normally tend to be more conservative than private sector models that are concerned only with the private costs of failure. 4Since
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Large commercial banks, investment banks, insurance companies, and mutual funds have all developed market risk models. In developing these models—so-called internal models—three major approaches have been followed:



8.3 CALCULATING MARKET RISK EXPOSURE.



1. RiskMetrics (or the variance/covariance approach) 2. Historic or back simulation 3. Monte Carlo simulation We consider RiskMetrics5 ﬁrst and then compare it to other internal model approaches, such as historic or back simulation. The ultimate objective of market risk measurement models can best be seen from the following quote by Dennis Weatherstone, former chairman of J.P. Morgan (JPM), now J.P. Morgan Chase: “At close of business each day tell me what the market risks are across all businesses and locations.” In a nutshell, the chairman of J.P. Morgan wants a single dollar number at 4:15 PM New York time that tells him J.P. Morgan’s market risk exposure the next day—especially if that day turns out to be a “bad” day. This is nontrivial, given the extent of JPM’s trading business. As shown in Exhibit 8.4 RISKMETRICS MODEL.



5J.P. Morgan (JPM) ﬁrst developed RiskMetrics in 1994. In 1998 the development group formed a separate company, partly owned by JPM. The material presented in this chapter is an overview of the RiskMetrics model. The details, additional discussion and examples are found in “Return to RiskMetrics: The Evolution of a Standard,” April 2001, available at the J.P. Morgan Chase website, www.jpmorganchase.com or www.riskmetrics.com.



Foreign Fixed Exchange Emergency Income STIRT* Commodities Derivatives Equities Markets Proprietary Total Number of active locations Number of independent risk-taking units Thousands of transactions per day Billions of dollars in daily trading volume



14



12



5



11
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7



11
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30



21



8



16



14



11



19



120



>5



>5



30



1



1



50



*Short-term interest rate instruments. Source: J.P. Morgan, Introduction to RiskMetrics (New York: October 1994). www.jpmorganchase.com.
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JPM’s Trading Business.
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8.2, when JPM developed its RiskMetrics Model it had 14 active trading locations with 120 independent units trading ﬁxed income securities, foreign exchange, commodities, derivatives, emerging-market securities, and proprietary assets, with a total daily volume exceeding $50 billion. This scale and variety of activities is typical of the major money center banks, large overseas banks (e.g., Deutsche Bank and Barclays), and major insurance companies and investment banks. Here, we will concentrate on measuring the market risk exposure of a major FI on a daily basis using the RiskMetrics approach. As will be discussed later, measuring the risk exposure for periods longer than a day (e.g., ﬁve days) is under certain assumptions a simple transformation of the daily risk exposure number. Essentially, the FI is concerned with how much it can potentially lose if market conditions move adversely tomorrow; that is: Market risk  Estimated potential loss under adverse circumstances More speciﬁcally, the market risk in terms of the FI’s daily earnings at risk (DEAR) has three measurable components: Daily earnings at risk  1Dollar market value of the position2  1Price sensitivity of the position2



 1Potential adverse move in yield2



(1)



Since price sensitivity multiplied by adverse yield move measures the degree of price volatility of an asset, we can also write Equation (1) as Equation (2): Daily earnings at risk  1Dollar market value of the position2  1Price volatility2 (2) How price sensitivity and an “adverse yield move” will be measured depends on the FI and its choice of a price-sensitivity model as well as its view of what exactly is a potentially “adverse” price (yield) move. We concentrate on how the RiskMetrics model calculates daily earnings at risk in three trading areas—ﬁxed income, foreign exchange (FX), and equities—and then how it estimates the aggregate risk of the entire trading portfolio to meet Dennis Weatherstone’s objective of a single aggregate dollar exposure measure across the whole bank at 4:15 PM each day.6 Suppose an FI has a $1 million market value position in zero-coupon bonds of seven years to maturity with a face value of



(a) Market Risk of Fixed-Income Securities.



6It is clear from the above discussion that interest rate risk (see Chapter 7) is part of market risk. However, in market risk models we are concerned with the interest rate sensitivity of the ﬁxed-income securities held as part of an FI’s active trading portfolio. Many ﬁxed-income securities are held as part of an FI’s investment portfolio. While the latter are subject to interest rate risk, they will not be included in a market risk calculation.
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$1,631,483.7 Today’s yield on these bonds is 7.243% per annum. These bonds are held as part of the trading portfolio. Thus, Dollar market value of position  $1 million The FI manager wants to know the potential exposure the FI faces should interest rates move against the FI due to an adverse or reasonably bad market move the next day. How much the FI will lose depends on the bond’s price volatility. We know that: Daily price volatility  1Price sensitivity to a small change in yield2  1Adverse daily yield move2



 1MD 2  1Adverse daily yield move2



(3)



The modiﬁed duration (MD) of this bond is:8 MD 



D 7   6.527 1R 11.07243 2



given that the yield on the bond is R = 7.243%. To estimate price volatility, multiply the bond’s MD by the expected adverse daily yield move. Suppose we deﬁne “bad” yield changes such that there is only a 5% chance that the yield changes will exceed this amount in either direction—or, since we are concerned only with bad outcomes, and we are long in bonds, that there is 1 chance in 20 (or a 5% chance) that the next day’s yield increase (or shock) will exceed this given adverse move. If we assume that yield changes are normally distributed,9 we can ﬁt a normal distribution to the histogram of recent past changes in seven-year zero-coupon interest rates (yields) to get an estimate of the size of this adverse rate move. From statistics, we know that 90% of the area under the normal distribution is to be found within ±1.65 standard deviations () from the mean—that is, 1.65. Suppose that during the last year the mean change in daily yields on seven-year zero-coupon bonds was 0%10



7The face value of the bonds is $1,631,483—that is, $1,631,483/(1.07243)7 = $1,000,000 market value. In the original model prices were determined using a discrete rate of return, Rj. In the 2001 document, “Return to RiskMetrics: The Evolution of a Standard,” April 2001, prices are determined using a continuously compounded return, e–rf. The change was implemented because continuous compounding has properties that facilitates mathematical treatment. For example, the logarithmic return on a zerocoupon bond equals the difference of interest rates multiplied by the maturity of the bond. That is:



log a



~



e rt e rt



b   1r  p2t ~



where r˜ is the expected return. 8Assuming annual compounding for simplicity. 9In reality, many asset return distributions—such as exchange rates and interest rates—have “fat tails.” Thus, the normal distribution will tend to underestimate extreme outcomes. This is a major criticism of the RiskMetrics modeling approach. (See later footnote and references.) 10If the mean were nonzero (e.g., –1 basis point), this could be added to the 16.5 bp to project the
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Only a 5% chance that 7-year rates will move up by more than 16.5 basis points (bp) a day



–16.5 bp



Exhibit 8.3.



–10 bp



0



10 bp



+16.5 bp = 1.65



Adverse Rate Move, Seven-Year Rates.



while the standard deviation was 10 basis points (or 0.001). Thus, 1.65 is 16.5 basis points (bp).11 In other words, over the last year, daily yields on seven-year, zerocoupon bonds have ﬂuctuated (either positively or negatively) by more than 16.5 bp 10% of the time. Adverse moves in yields are those that decrease the value of the security (i.e., the yield increases). These occurred 5% of the time, or 1 in 20 days. This is shown in Exhibit 8.3. We can now calculate the potential daily price volatility on seven-year discount bonds using Equation (3) as: Price volatility  1MD 2  1Potential adverse move in yield2  16.5272  1.00165 2



 .01077 or 1.077% Given this price volatility and the initial market value of the seven-year bond portfolio, then Equation (2) can be used to calculate the daily earnings at risk as:12 Daily earnings at risk  1Dollar market value of position2  1Price volatility2  1$1,000,0002  1.01077 2  $10,770 That is, the potential daily loss on the $1 million position is $10,770 if the one bad day in 20 occurs tomorrow.



11RiskMetrics weights more recent observations more highly than past observations (this is called exponential weighting). This allows more recent news to be more heavily reﬂected in the calculation of . Regular  calculations put an equal weight on all past observations. 12Since we are calculating loss, we drop the minus sign here.
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We can extend this analysis to calculate the potential loss over 2, 3 . . . N days. If we assume that yield shocks are independent and daily volatility is approximately constant,13 and that the FI is “locked in” to holding this asset for N number of days, then the N-day market value at risk (VAR) is related to daily earnings at risk (DEAR) by: VAR  DEAR  2N That is, the earnings the FI has at risk, should interest rate yields move against the FI, is a function of the value or earnings at risk for one day (DEAR) and the (square root of the) number of days that the FI is forced to hold the securities because of an illiquid market. Speciﬁcally, DEAR assumes that the FI can sell all the bonds tomorrow, even at the new lower price. In reality, it may take many days for the FI to unload its position. This relative illiquidity of a market exposes the FI to magniﬁed losses (measured by the square root of N).14 If N is ﬁve days, then VAR  $10,770  25  $24,082 If N is 10 days, then:15 VAR  $10,770  210  $34,057 In the above calculations, we estimated price sensitivity using modiﬁed duration. However, the RiskMetrics model generally prefers using the present value of cash ﬂow changes as the price sensitivity weights over modiﬁed durations. Essentially, each cash ﬂow is discounted by the appropriate zero-coupon rate to generate the daily earnings at risk measure. If we used the direct cash ﬂow calculation in this case, the loss would be $10,771.2.16 The estimates in this case are very close. 13The



assumptions that daily volatility is constant and there is no autocorrelation in yield shocks are strong assumptions. Much recent literature suggests that shocks are autocorrelated in many asset markets over relatively long horizons. To understand why we take the square-root of N, consider a 5-day holding period. The  25, or ﬁve-day variance of asset returns, will equal the current one-day variance  21 times 5 under the assumptions of constant daily variance and no autocorrelation in shocks, or: s25  s21  5 The standard deviation of this equation is: s5  s1  15 or in the terminology of RiskMetrics, the ﬁve-day value at risk (VAR5 )is: VAR5  DEAR  15. 14In



practice, a number of FIs calculate N internally by dividing the position it holds in a security by the median daily volume of trading of that security over recent days. Thus, if trading volume is low because of a “one-way market” in that most people are seeking to sell rather than buy, then N can rise substantially (i.e., N = ($ position in security/median daily $ volume of trading)). 15Under the BIS 1998 market risk capital requirements, a 10-day holding period (N = 10) is assumed to measure exposure. 16The initial market value of the seven-year zero was $1,000,000 or $1,631,483/(1.07243)7. The (loss) effect on each $1 (market value) invested in the bond of a rise in rates by 1 bp from 7.243% to 7.253% is .0006528. However, the adverse rate move is 16.5 bp. Thus, DEAR  1$ 1 million2  1.0006528 2  116.5 2  $ 10,771.2
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Like other large FIs, J.P. Morgan Chase actively trades in foreign exchange (FX). Remember that:



(b) Foreign Exchange.



DEAR  1Dollar value of position2  1Price volatility2 Suppose the FI had a Swf 1.6 million trading position in spot Swiss Francs at the close of business on a particular day. The FI wants to calculate the daily earnings at risk from this position (i.e., the risk exposure on this position should the next day be a “bad” day in the FX markets with respect to the value of the Swiss franc against the dollar). The ﬁrst step is to calculate the dollar value of the position: Dollar equivalent value of position  1FX position 2  1Swf>$ spot exchange rate2  1Swf 1.6 million2



 1$ per unit of foreign currency2



If the exchange rate is Swf 1.60/$1 or $0.625/Swf at the daily close, then Dollar value of position  1Swf 1.6 million2  1$0.625>Swf 2  $1 million Suppose that, looking back at the daily changes in the Swf/$ exchange rate over the past year, we ﬁnd that the volatility or standard deviation () of daily changes in the spot exchange rate was 56.5 bp. However, suppose that the FI is interested in adverse moves—that is, bad moves that will not occur more than 5% of the time, or 1 day in every 20. Statistically speaking, if changes in exchange rates are historically “normally” distributed, the exchange rate must change in the adverse direction by 1.65 (1.65 × 56.5 bp) for this change to be viewed as likely to occur only 1 day in every 20 days:17 FX volatility  1.65  56.5 bp  93.2 bp or 0.932% In other words, during the last year, the Swiss franc declined in value against the dollar by 93.2 bp 5% of the time. As a result: DEAR  1Dollar value of position2  1FX volatility2  1$1 million2  1.00932 2  $9,320 This is the potential daily earnings exposure to adverse Swiss franc to dollar exchange rate changes for the FI from the Swf 1.6 million spot currency holdings. 17Technically, 90% of the area under a normal distribution lies between ±1.65 from the mean. This means that 5% of the time, daily exchange rate changes will increase by more than 1.65, and 5% of the time, will decrease by 1.65. This case concerns only adverse moves in the exchange rate of Swiss francs to dollars (i.e., a depreciation of 1.65).
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Many large FIs also take positions in equities. As is well known from the Capital Asset Pricing Model (CAPM), there are two types of risk to an equity position in an individual stock i:18



(c) Equities.



Total risk  Systematic risk  Unsystematic risk 1s2it 2  1b2i s2mt 2  1s2eit 2



Systematic risk reﬂects the comovement of that stock with the market portfolio (reﬂected by the stock’s beta (␤i) and the volatility of the market portfolio (mt ), while unsystematic risk is speciﬁc to the ﬁrm itself (eit ). In a very well-diversiﬁed portfolio, unsystematic risk ( 2eit ) can be largely diversiﬁed away (i.e., will equal zero), leaving behind systematic (undiversiﬁable) market risk (␤2i  2mt ). If the FI’s trading portfolio follows (replicates) the returns on the stock market index, the ␤ of that portfolio will be 1 since the movement of returns on the FI’s portfolio will be one to one with the market,19 and the standard deviation of the portfolio, it, will be equal to the standard deviation of the stock market index, mt. Suppose the FI holds a $1 million trading position in stocks that reﬂect a U.S. stock market index (e.g., the Wilshire 5000). Then ␤ = 1 and the DEAR for equities is: DEAR  1Dollar market value of position2  1Stock market return volatility2  1$1,000,0002  11.65 sm 2



If over the last year, the m of the daily returns on the stock market index was 2%, then 1.65 m = 3.3% (i.e., the adverse change or decline in the daily return on the stock market exceeded 3.3% only 5% of the time). In this case: DEAR  1$1,000,000 2  10.0332  $33,000 That is, the FI stands to lose at least $33,000 in earnings if adverse stock market returns materialize tomorrow. In less well diversiﬁed portfolios or portfolios of individual stocks, the effect of unsystematic risk eit on the value of the trading position would need to be added. Moreover, if the CAPM does not offer a good explanation of asset pricing compared to, say, multi-index arbitrage pricing theory (APT), a degree of error will be built into the DEAR calculation.20 The preceding sections analyzed the daily earnings at risk of individual trading positions. The examples considered a seven-year, zerocoupon, ﬁxed-income security ($1 million market value), a position in spot Swf ($1



(d) Portfolio Aggregation.



18This



assumes that systematic and unsystematic risks are independent of each other. ␤ ≠ 1, as in the case of most individual stocks, DEAR = dollar value of position × ␤j × 1.65m, where ␤j is the systematic risk of the ith stock. 20As noted in the introduction, derivatives are also used for trading purposes. To calculate its DEAR, a derivative has to be converted into a position in the underlying asset (e.g., bond, FX, or equity). 19If
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million market value), and a position in the U.S. stock market index ($1 million market value). The individual DEARs were: • Seven-year zero-coupon bonds = $10,770 • Swf spot = $9,320 • U.S. equities = $33,000 However, senior management wants to know the aggregate risk of the entire trading position. To calculate this, we cannot simply sum the three DEARs—$10,770 + $9,320 + $33,000 = $53,090—because this ignores any degree of offsetting covariance or correlation among the ﬁxed-income, FX, and equity trading positions. In particular, some of these asset shocks (adverse moves) may be negatively correlated. As is well known from modern portfolio theory, negative correlations among asset shocks will reduce the degree of portfolio risk. Exhibit 8.4 shows a hypothetical correlation matrix between daily seven-year zero-coupon bond yield changes, Swf/$ spot exchange rate changes, and changes in daily returns on a U.S. stock market index (Wilshire 5000). From the correlation between the seven-year zero-coupon bonds and Swf/$ exchange rates, z,swf, is negative (–.2), while the seven-year zero-coupon yield changes with, respectively, U.S. stock returns, z,U.S., (.4) and Swf/$ shocks, U.S.,Swf, (.1) are positively correlated. Using the correlation matrix along with the individual asset DEARs, we can calculate the risk or standard deviation of the whole (three-asset) trading portfolio as:21 DEAR portfolio  3DEARz 2 2  1DEARSwf 2 2  1DEARU.S. 2 2



1>2



 12  rz,Swf  DEARz  DEARSwf 2



(4)



 12  rz,U.S.  DEARz  DEARU.S. 2



 12  rU.S.Swf  DEARU.S.  DEARSwf 2



This is a direct application of modern portfolio theory (MPT) since DEARs are directly similar to standard deviations. Substituting into this equation the calculated in21This



is a standard relationship from modern portfolio theory in which the standard deviation or risk of a portfolio of three assets is equal to the square root of the sum of the variances of returns on each of the three assets individually plus two times the covariance among each pair of these assets. With three assets there are three covariances. Here we use the fact that a correlation coefﬁcient times the standard deviations on each pair of assets equals the covariance between each pair of assets. Note that DEAR is measured in dollars and has the same dimensions as a standard deviation.



Seven-year zero Swf/$1 U.S. stock index Exhibit 8.4.



Seven-Year Zero



Swf/$1



U.S. Stock Index



—



–.2 —



.4 .1 —



Correlations (ij ) among Assets.
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dividual DEARs (in thousands of dollars), we get DEAR portfolio  3 110.77 2 2  19.322 2  133 2 2  21.2 2 110.77 2 19.32 2



1>2



 21.42 110.77 2 133 2  21.1 2 19.32 2 1332 4



 $39,969 The equation indicates that considering the risk of each trading position as well as the correlation structure among those positions’ returns results in a lower measure of portfolio trading risk ($39,969) than when risks of the underlying trading positions (the sum of which was $53,090) are added. A quick check will reveal that had we assumed that all three assets were perfectly positively correlated (i.e., ij = 1), DEAR for the portfolio would have been $53,090. Clearly, even in abnormal market conditions, assuming that asset returns are perfectly correlated will exaggerate the degree of actual trading risk exposure. Exhibit 8.5 shows the type of spreadsheet used by FIs such as J.P. Morgan Chase to calculate DEAR. As you can see, in this example positions can be taken in 15 different country (currency) bonds in eight different maturity buckets.22 There is also a column for FX risk (and, if necessary, equity risk) in these different country markets, although in this example the FI has no FX risk exposure (all of the cells are empty). In the example in Exhibit 8.5, while the FI is holding offsetting long and short positions in both German and French bonds, it is still exposed to trading risks of $48,000 and $27,000, respectively (see the column Interest DEAR). This happens because the French yield curve is more volatile than the German and shocks at different maturity buckets are not equal. The DEAR ﬁgure for a U.S. bond position of long $20 million is $76,000. Adding these three positions yields a DEAR of $151,000. However, this ignores the fact that German, French, and U.S. yield shocks are not perfectly correlated. Allowing for diversiﬁcation effects (the “portfolio effect”) results in a total DEAR of only $89,000. This would be the number reported to the FI’s senior management. Exhibit 8.6 reports the average, minimum, and maximum daily earnings at risk for several large U.S. commercial banks at year-end 2000. J.P. Morgan Chase was exposed to a maximum of $43 million in 2000. Currently, the number of markets covered by J.P. Morgan Chase’s traders and the number of correlations among those markets require the daily production and updating of over 450 volatility estimates () and correlations (). These data are updated daily.



22Bonds held with different maturity dates (e.g., six years) are split into two and allocated to the nearest two of the eight maturity buckets (here, ﬁve years and seven years) using three criteria:



1. The sum of the current market value of the two resulting cash ﬂows must be identical to the market value of the original cash ﬂow. 2. The market risk of the portfolio of two cash ﬂows must be identical to the overall market risk of the original cash ﬂow. 3. The two cash ﬂows have the same sign as the original cash ﬂow. See J.P.Morgan, RiskMetrics—Technical document, November 1994 and Return to RiskMetrics: The Evolution of a Standard, April 2001. www.jpmorganchase.com or www.riskmetrics.com.
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DATA



7 Years



10



11 –11



10 Years



10 Portfolio effect Total DEAR ($000s)



5 Years



Exhibit 8.5.



Portfolio DEAR Spreadsheet.



Source: J.P. Morgan, RiskMetrics (New York: 1994). www.jpmorgan.com, www.riskmetrics.com.
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Name Bank of America Bank One Citicorp First Union FleetBoston Financial J.P. Morgan Chase



Average DEAR for the year 2000



Minimum DEAR during 2000



Maximum DEAR during 2000



$42 14 45 10 40 28



$25 8 28 5 28 18



$53 19 96 16 59 43



*The ﬁgures are based on these banks’ internal models, i.e., they may be based on methodologies other than RiskMetrics—see below. Source: Year 2000 10-K reports for the respective companies. Exhibit 8.6. dollars).



Daily Earnings at Risk for Large U.S. Commercial Banks, 2000* (in millions of



8.5 HISTORIC OR BACK SIMULATION APPROACH. A major criticism of RiskMetrics is the need to assume a symmetric (normal) distribution for all asset returns.23 Clearly, for some assets, such as options and short-term securities (bonds), this is highly questionable. For example, the most an investor can lose if he or she buys a call option on an equity is the call premium; however, the investor’s potential upside returns are unlimited. In a statistical sense, the returns on call options are nonnormal since they exhibit a positive skew.24 Because of these and other considerations discussed below, the large majority of FIs that have developed market risk models have employed a historic or back simulation approach. The advantages of this approach are that (1) it is simple, (2) it does not require that asset returns be normally distributed, and (3) it does not require that the correlations or standard deviations of asset returns be calculated. 23Another criticism is that VAR models like RiskMetrics ignore the (risk in the) payments of accrued interest on an FI’s debt securities. Thus, VAR models will underestimate the true probability of default and the appropriate level of capital to be held against this risk (see P. Kupiec, “Risk Capital and VAR,” The Journal of Derivatives, Winter 1999, pp. 41–52). Also, Johansson, Seiles, and Tjarnberg ﬁnd that because of the distributional assumptions, while RiskMetrics produces reasonable estimates of downside risk of FIs with highly diversiﬁed portfolios, FIs with small, undiversiﬁed portfolios will signiﬁcantly underestimate their true risk exposure using RiskMetrics (see, F. Johansson, M. J. Seiles, and M. Tjarnberg, “Measuring Downside Portfolio Risks,” The Journal of Portfolio Management, Fall 1999, pp. 96–107). Finally, a number of authors have argued that many asset distributions have “fat tails” and that RiskMetrics, by assuming the normal distribution, underestimates the risk of extreme losses. See, for example, Salih F. Neftci, “Value at Risk Calculations, Extreme Events and Tail Estimations,” Journal of Derivatives, Spring 2000, pp. 23–37. One alternative approach to dealing with the “fat-tail” problem is extreme value theory. Simply put, one can view an asset distribution as being explained by two distributions. For example, a normal distribution may explain returns up to the 95% threshold, but for losses beyond that threshold another distribution such as the generalized Pareto distribution may provide a better explanation of loss outcomes such as the 99% level and beyond. In short, the normal distribution is likely to underestimate the importance and size of observations in the tail of the distribution which is after all what value at risk models are meant to be measuring (see, also, Alexander J. McNeil, “Extreme Value Theory for Risk Managers,” Working Paper, Department of Mathematics, ETH Zentrom, Ch-8092, Zurich, Switzerland, May 17, 1999). 24For a normal distribution, its skew (which is the third moment of a distribution) is zero.
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The essential idea is to take the current market portfolio of assets (FX, bonds, equities, etc.) and revalue them on the basis of the actual prices (returns) that existed on those assets yesterday, the day before that, and so on. Frequently, the FI will calculate the market or value risk of its current portfolio on the basis of prices (returns) that existed for those assets on each of the last 500 days. It will then calculate the 5% worst case, that is, the portfolio value that has the 25th lowest value out of 500. That is, on only 25 days out of 500, or 5% of the time, would the value of the portfolio fall below this number based on recent historic experience of exchange rate changes, equity price changes, interest rate changes, and so on. Consider the following simple example in Exhibit 8.7 where a U.S. FI is trading two currencies: the Japanese yen and the Swiss franc. At the close of trade on December 1, 2003, it has a long position in Japanese yen of 500,000,000 and a long position in Swiss francs of 20,000,000. It wants to assess its VAR. That is, if tomorrow is that one bad day in 20 (the 5% worst case), how much does it stand to lose on its total foreign currency position? As shown in Exhibit 8.7, six steps are required to calculate the VAR of its currency portfolio. It should be noted that the same methodological approach would be followed to calculate the VAR of any asset, liability, or derivative (bonds, options, etc.) as long as market prices were available on those assets over a sufﬁciently long historic time period. • Step 1: Measure exposures. Convert today’s foreign currency positions into dollar equivalents using today’s exchange rates. Thus, in evaluating the FX position of the FI on December 1, 2003, it has a long position of $3,846,154 in yen and $14,285,714 in Swiss francs. • Step 2: Measure sensitivity. Measure the sensitivity of each FX position by calculating its delta, where delta measures the change in the dollar value of each FX position if the yen or the Swiss franc depreciates (declines in value) by 1% against the dollar. As can be seen from Exhibit 8.7, line 6, the delta for the Japanese yen position is –$38,081, and for the Swiss franc position it is –$141,442. • Step 3: Measure risk. Look at the actual percentage changes in exchange rates, yen/$ and Swf/$, on each of the past 500 days. Thus, on November 30, 2003, the yen declined in value against the dollar over the day by 0.5% while the Swiss franc declined in value against the dollar by 0.2%. (It might be noted that if the currencies were to appreciate in value against the dollar, the sign against the number in row 7 of Exhibit 8.7 would be negative; that is, it takes fewer units of foreign currency to buy a dollar than it did the day before). As can be seen in row 8, combining the delta and the actual percentage change in each FX rate means a total loss of $47,328.9 if the FI had held the current ¥500,000,000 and Swf 20,000,000 positions on that day (November 30, 2003). • Step 4: Repeat Step 3. Step 4 repeats the same exercise for the yen and Swiss franc positions but uses actual exchange rate changes on November 29, 2003; November 28, 2003; and so on. That is, we caluclate the FX losses and/or gains on each of the past 500 trading days, excluding weekends and holidays, when the FX market is closed. This amounts to going back in time over two years. For each of these days the actual change in exchange rates is calculated (row 7) and multiplied by the deltas of each position (the numbers in row 6 of Exhibit 8.7). These two numbers are summed to attain total risk measures for each of the past 500 days.
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Swiss Franc



500,000,000 ¥130/$1 3,846,154



20,000,000 Swf 1.4/$1 14,285,714



¥131.3 3,808,073



Swf 1.414 14,144,272



–38,081



–141,442



Step 1. Measure Exposures 1. Closing position on December 1, 2003 2. Exchange rate on December 1, 2003 3. U.S. $ equivalent position on December 1, 2003 Step 2. Measure Sensitivity 4. 1.01 × current exchange rate 5. Revalued position in $s 6. Delta of position ($s) (measure of sensitivity to a 1% adverse change in exchange rate, or row 5 minus row 3)



Step 3. Measure risk of December 1, 2003, closing position using exchange rates that existed on each of the last 500 days November 30, 2003 7. Change in exchange rate (%) on November 30, 2003 8. Risk (delta × change in exchange rate) 9. Sum of risks  –$47,328.9



Yen



Swiss Franc



0.5% –19,040.5



0.2% –28,288.4



Step 4. Repeat Step 3 for each of the remaining 499 days November 29, 2003 : : April 15, 2002 : : November 30, 2001 : : Step 5. Rank days by risk from worst to best DATE 1. May 6, 2002 2. Jan 27, 2003 3. Dec 1, 2001 : : 25. Nov, 30, 2003 : : 499. April 8, 2003 500. July 28, 2002



RISK ($) –$105,669 –$103,276 –$ 90,939 –$ 47,328.9 +$ 98,833 +$108,376



Step 6. VAR (25th worst day out of last 500) VAR  –$47,328.9 (November 30, 2003) Exhibit 8.7. Hypothetical Example of the Historic or Back Simulation Approach Using Two Currencies as of December 1, 2003.
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• Step 5: Rank days by risk from worst to best. These risk measures can then be ranked from worst to best. Clearly the worst-case loss would have occurred on this position on May 6, 2002, with a total loss of $105,669. While this “worstcase scenario” is of interest to FI managers, we are interested in the 5% worst case, that is, a loss that does not occur more than 25 days out of the 500 days (25 ÷ 500 equals 5%). As can be seen, in our example, the 25th worst loss out of 500 occurred on November 30, 2003. This loss amounted to $47,328.9. • Step 6: VAR. If it is assumed that the recent past distribution of exchange rates is an accurate reﬂection of the likely distribution of FX rate changes in the future—that exchange rate changes have a “stationary” distribution—then the $47,328.9 can be viewed as the FX value at risk (VAR) exposure of the FI on December 1, 2003. That is, if tomorrow (in our case December 2, 2003) is a bad day in the FX markets, and given the FI’s position of long yen 500 million and long Swf 20 million, the FI can expect to lose $47,328.9 (or more) with a 5% probability. This VAR measure can then be updated every day as the FX position changes and the delta changes. For example, given the nature of FX trading, the positions held on December 5, 2003, could be very different from those held on December 1, 2003.25 (a) Historic (Back Simulation) Model versus RiskMetrics. One obvious beneﬁt of the historic or back simulation approach is that we do not need to calculate standard deviations and correlations (or assume normal distributions for asset returns) to calculate the portfolio risk ﬁgures in row 9 of Exhibit 8.7.26 A second advantage is that it directly provides a worst-case scenario number, in our example, a loss of $105,669— see step 5. RiskMetrics, since it assumes asset returns are normally distributed—that returns can go to plus and minus inﬁnity—provides no such worst-case scenario number.27 The disadvantage of the back simulation approach is the degree of conﬁdence we have in the 5% VAR number based on 500 observations. Statistically speaking, 500 observations are not very many, and so there will be a very wide conﬁdence band (or standard error) around the estimated number ($47,328.9 in our example). One possible solution to the problem is to go back in time more than 500 days and estimate the 5% VAR based on 1,000 past daily observations (the 50th worst case) or even 10,000 past observations (the 500th worst case). The problem is that as one goes back farther in time, past observations may become decreasingly relevant in predicting VAR in the future. For example, 10,000 observations may require the FI to analyze FX data going back 40 years. Over this period we have moved through many very different FX



25As in RiskMetrics, an adjustment can be made for illiquidity of the market, in this case, by assuming the FI is locked into longer holding periods. For example, if it is estimated that it will take 5 days for the FI to sell its FX position then it will be interested in the weekly (i.e., 5 trading days) changes in FX rates in the past. One immediate problem is that with 500 past trading days only 100 weekly periods would be available, which reduces the statistical power of the VAR estimate (see below). 26The reason for this is that the historic or back simulation approach uses actual exchange rates on each day that implicitly include correlations or comovements with other exchange rates and asset returns on that day. 27The 5% number in RiskMetrics tells us that we will lose more than this amount on 5 days out of every 100; it does not tell us the maximum amount we can lose. As noted in the text, theoretically, with a normal distribution, this could be an inﬁnite amount.
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regimes: from relatively ﬁxed exchange rates in the 1950–1970 period, to relatively ﬂoating exchange rates in the 1970s, to more managed ﬂoating rates in the 1980s and 1990s, to the abolition of exchange rates and the introduction of the European Currency Unit in 11 European countries in January 2002. Clearly, exchange rate behavior and risk in a ﬁxed exchange-rate regime will have little relevance to an FX trader or market risk manager operating and analyzing risk in a ﬂoating-exchange rate regime. This seems to confront the market risk manager with a difﬁcult modeling problem. There are, however, at least two approaches to this problem. The ﬁrst is to weight past observations in the back simulation unequally, giving a higher weight to the more recent past observations.28 The second is to use a Monte Carlo simulation approach that generates additional observations that are consistent with recent historic experience. The latter approach in effect amounts to simulating or creating artiﬁcial trading days and FX rate changes. To overcome the problems imposed by a limited number of actual observations, additional observations (in our example, FX changes) can be generated. Normally, the simulation or generation of these additional observations is structured so that returns or rates generated reﬂect the probability with which they have occurred in recent historic time periods. The ﬁrst step is to calculate the historic variance—covariance matrix (∑) of FX changes. This matrix is then decomposed into two symmetric matrices, A and A′. The only difference between A and A′ is that the numbers in the rows of A become the numbers in the columns of A′. This decomposition29 then allows us to generate “scenarios” for the FX position by multiplying the A′ matrix by a random number vector z: 10,000 random values of z are drawn for each FX exchange rate.30 The A′ matrix, which reﬂects the historic correlations among FX rates, results in realistic FX scenarios being generated when multiplied by the randomly drawn values of z. The VAR of the current position is then caluculated as in Exhibit 8.7, except that in the Monte Carlo approach the VAR is the 500th worst simulated loss out of 10,000.31 (b) Monte Carlo Simulation Approach.



The development of internal market risk models by FIs such as J.P. Morgan Chase was partly in response to proposals by the Bank for International Settlement (BIS) in 1993 to measure and regulate the market risk exposures of banks by imposing capital requirements on their trading portfolios.32 The BIS is a organization encompassing the largest central banks in the world. After reﬁning these proposals over a number of years, the BIS (including the Federal Reserve) decided on a ﬁnal approach to measuring market risk and the capital reserves necessary for an FI to hold to withstand and 8.6 REGULATORY MODELS: THE BIS STANDARDIZED FRAMEWORK



28See J. Boudoukh, M. Richardson, and X. R. Whitelaw, “The Best of Both Worlds: A Hybrid Approach to Calculating Value at Risk,” New York University Finance Department, Working Paper, 1998. 29The technical term for this procedure is the Cholesky decomposition, where ∑ = AA′. 30Technically, let y be an FX scenario; then y  A′z. For each FX rate, 10,000 values of z are randomly generated to produce 10,000 values of y. The y values are then used to revalue the FX position and calculate gains and losses. 31See, for example, J.P. Morgan, RiskMetrics, Technical Document, 4th ed., 1997. 32BIS, Basel Committee on Banking Supervision, “The Supervisory Treatment of Market Risks,” Basel, Switzerland, April 1993; and “Proposal to Issue a Supplement to the Basel Accord to Cover Market Risks,” Basel, Switzerland, April 1995.
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survive market risk losses. Since January 199833 banks in the countries that are members of the BIS can calculate their market risk exposures in one of two ways. The ﬁrst is to use a simple standarized framework (to be discussed below). The second, with regulatory approval, is to use their own internal models, which are similar to the models described above. However, if an internal model is approved for use in calculating capital requirements for the FI, it is subject to regulatory audit and certain constraints. Before looking at these constraints, we examine the BIS standardized framework for, respectively, ﬁxed-income securities, foreign exchange, and equities. Additional details of this model can be found at the BIS Website, www.bis.org. (a) Fixed Income. We can examine the BIS standardized framework for measuring the market risk on the ﬁxed-income (or debt security) trading portfolio by using the example for a typical FI provided by the BIS (see Exhibit 8.8). Panel A in Exhibit 8.8 lists the security holdings of an FI in its trading account. The FI holds long and short positions in—column (3)—various quality debt issues—column 2—with maturities ranging from one month to over 20 years—column (1). Long positions have positive values; short positions have negative values. To measure the risk of this trading portfolio, the BIS uses two capital charges: (1) a speciﬁc risk charge—columns (4) and (5)—and (2) a general market risk charge —columns (6) and (7). (i) Speciﬁc Risk Charge. The speciﬁc risk charge is meant to measure the risk of a decline in the liquidity or credit risk quality of the trading portfolio over the FI’s holding period. As column (4) in panel A of Exhibit 8.8 indicates, treasuries have a zero risk weight, while junk bonds (e.g., 10–15 year nonqualifying “Non Qual” corporate debt) have a risk weight of 8%. As shown in Exhibit 8.8, multiplying the absolute dollar values of all the long and short positions in these instruments—column (3)—by the speciﬁc risk weights— column (4)—produces a speciﬁc risk capital or requirement charge for each position—column (5). Summing the individual charges for speciﬁc risk gives the total speciﬁc risk charge of $229.34 (ii) General Market Risk Charge. The general market risk charges or weights— column (6)—reﬂect the product of the modiﬁed durations and interest rate shocks expected for each maturity.35 The weights in Exhibit 8.8 range from zero for the 0–1 month Treasuries to 6% for the long-term (longer than 20 years to maturity) quality corporate debt securities. The positive or negative dollar values of the positions in each instrument—column (3)—are multiplied by the general market risk weights—



33The



requirements were introduced earlier in 1996 in the European Union. that the risk weights for speciﬁc risks are not based on obvious theory, empirical research, or past experience. Rather, the weights are based on regulators’ perceptions of what was appropriate when the model was established. 35For example, for 15–20 year Treasuries in Exhibit 8.8 the modiﬁed duration is assumed to be 8.75 years, and the expected interest rate shock is 0.60%. Thus, 8.75 × 0.6 = 5.25, which is the general market risk weight for these securities shown in Exhibit 8.8. Multiplying 5.25 by the $1,500 long position in these securities results in a general market risk charge of $78.75. Note that the shocks assumed for shortterm securities, such as 3-month T-bills, are larger (at 1%) than those assumed for longer maturity securities. This reﬂects the fact that short-term rates are more impacted by monetary policy. Finally, note that the standardized model combines unequal rate shocks with estimated modiﬁed durations to calculate market risk weights. Technically, this violates the underlying assumptions of the duration model which assumes parallel yield shifts at each maturity. 34Note
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Panel A: FI Holdings and Risk Charges Speciﬁc Risk (1) Time Band



(2) Issuer



0–1 month Treasury 1–3 months Treasury 3–6 months Qual Corp 6–12 months Qual Corp 1–2 years Treasury 2–3 years Treasury 3–4 years Treasury 3–4 years Qual Corp 4–5 years Treasury 5–7 years Qual Corp 7–10 years Treasury 10–15 years Treasury 10–15 years Non Qual 15–20 years Treasury >20 years Qual Corp Speciﬁc risk Residual general market risk



General Market Risk



(3) Position ($)



(4) Weight (%)



(5) Charge



(6) Weight (%)



(7) Charge



5,000 5,000 4,000 (7,500) (2,500) 2,500 2,500 (2,000) 1,500 (1,000) (1,500) (1,500) 1,000 1,500 1,000



0.00% 0.00 0.25 1.00 0.00 0.00 0.00 1.60 0.00 1.60 0.00 0.00 8.00 0.00 1.60



0.00 0.00 10.00 75.00 0.00 0.00 0.00 32.00 0.00 16.00 0.00 0.00 80.00 0.00 16.00 229.00



0.00% 0.20 0.40 0.70 1.25 1.75 2.25 2.25 2.75 3.25 3.75 4.50 4.50 5.25 6.00



0.00 10.00 16.00 (52.50) (31.25) 43.75 56.25 (45.00) 41.25 (32.50) (56.25) (67.50) 45.00 78.75 60.00 66.00



Panel B: Calculation of Capital Charge (1)



(2)



(3)



(4)



(5)



(6)



(7) Charge



1. Speciﬁc Risk 2. Vertical Offsets within Same Time Bands



229.00



Time Band



Longs



Shorts



Residual*



Offset



Disallowance



Charge



3–4 years 10–15 years



56.25 45.00



(45.00) (67.50)



11.25 (22.50)



45.00 45.00



10.00% 10.00



4.50 4.50



26.00



40.00%



10.40



31.25



30.00%



9.38



111.25



30.00%



3. Horizontal Offsets within Same Time Zones Zone 1 0–1 month 0.00 1–3 months 10.00 3–6 months 16.00 6–12 months (52.50) Total zone 1 26.00 (52.50) (26.50) Zone 2 1–2 years (31.25) 2–3 years 43.75 3–4 years 11.25 Total zone 2 55.00 (31.25) 23.75 Zone 3 4–5 years 41.25 5–7 years (31.50) 7–10 years (56.25) 10–15 years (22.50) 15–20 years 78.75 >20 years 60.00 Total zone 3 180.00 (111.25) 68.75



Exhibit 8.8.



33.38 (continued)



BIS Market Risk Calculation (Debt Securities, Sample Market Risk Calcula-



8.6 REGULATORY MODELS: THE BIS STANDARDIZED FRAMEWORK Time Band



Longs



Shorts



4. Horizontal Offsets between Time Zones Zones 1 and 2 23.75 (26.50) Zones 1 and 3 68.75 (2.75) 5. Total Capital Charge Speciﬁc risk Vertical disallowances Horizontal disallowances Offsets within same time zones Offsets between time zones Residual general market risk after all offsets Total



Residual*



Offset



Disallowance



(2.75) 66.00



23.75 2.75



40.00% 150.00%



8 • 21 Charge 9.50 4.12 229.00 9.00 53.16 13.62 66.00 ______ 370.78



*Residual amount carried forward for additional offsetting as appropriate. Note: Qual Corp is an investment grade debt issue (e.g., rated BBB and above). Non Qual is a below investment grade debt issue (e.g., rated BB and below), that is, a “junk bond.” Exhibit 8.8.



(Continued)



column 6—to determine the general market risk charge of $66 for the whole ﬁxedincome portfolio. (iii) Vertical Offsets. The BIS model assumes that long and short positions, in the same maturity bucket but in different instruments, cannot perfectly offset each other. Thus, the $66 general market risk charge tends to underestimate interest rate or price risk exposure. For example, the FI is short $1,500 in 10–15 year U.S. Treasuries producing a market risk charge of $67.50 and is long $1,000 in 10–15 year junk bonds (with a risk charge of $45). However, because of basis risk—that is, the fact that the rates on Treasuries and junk bonds do not ﬂuctuate exactly together—we cannot assume that a $45 short position in junk bonds is hedging an equivalent ($45) risk value of U.S. Treasuries of the same maturity. Similarly, the FI is long $2,500 in three- to four-year Treasuries (with a general market risk charge of $56.25) and short $2,000 in three- to four-year quality corporate bonds (with a risk charge of $45). To account for this, the BIS requires additional capital charges for basis risk, called vertical offsets or disallowance factors. We show these calculations in part 2 of panel B in Exhibit 8.8 In panel B, column 1 lists the time bands for which the bank has both a long and short position. Columns (2) and (3) list the general market risk charges—from column (7) of panel A—resulting from the positions, and column (4) lists the difference (or residual) between the charges. Column (5) reports the smallest value of the risk charges for each time band (or offset). As listed in column (6), the BIS disallows 10%36 of the $45 position in corporate bonds in hedging $45 of the Treasury bond position. This results in an additional capital charge of $4.50 ($45 × 10%).37 The total charge for all vertical offsets is $9. 36Note



again that the disallowance factors were set subjectively by regulators. this implies that long-term U.S. Treasury rates and long-term junk bond rates are approximately 90% correlated. However, in the ﬁnal plan, it was decided to cut vertical disallowance factors in half. Thus, a 10% disallowance factor becomes a 5% disallowance factor, and so on. 37Intuitively,
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(iv) Horizontal Offsets within Time Zones. In addition, the debt trading portfolio is divided into three maturity zones: 1 (1 month to 12 months), 2 (more than 1 year to 4 years), and 3 (more than 4 years to 20 years plus). Again because of basis risk (i.e., the imperfect correlation of interest rates on securities of different maturities), short and long positions of different maturities in these zones will not perfectly hedge each other. This results in additional (horizontal) disallowance factors of 40% (zone 1), 30% (zone 2), and 30% (zone 3),38 Part 3 of the bottom panel in Exhibit 8.8 shows these calculations. The horizontal offsets are calculated using the sum of the general market risk charges from the long and short positions in each time zone—columns (2) and (3). As with the vertical offsets, the smallest of these totals is the “offset” value against which the disallowance is applied. For example, the total zone 1 charges for long positions is $26.00 and for short positions is ($52.00). A disallowance of 40% of the offset value (the smaller of these two values), $26.00 is charged, that is, $10.40 ($26 × 40%). Repeating this process for each of the three zones produces additional (horizontal offset) charges totaling $53.16. (v) Horizontal Offsets between Time Zones. Finally, because interest rates on short maturity debt and long maturity debt do not ﬂuctuate exactly together, a residual long or short position in each zone can only partly hedge an offsetting position in another zone. This leads to a ﬁnal set of offsets or disallowance factors between time zones, part 4 of panel B of Exhibit 8.8. Here the BIS model compares the residual charges from zones 1 ($26.50) and 2 ($23.75). The difference, $2.75, is then compared to the residual from zone 3 ($68.75). The smaller of each zone comparison is again used as the “offset” value against which a disallowance of 40% for adjacent zones39 and 150%40 for nonadjacent zones, respectively, is applied. The additional charges here total $13.62. Summing the speciﬁc risk charges ($299), the general market risk charge ($66), and the basis risk or disallowance charges ($9.00 + $53.16 + $13.62) produces a total capital charge of $370.78 for this ﬁxed income trading portfolio.41 (b) Foreign Exchange. The standardized model or framework requires the FI to calculate its net exposure in each foreign currency—yen, DM, and so on—and then convert this into dollars at the current spot exchange rate. As shown in Exhibit 8.9, the FI is net long (million dollar equivalent) $50 yen, $100 DM, and $150 £s while being short $20 French francs and $180 Swiss francs. Its total currency long position is $300, and its total short position is $200. The BIS standardized framework imposes a capital requirement equal to 8% times the maximum absolute value of the aggregate long or short positions. In this example, 8% times $300 million = $24 million. This method of calculating FX exposure assumes some partial but not complete offsetting of currency risk by holding opposing long or short positions in different currencies.



As discussed in the context of the RiskMetrics market value model, the two sources of risk in holding equities are (1) a ﬁrm speciﬁc, or unsystematic, risk el-



(c) Equities.



38The



zones were also set subjectively by regulators. example, zones 1 and 2 are adjacent to each other in terms of maturity. By comparison zones 1 and 3 are not adjacent to each other. 40This adjustment of 150% was later reduced to 100%. 41This number can also be recalculated in risk-adjusted asset terms to compare with risk-adjusted assets on the banking book. Thus, if capital is meant to be a minimum of 8% of risk-adjusted assets, then $370.78 × (1/1.08), or $370.78 × 12.5 = $4,634.75 is the equivalent amount of trading book “risk-adjusted assets” supported by this capital requirement. 39For



8.7 BIS REGULATIONS AND LARGE BANK INTERNAL MODELS



8 • 23



Once a bank has calculated its net position in each foreign currency, it converts each position into its reporting currency and calculates the risk (capital) measure as in the following example, in which the position in the reporting currency (dollars) has been excluded: Yen*



DM



GB



Fr fr



SW fr



+50



+100



+150



–20



–180



+300



–200



The capital charge would be 8 percent of the higher of the longs and shorts (i.e., 300). *All currencies in $ equivalents. Source: BIS, 1993. www.bis.org. Exhibit 8.9. Example of the BIS Standardized Framework Measure of Foreign Exchange Risk (in millions of dollars).



ement and (2) a market, or systematic, risk element. The BIS charges for unsystematic risk by adding the long and short positions in any given stock and applying a 4% charge against the gross position in the stock (called the x factor). Suppose stock number 2, in Exhibit 8.10, is IBM. The FI has a long $100 million and short $25 million position in that stock. Its gross position that is exposed to unsystematic (ﬁrm-speciﬁc) risk is $125, which is multiplied by 4% to give a capital charge of $5 million. Market or systematic risk is reﬂected in the net long or short position (the socalled y factor). In the case of IBM, this risk is $75 million ($100 long minus $25 short). The capital charge would be 8% against the $75 million, or $6 million. The total capital charge (x factor + y factor) is $11 million for this stock. This approach is very crude, basically assuming the same systematic risk factor (␤) for every stock. It also does not fully consider the beneﬁts from portfolio diversiﬁcation (i.e., that unsystematic risk is not diversiﬁed away). As discussed previously, the BIS capital requirement for market risk exposure introduced in January 1998 allows large banks (subject to regulatory permission) to use their own internal models to calculate market risk instead of the standardized framework. However, the required captial calculation has to be relatively conservative compared to that produced internally. A comparison of the BIS requirement for large banks using their internal models with RiskMetrics indicates the following in particular.



8.7 BIS REGULATIONS AND LARGE BANK INTERNAL MODELS.



• In calculating DEAR, the FI must deﬁne an adverse change in rates as being in the 99th percentile rather than in the 95th percentile (multiply  by 2.33 rather than by 1.65 as under RiskMetrics). • The FI must assume the minimum holding period to be 10 days (this means that RiskMetrics’ daily DEAR would have to be multiplied by 210). The FI must consider its proposed captial charge or requirement as the higher of: • The previous day’s VAR (value at risk or DEAR × 210). • The average daily VAR over the previous 60 days times a multiplication factor
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Stock



1 2 3 4 5 6 7 8 9



Exhibit 8.10.



100 125 150 175 200 175 150 125 100



Gross Position (sum of cols. 1 and 2)



4 5 6 7 8 7 6 5 4



4 Percent of Gross



BIS Capital Requirement for Equities (Illustration of x plus y Methodology).



0 25 50 75 100 100 100 100 100



Sum of Short Positions



Source: BIS, 1993. www.bis.org.



Sum of Long Positions



x Factor



100 75 50 25 0 25 50 75 100



Net Position (difference between cols. 1 and 2)



y Factor



8 6 4 2 0 2 4 6 8



8 Percent of Net



12 11 10 9 8 9 10 11 12



Capital Required (gross + net)



Under the proposed two-part calculation, there would be separate requirements for the position in each individual equity (i.e., the gross position) and for the net position in the market as a whole. Here we show how the system would work for a range of hypothetical portfolios, assuming a capital charge of 4 percent for the gross positions and 8 percent for the net positions.
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with a minimum value of 3 (i.e., Capital charge  (DEAR) × ( 210) × (3)). In general, the multiplication factor makes required capital signiﬁcantly higher than VAR produced from private models. However, to reduce the burden of capital needs, an additional type of capital can be raised by FIs to meet the capital charge (or requirement). For example, suppose the portfolio DEAR was $10 million using the 1% worst case (or 99th percentile).42 The minimum capital charge would be:43 Capital charge  1$10 million2  1 2102  13 2  $94.86 million Capital provides an internal insurance fund to protect an FI, its depositors and other liability holders, and the insurance fund (e.g., the FDIC fund) against losses. The BIS permits three types of capital to be held to meet this capital requirement: Tier 1, Tier 2, and Tier 3. Tier 1 capital is essentially retained earnings and common stock, Tier 2 is essentially long-term subordinated debt (over ﬁve years), and Tier 3 is short-term subordinated debt with an original maturity of at least two years. Thus, the $94.86 million in the example above can be raised by any of the three capital types subject to the two following limitations: (1) Tier 3 capital is limited to 250% of Tier 1 capital, and (2) Tier 2 capital can be substituted for Tier 3 capital up to the same 250% limit. For example, suppose Tier 1 capital was $27.10 million and the FI issued short-term Tier 3 debt of $67.76 million. Then the 250% limit would mean that no more Tier 3 (or Tier 2) debt could be issued to meet a target above $94.86 ($27.1 × 2.5 = $67.76) without additional Tier 1 capital being added. This capital charge for market risk would be added to the capital charge for credit risk and operational risk to get the FI’s total capital requirement. Exhibit 8.11 lists the market risk capital requirement to the total capital requirement for several large U.S. bank holding companies as of the ﬁrst quarter of 2000. Notice how small the market risk capital requirement is relative to the total capital requirement for these banks. Only J.P. Morgan (prior to its merger with Chase) and CIBC have ratios greater than 10%. The average ratio of market risk capital required to total capital required for the 16 bank holding companies is only 4%.44 Moreover, very few banks, other than the very largest (above), report market risk exposures at all. 42Using



2.33 rather than 1.65. idea of a minimum multiplication factor of 3 is to create a scheme that is “incentive compatible.” Speciﬁcally, if FIs using internal models constantly underestimate the amount of capital they need to meet their market risk exposures, regulators can punish those FIs by raising the multiplication factor to as high as 4. Such a response may effectively put the FI out of the trading business. The degree to which the multiplication factor is raised above 3 depends on the number of days an FI’s model underestimates its market risk over the preceding year. For example, an underestimation error that occurs on more than 10 days out of the past 250 days will result in the multiplication factor being raised to 4. 44D. Hendricks and B. Hirtle, in “Bank Capital Requirements for Market Risk: The Internal Models Approach,” Federal Reserve Bank of New York Economic Policy Review, December 1997. pp. 1–12, also ﬁnds that the impact of the market risk capital charges on required capital ratios using internal models are small. They calculate an increase in the level of required capital from the general market risk component to range between 1.5 and 7.5% for the banks they examined. B. Hirtle, in “What Market Risk Capital Reporting Tells Us about Bank Risk,” Federal Reserve Bank of New York, Working Paper, July 2001, ﬁnds that since the implementation of the market risk capital standards at the beginning of 1998, the bank holding companies that were subject to the market capital requirements accounted for more than 98% of the trading positions held by all U.S. banking organizations. For these banks, market risk capital represented just 1.9% of overall capital requirements of the median bank. 43The
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Name KeyCorp Bank One Wells Fargo Mellon Financial Bank of New York First Union Bankmont Financial Chase Manhattan FleetBoston Financial HSBC North America State Street Taunus Bank of America



Market Risk Capital Requirement to Total Capital Requirement (%) 0.19974% 0.53955 0.60787 1.03772 1.25022 1.52644 1.56739 1.57258 2.14923 2.22723 2.94050 3.47091 4.83992



Exhibit 8.11. Ratio of Market Risk Capital Required to Total Capital Required for Bank Holding Companies Using Internal Models, First Quarter 2000.



In this chapter we analyzed the importance of measuring an FI’s market risk exposure. This risk is likely to continue to grow in importance as more and more loans and previously illiquid assets become marketable and as the traditional franchises of commercial banks, insurance companies, and investment banks shrink. Given the risks involved, both private FI management and regulators are investing increasing resources in models to measure and track market risk exposures. We analyzed in detail three different approaches FIs have used to measure market risk: RiskMetrics, the historic (or back simulation) approach, and the Monte Carlo simulation approach. The three different approaches were also compared in tems of simplicity and accuracy. Market risk is also of concern to regulators. Beginning in January 1998, banks in the United States have had to hold a capital requirement against the risk of their trading positions. The novel feature of the regulation of market risk is that the Federal Reserve and other central banks (subject to regulatory approval) have given large FIs the option to calculate capital requirements based on their own internal models rather than based on the regulatory model.
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VALUATION IN EMERGING MARKETS



9.1 INTRODUCTION. The principles of valuation do not change when you are valuing emerging market companies. In particular, the value of an asset or a business is the present value of the expected cash ﬂows, discounted back at a rate that reﬂects the riskiness of the cash ﬂows. It is true that many inputs that we take for granted in developed markets, such as risk-free rates may not be easily accessed in emerging markets, and other inputs, such as risk parameters and premiums, are much more difﬁcult to estimate because of the paucity of historical data. In addition, the information provided in ﬁnancial statements may fall well short of what we need to know to value a ﬁrm. We will begin by considering the estimation issues associated with discount rates ﬁrst, then examine cash ﬂow estimation, and close with some general caveats about emerging market valuation.



While there are several competing risk and return models in ﬁnance, most of them require three inputs to come up with an expected return. The ﬁrst is a riskless rate, which acts as a ﬂoor on your required return and measures what you would make on a guaranteed investment. The second is a risk premium, which looks at the extra return you would require as an investor for investing in the average risk investment. The third is a risk parameter or parameters (depending on the model you use) that captures the relative risk of the speciﬁc investment that you are evaluating.



9.2 ESTIMATING DISCOUNT RATES.



Most risk and return models in ﬁnance start off with an asset that is deﬁned as risk-free and use the expected return on that asset as the risk-free rate. The expected returns on risky investments are then measured relative to the risk-free rate, with the risk creating an expected risk premium that is added on to the risk-free rate. But what makes an asset risk free? And what do we do when we cannot ﬁnd such an asset?



(a) Risk-Free Rate.



An asset is risk free if we know the expected returns on it with certainty (i.e., the actual return is always equal to the expected return). Under what conditions will the actual returns on an investment be equal to the expected returns? There are two basic conditions that have to be met. The ﬁrst is that there can be no default risk. Essentially, this rules out any security issued by a private ﬁrm, since even the largest and safest ﬁrms have some measure of default risk. The only securities that have a chance of being risk free are government securities, not because governments are better run than corporations, but because they control the printing of currency. At least in nominal terms, they should be able to fulﬁll their promises. There is a second condition that riskless securities need to fulﬁll that is often forgotten. For an investment to have an actual return equal to its expected return, there can be no reinvestment risk. To illustrate this point, assume that you are trying to estimate the expected return over a ﬁve-year period and that you want a risk-free rate. A six-month Treasury bill rate, while default free, will not be risk free, because there is the reinvestment risk of not knowing what the treasury bill rate will be in six months. Even a ﬁve-year treasury bond is not risk free, since the coupons on the bond will be reinvested at rates that cannot be predicted today. The risk-free rate for a ﬁve-year time horizon has to be the expected return on a defaultfree (government) ﬁve-year zero coupon bond. This clearly has painful implications for anyone doing corporate ﬁnance or valuation, where expected returns often have



(i) Requirements for an Asset to Be Risk Free.
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to be estimated for periods ranging from one to ten years. A purist’s view of risk-free rates would then require different risk-free rates for each period and different expected returns. Here again, you may run into a problem with emerging markets, since governments often borrow only short term. (ii) Risk-Free Rates When There Is No Default-Free Entity. The assumption that you can use a government bond rate as the risk-free rate is predicated on the assumption that governments do not default, at least on local borrowing. There are many emerging market economies in which this assumption might not be viewed as reasonable. Governments in these markets are perceived as capable of defaulting even on local borrowing. When this is coupled with the fact that many governments do not borrow long term locally, there are scenarios in which obtaining a local risk-free rate, especially for the long term, becomes difﬁcult. In these cases, there are compromises that give us reasonable estimates of the risk-free rate:



• Look at the largest and safest ﬁrms in that market and use the rate that they pay on their long-term borrowings in the local currency as a base. Given that these ﬁrms, in spite of their size and stability, still have default risk, you would use a rate that is marginally lower1 than the corporate borrowing rate. • If there are long-term dollar-denominated forward contracts on the currency, you can use interest rate parity and the treasury bond rate (or riskless rate in any other base currency) to arrive at an estimate of the local borrowing rate. Forward ratetFC,$  1Spot rateFC,$ 2 a



1  Interest rateFC t b 1  Interest rate$



where, Forward RateFC,$ Spot RateFC,$ Interest RateFC Interest Rate$



 Forward rate for foreign currency units> $  Spot rate for foreign currency units> $  Interest rate in foreign currency  Interest rate in U.S. dollars



For instance, if the current spot rate is 38.10 Thai baht per U.S. dollar, the 10year forward rate is 61.36 baht per dollar and the current 10-year U.S. treasury bond rate is 5%, the 10-year Thai risk-free rate (in nominal baht) can be estimated as follows. 61.36  138.1 2 a



1  Interest rateThai baht 10 b 1  0.05



Solving for the Thai interest rate yields a 10-year risk free rate of 10.12%. The biggest limitation of this approach, however, is that forward rates are difﬁcult to



1I would use 0.50% less than the corporate borrowing rate of these ﬁrms as my risk-free rate. This is roughly an AA default spread in the United States.
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obtain for periods beyond a year2 for many of the emerging markets, where we would be most interested in using them. • You could adjust the local currency government borrowing rate by the estimated default spread on the bond to arrive at a riskless local currency rate. The default spread on the government bond can be estimated using the local currency ratings3 that are available for many countries. For instance, assume that the Indian government bond rate is 12% and that the rating assigned to the Indian government is A. If the default spread for A-rated bonds is 2%, the riskless Indian rupee rate would be 10%. Riskless Rupee rate  Indian Government Bond rate  Default Spread  12%  2%  10% The risk-free rate used to come up with expected returns should be measured consistently with how the cash ﬂows are measured. Thus, if cash ﬂows are estimated in nominal U.S. dollar terms, the risk-free rate will be the U.S. Treasury bond rate. This also implies that it is not where a project or ﬁrm is domiciled that determines the choice of a risk-free rate, but the currency in which the cash ﬂows on the project or ﬁrm are estimated. Thus, Ambev, a Brazilian company, can be valued using cash ﬂows estimated in Brazilian real, discounted back at an expected return estimated using a Brazilian risk-free rate or it can be valued in U.S. dollars, with both the cash ﬂows and the risk-free rate being the U.S. Treasury bond rate. Given that the same ﬁrm can be valued in different currencies, will the ﬁnal results always be consistent? If we assume purchasing power parity, then differences in interest rates reﬂect differences in expected inﬂation rates. Both the cash ﬂows and the discount rate are affected by expected inﬂation; thus, a low discount rate arising from a low risk-free rate will be exactly offset by a decline in expected nominal growth rates for cash ﬂows and the value will remain unchanged. If the difference in interest rates across two currencies does not adequately reﬂect the difference in expected inﬂation in these currencies, the values obtained using the different currencies can be different. In particular, projects and assets will be valued more highly when the currency used is the one with low interest rates relative to inﬂation. The risk, however, is that the interest rates will have to rise at some point to correct for this divergence, at which point the values will also converge.



(iii) Cash Flows and Risk-Free Rates: Consistency Principle.



(iv) Real versus Nominal Risk free Rates. Under conditions of high and unstable inﬂation, valuation is often done in real terms. Effectively, this means that cash ﬂows are estimated using real growth rates and without allowing for the growth that comes



2In cases in which only a one-year forward rate exists, an approximation for the long-term rate can be obtained by ﬁrst backing out the one-year local currency borrowing rate, taking the spread over the oneyear treasury bill rate, and then adding this spread onto the long-term treasury bond rate. For instance, with a one-year forward rate of 39.95 on the Thai bond, we obtain a one-year Thai baht riskless rate of 9.04% (given a one-year T-bill rate of 4%). Adding the spread of 5.04% to the 10-year treasury bond rate of 5% provides a 10-year Thai baht rate of 10.04%. 3Ratings agencies generally assign different ratings for local currency borrowings and dollar borrowing, with higher ratings for the former and lower ratings for the latter.
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from price inﬂation. To be consistent, the discount rates used in these cases have to be real discount rates. To get a real expected rate of return, we need to start with a real risk-free rate. While government bills and bonds offer returns that are risk free in nominal terms, they are not risk free in real terms, since expected inﬂation can be volatile. The standard approach of subtracting an expected inﬂation rate from the nominal interest rate to arrive at a real risk-free rate provides at best an estimate of the real risk-free rate. Until recently, there were few traded default-free securities that could be used to estimate real risk-free rates, but the introduction of inﬂation-indexed treasuries has ﬁlled this void. An inﬂation-indexed treasury security does not offer a guaranteed nominal return to buyers, but instead provides a guaranteed real return. Thus, an inﬂation-indexed treasury that offers a 3% real return will yield approximately 7% in nominal terms if inﬂation is 4% and only 5% in nominal terms if inﬂation is only 2%. The only problem is that real valuations are seldom called for or done in the United States, which has stable and low expected inﬂation. The markets where we would most need to do real valuations, unfortunately, are markets without inﬂationindexed default-free securities. The real risk free rates in these markets can be estimated by using one of two arguments: 1. The ﬁrst argument is that as long as capital can ﬂow freely to those economies with the highest real returns, there can be no differences in real risk free rates across markets. Using this argument, the real risk free rate for the United States, estimated from the inﬂation-indexed treasury, can be used as the real risk-free rate in any market. 2. The second argument applies if there are frictions and constraints in capital ﬂowing across markets. In that case, the expected real return on an economy, in the long term, should be equal to the expected real growth rate, again in the long term, of that economy, for equilibrium. Thus, the real risk-free rate for a mature economy like Germany should be much lower than the real risk free rate for an economy with greater growth potential, such as Hungary. (b) Equity Risk Premiums. The notion that risk matters and that riskier investments



should have a higher expected return than safer investments to be considered good investments is intuitive. Thus, the expected return on any investment can be written as the sum of the risk-free rate and an extra return to compensate for the risk. The disagreement, in both theoretical and practical terms, remains on how to measure this risk and how to convert the risk measure into an expected return that compensates for risk. This section looks at the estimation of an appropriate risk premium to use in risk and return models, in general, and in the capital asset pricing model, in particular. While competing models for risk and return in ﬁnance come to different conclusions about how best to measure an asset’s risk, they all share some common views about risk. First, they all deﬁne risk in terms of variance in actual returns around an expected return; thus, an investment is riskless when actual returns are always equal to the expected return. Second, they all argue that risk has to be measured from the perspective of the marginal investor in an asset and that this marginal investor is well diversiﬁed. Therefore, the argument goes, it is only the risk that an investment adds on to a diversiﬁed portfolio that should be meas-



(i) Competing Views on Risk Premiums.
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ured and compensated. In fact, it is this view of risk that leads models of risk to break the risk in any investment into two components. There is a ﬁrm-speciﬁc component that measures risk that relates only to that investment or to a few investments like it and a market component that contains risk that affects a large subset or all investments. It is the latter risk that is not diversiﬁable and should be rewarded. While all risk and return models agree on these fairly crucial distinctions, they part ways when it comes to how to measure this market risk. The capital asset pricing model assumes that you can measure it with one beta, whereas the arbitrage pricing and multifactor models measure market risk with multiple betas. In all of these models, the expected return on any investment can be written as: jk



Expected return  Risk-free Rate  a bj 1Risk Premiumj 2 j1



where, bj  Beta of investment relative to factor j Risk Premiumj  Risk Premium for factor j Note that in the special case of a single-factor model, such as the capital asset pricing model (CAPM), each investment’s expected return will be determined by its beta relative to the single factor. Assuming that the risk-free rate is known, these models all require two inputs. The ﬁrst is the beta or betas of the investment being analyzed, and the second is the appropriate risk premium(s) for the factor or factors in the model. We would like to measure how much market risk (or nondiversiﬁable risk) there is in any investment through its beta or betas. As far as the risk premium is concerned, we would like to know what investors, on average, require as a premium over the risk-free rate for an investment with average risk, for each factor. Without any loss of generality, let us consider the estimation of the beta and the risk premium in the CAPM. Here, the beta should measure the risk added on by the investment being analyzed to a portfolio, diversiﬁed not only within asset classes but across asset classes. The risk premium should measure what investors, on average, demand as extra return for investing in this portfolio relative to the risk-free asset. In practice, however, we compromise on both counts. We estimate the beta of an asset relative to the local stock market index, rather than a portfolio that is diversiﬁed across asset classes. This beta estimate is often noisy and a historical measure of risk. We estimate the risk premium by looking at the historical premium earned by stocks over default-free securities over long time periods. These approaches might yield reasonable estimates in markets like the United States, with a large and diversiﬁed stock market and a long history of returns on both stocks and government securities. We will argue, however, that they yield meaningless estimates for both the beta and the risk premium in emerging markets, where the equity markets represent a small proportion of the overall economy and the historical returns are available only for short periods. (ii) Historical Premium Approach: An Examination. The historical premium approach, which remains the standard approach when it comes to estimating risk premiums, is simple. The actual returns earned on stocks over a long time period is es-
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timated and compared to the actual returns earned on a default-free asset (usually government security). The difference, on an annual basis, between the two returns is computed and represents the historical risk premium. While users of risk and return models may have developed a consensus that historical premium is, in fact, the best estimate of the risk premium looking forward, there are surprisingly large differences in the actual premiums we observe being used in practice. For instance, the risk premium estimated in the U.S. markets by different investment banks, consultants, and corporations range from 4% at the lower end to 12% at the upper end. Given that we almost all use the same database of historical returns, provided by Ibbotson Associates,4 summarizing data from 1926, these differences may seem surprising. There are, however, three reasons for the divergence in risk premiums. The ﬁrst is that the premium will be different, depending on how far back in time you go. Statistically, the more reliable estimates come from going back longer—estimates in the United States often are based on going back to 1926. The second is that the premium will be different depending on your deﬁnition of a risk-free rate—it is generally larger when you use the T-bill rate as your riskless rate. The third reason for differences is that the premium is different when you look at the arithmetic average return earned over time as opposed to the geometric average, since the latter considers compounding. Exhibit 9.1 summarizes premiums for the United States, using three different slices of history, different risk-free rates, and arithmetic versus geometric averages. Note that the premiums can range from 4.52% to 12.67%, depending on the choices made. In fact, these differences are exacerbated by the fact that many risk premiums that are in use today were estimated using historical data three, four, or even ten years ago. Given how widely the historical risk premium approach is used, it is surprising how ﬂawed it is and how little attention these ﬂaws have attracted. Consider ﬁrst the underlying assumption that investors’ risk premiums have not changed over time and that the average risk investment (in the market portfolio) has remained stable over the period examined. We would be hard-pressed to ﬁnd anyone who would be willing to sustain this argument with fervor. The obvious ﬁx for this problem, which is to use a shorter and more recent time period, runs directly into a second problem, which is the large noise associated with risk premium estimates. While these standard errors may be tolerable for very long time periods, they clearly are unacceptably high when shorter periods are used.



4See “Stocks, Bonds, Bills, and Inﬂation,” an annual edition that reports on the annual returns on stocks, treasury bonds and bills, as well as inﬂation rates from 1926 to the present. (www.ibbotson.com).



Stocks—Treasury Bills



1928–2000 1962–2000 1990–2000 Exhibit 9.1.



Stocks—Treasury Bonds



Arithmetic



Geometric



Arithmetic



Geometric



8.41% 6.41% 11.42%



7.17% 5.25% 7.64%



6.53% 5.30% 12.67%



5.51% 4.52% 7.09%



Historical Risk Premia for the United States.
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If it is difﬁcult to estimate a reliable historical premium for the U.S. market, it becomes doubly so when looking at markets with short and volatile histories. This is clearly true for emerging markets, but it is also true for the European equity markets. While the economies of Germany, Italy, and France may be mature, their equity markets do not share the same characteristic. They tend to be dominated by a few large companies; many businesses remain private; and trading, until recently, tended to be thin except on a few stocks. While historical risk premiums for markets outside the United States cannot be used in risk models, we still need to estimate a risk premium for use in these markets. To approach this estimation question, let us start with the basic proposition that the risk premium in any equity market can be written as:



(iii) Modiﬁed Historical Risk Premium.



Equity risk premium  Base premium for mature equity market + Country premium The country premium could reﬂect the extra risk in a speciﬁc market. This boils down our estimation to answering two questions: 1. What should the base premium for a mature equity market be? 2. Should there be a country premium, and if so, how do we estimate the premium? To answer the ﬁrst question, we will make the argument that the U.S. equity market is a mature market and that there is sufﬁcient historical data in the United States to make a reasonable estimate of the risk premium. In fact, reverting back to our discussion of historical premiums in the U.S. market, we will use the geometric average premium earned by stocks over treasury bonds of 5.51% between 1928 and 2000. We chose the long time period to reduce standard error, for the Treasury bond to be consistent with our choice of a risk-free rate, and geometric averages to reﬂect our desire for a risk premium that we can use for longer-term expected returns. On the issue of country premiums, there are some who argue that country risk is diversiﬁable and that there should be no country risk premium. We will begin by looking at the basis for their argument and then consider the alternative view that there should be a country risk premium. We will present two approaches for estimating country risk premiums, one based on country bond default spreads and one based on equity market volatility. (iv) Should There Be a Country Risk Premium? Is there more risk in investing in a Malaysian or Brazilian stock than there is in investing in the United States? The answer, to most, seems to be obviously afﬁrmative. That, however, does not answer the question of whether there should be an additional risk premium charged when investing in those markets. Note that the only risk that is relevant for the purpose of estimating a cost of equity is market risk or risk that cannot be diversiﬁed away. The key question then becomes whether the risk in an emerging market is diversiﬁable or nondiversiﬁable risk. If, in fact, the additional risk of investing in Malaysia or Brazil can be diversiﬁed away, then there should be no additional risk premium charged. If it cannot, then it makes sense to think about estimating a country risk premium.
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But diversiﬁed away by whom? Equity in a Brazilian or Malaysian ﬁrm can be held by hundreds or thousands of investors, some of whom may hold only domestic stocks in their portfolio, whereas others may have more global exposure. For purposes of analyzing country risk, we look at the marginal investor—the investor most likely to be trading on the equity. If that marginal investor is globally diversiﬁed, there is at least the potential for global diversiﬁcation. If the marginal investor does not have a global portfolio, the likelihood of diversifying away country risk declines substantially. Stulz5 made a similar point using different terminology. He differentiated between segmented markets, where risk premiums can be different in each market because investors cannot or will not invest outside their domestic markets, and open markets, where investors can invest across markets. In a segmented market, the marginal investor will be diversiﬁed only across investments in that market; whereas in an open market, the marginal investor has the opportunity (even if he or she does not take it) to invest across markets. Even if the marginal investor is globally diversiﬁed, there is a second test that has to be met for country risk to not matter. All or much of country risk should be country speciﬁc. In other words, there should be low correlation across markets. Only then will the risk be diversiﬁable in a globally diversiﬁed portfolio. If the returns across countries have signiﬁcant positive correlation, however, country risk has a market risk component and is not diversiﬁable and can command a premium. Whether returns across countries are positively correlated is an empirical question. Studies from the 1970s and 1980s suggested that the correlation was low and this was an impetus for global diversiﬁcation. Partly because of the success of that sales pitch and partly because economies around the world have become increasingly intertwined over the last decade, more recent studies indicate that the correlation across markets has risen. This is borne out by the speed at which troubles in one market, say Russia, can spread to a market with little or no obvious relationship, say Brazil. So where do we stand? We believe that, while the barriers to trading across markets have dropped, investors still have a home bias in their portfolios and that markets remain partially segmented. While globally diversiﬁed investors are playing an increasing role in the pricing of equities around the world, the resulting increase in correlation across markets has resulted in a portion of country risk being nondiversiﬁable or market risk. In the next section, we will consider how best to measure this country risk and build it into expected returns. If country risk matters and leads to higher premiums for riskier countries, the obvious follow-up question becomes how we measure this additional premium. In this section, we will look at two approaches. The ﬁrst builds on default spreads on country bonds issued by each country, whereas the second uses equity market volatility as its basis.



(v) Measuring Country Risk Premiums.



DEFAULT RISK SPREADS. While there are several measures of country risk, one of the simplest and most easily accessible is the rating assigned to a country’s debt by a ratings agency (Standard & Poor’s [S&P], Moody’s, and Fitch all rate countries). These ratings measure default risk (rather than equity risk), but they are affected by many



5R. M. Stulz, Globalization, Corporate Finance, and the Cost of Capital, Journal of Applied Corporate Finance, Vol. 12, 1999.
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Country Argentina Bolivia Brazil Colombia Ecuador Guatemala Honduras Mexico Paraguay Peru Uruguay Venezuela



Ratinga



Typical Spreadb



Market Spreadc



B1 B1 B2 Ba2 Caa2 Ba2 B2 Baa3 B2 Ba3 Baa3 B2



450 450 550 300 750 300 550 145 550 400 145 550



433 469 483 291 727 331 537 152 581 426 174 571



aRatings



are foreign currency ratings from Moody’s. spreads are estimated by looking at the default spreads on bonds issued by all countries with this rating and are over and above a riskless rate (U.S. treasury or German Euro rate). cMarket spread measures the spread difference between dollar-denominated bonds issued by this country and the U.S. treasury bond rate. bTypical



Exhibit 9.2.



Ratings and Default Spreads: Latin America.



of the factors that drive equity risk—the stability of a country’s currency, its budget and trade balances, and its political stability, for instance6 The other advantage of ratings is that they come with default spreads over the U.S. Treasury bond. For instance, Exhibit 9.2 summarizes the ratings and default spreads for Latin American countries in June 2000. The market spreads measure the difference between dollar-denominated bonds issued by the country and the U.S. Treasury bond rate. While this is a market rate and reﬂects current expectations, country bond spreads are extremely volatile and can shift signiﬁcantly from day to day. To counter this volatility, we have estimated typical spreads by averaging the default spreads of all countries in the world with the speciﬁed rating over and above the appropriate riskless rate. These spreads tend to be less volatile and more reliable for long-term analysis. Analysts who use default spreads as measures of country risk typically add them on to both the cost of equity and debt of every company traded in that country. For instance, the cost of equity for a Brazilian company, estimated in U.S. dollars, will be 4.83% higher than the cost of equity of an otherwise similar U.S. company. If we assume that the risk premium for the United States and other mature equity markets is 5.51%, the cost of equity for an average Brazilian company can be estimated as follows (with a U.S. Treasury bond rate of 5% and a beta of 1.2). Cost of equity  Risk-free rate  Beta *1U.S. Risk premium2  Default spread  5%  1.215.51% 2  4.83%  16.34%



6The process by which country ratings are obtained is explained on the S&P Web site at www.ratings.standardpoor.com/criteria/index.htm.
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In some cases, analysts add the default spread to the U.S. risk premium and multiply it by the beta. This increases the cost of equity for high-beta companies and lowers them for low-beta ﬁrms. While ratings provide a convenient measure of country risk, there are costs associated with using them as the only measure. First, ratings agencies often lag markets when it comes to responding to changes in the underlying default risk. Second, the fact that the ratings agency focus on default risk may obscure other risks that could still affect equity markets. What are the alternatives? There are numerical country risk scores that have been developed by some services as much more comprehensive measures of risk. The Economist, for instance, has a score that runs from 0 to 100, where 0 is no risk, and 100 is most risky, that it uses to rank emerging markets. Alternatively, country risk can be estimated from the bottom up by looking at economic fundamentals in each country. This, of course, requires signiﬁcantly more information than the other approaches. Finally, default spreads measure the risk associated with bonds issued by countries and not the equity risk in these countries. Since equities in any market are likely to be more risky than bonds, you could argue that default spreads understate equity risk premiums. There are some analysts who believe that the equity risk premiums of markets should reﬂect the differences in equity risk, as measured by the volatilities of these markets. A conventional measure of equity risk is the standard deviation in stock prices; higher standard deviations are generally associated with more risk. If you scale the standard deviation of one market against another, you obtain a measure of relative risk.



RELATIVE STANDARD DEVIATIONS.



Relative standard deviationCountry X 



Standard deviationCountry X Standard deviationU.S.



This relative standard deviation when multiplied by the premium used for U.S. stocks should yield a measure of the total risk premium for any market. Equity risk premiumCountry X  Risk premiumU.S.*Relative standard deviationCountry X Assume, for the moment, that you are using a mature market premium for the United States of 5.51% and that the annual standard deviation of U.S. stocks is 20%. If the annual standard deviation of Indonesian stocks is 35%, the estimate of a total risk premium for Indonesia would be as follows. Equity risk premiumIndonesia  5.51%*



35%  9.64% 20%



The country risk premium can be isolated as follows: Country risk premiumIndonesia  9.64%  5.51%  4.13% While this approach has intuitive appeal, there are problems with using standard deviations computed in markets with widely different market structures and liquidity. There are very risky emerging markets that have low standard deviations for their eq-
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uity markets because the markets are illiquid. This approach will understate the equity risk premiums in those markets. The second problem is related to currencies since the standard deviations are usually measured in local currency terms; the standard deviation in the U.S. market is a dollar standard deviation, whereas the standard deviation in the Indonesian market is a rupiah standard deviation. This is a relatively simple problem to ﬁx, though, since the standard deviations can be measured in the same currency—you could estimate the standard deviation in dollar returns for the Indonesian market. DEFAULT SPREADS PLUS RELATIVE STANDARD DEVIATIONS. The country default spreads that come with country ratings provide an important ﬁrst step, but still measure only the premium for default risk. Intuitively, we would expect the country equity risk premium to be larger than the country default risk spread. To address the issue of how much higher, we look at the volatility of the equity market in a country relative to the volatility of the bond market used to estimate the spread. This yields the following estimate for the country equity risk premium:



Country risk premium  Country default spread* a



sEquiy sCountry bond



b



To illustrate, consider the case of Brazil. In March 2000, Brazil was rated B2 by Moody’s, resulting in a default spread of 4.83%. The annualized standard deviation in the Brazilian equity index over the previous year was 30.64%, while the annualized standard deviation in the Brazilian dollar denominated C-bond was 15.28%. The resulting country equity risk premium for Brazil is as follows: Brazil’s country risk premium  4.83% a



30.64% b  9.69% 15.28%



Note that this country risk premium will increase if the country rating drops or if the relative volatility of the equity market increases. Why should equity risk premiums have any relationship to country bond spreads? A simple explanation is that an investor who can make 11% on a dollar-denominated Brazilian government bond would not settle for an expected return of 10.5% (in dollar terms) on Brazilian equity. Playing devil’s advocate, however, a critic could argue that the interest rate on a country bond, from which default spreads are extracted, is not really an expected return, since it is based on the promised cash ﬂows (coupon and principal) on the bond rather than the expected cash ﬂows. In fact, if we wanted to estimate a risk premium for bonds, we would need to estimate the expected return based on expected cash ﬂows, allowing for the default risk. This would result in a much lower default spread and equity risk premium. Both this approach and the previous one use the standard deviation in equity of a market to make a judgment about country risk premium, but they measure it relative to different bases. This approach uses the country bond as a base, whereas the previous one uses the standard deviation in the U.S. market. This approach assumes that investors are more likely to choose between Brazilian bonds and Brazilian equity, whereas the previous one approach assumes that the choice is across equity markets.
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The three approaches to estimating country risk premiums will generally give you different estimates, with the bond default spread and relative equity standard deviation approaches yielding lower country risk premiums than the melded approach that uses both the country bond default spread and the equity and bond standard deviations. We believe that the larger country risk premiums that emerge from the last approach are the most realistic for the immediate future, but that country risk premiums will decline over time. Just as companies mature and become less risky over time, countries can mature and become less risky as well. One way to adjust country risk premiums over time is to begin with the premium that emerges from the melded approach and to adjust this premium down towards either the country bond default spread or the country premium estimated from equity standard deviations. Another way of presenting this argument is to note that the differences between standard deviations in equity and bond prices narrow over longer periods and the resulting relative volatility will generally be smaller.7 Thus, the equity risk premium will converge to the country bond spread as we look at longer-term expected returns. As an illustration, the country risk premium for Brazil would be 9.69% for the next year but decline over time to either the 4.83% (country default spread) or 4.13% (relative standard deviation). (vi) Choosing between the Approaches.



Once country risk premiums have been estimated, the ﬁnal question that we have to address relates to the exposure of individual companies within that country to country risk. There are three alternative views of country risk.



(vii) Estimating Asset Exposure to Country Risk Premiums.



1. Assume that all companies in a country are equally exposed to country risk. Thus, for Brazil, where we have estimated a country risk premium of 9.69%, each company in the market will have an additional country risk premium of 9.69% added to its expected returns. For instance, the cost of equity for Aracruz Celulose, a paper and pulp manufacturer listed in Brazil, with a beta of 0.72, in U.S. dollar terms would be (assuming a U.S. Treasury bond rate of 5% and a mature market (U.S.) risk premium of 5.59%): Expected cost of equity  5.00%  0.7215.51% 2  9.69%  18.66% Note that the risk-free rate that we use is the U.S. Treasury bond rate, and that the 5.51% is the equity risk premium for a mature equity market (estimated from historical data in the U.S. market). To convert this dollar cost of equity into a cost of equity in the local currency, all that we need to do is to scale the estimate by relative inﬂation. To illustrate, if the BR inﬂation rate is 10% and the U.S. inﬂation rate is 3%, the cost of equity for Aracruz in BR terms can be written as: Expected cost of equityBR  1.1866 a



1.10 b  1  0.2672 or 26.72% 1.03



7Jeremy Siegel reports on the standard deviation in equity markets in his book Stocks for the Very Long Run: The Deﬁnitive Guide to Financial Market Returns and Long-Term Investment Strategies, (McGraw-Hill, 2002), and notes that they tend to decrease with time horizon.
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This will ensure consistency across estimates and valuations in different currencies. The biggest limitation of this approach is that it assumes that all ﬁrms in a country, no matter what their business or size, are equally exposed to country risk. 2. Assume that a company’s exposure to country risk is proportional to its exposure to all other market risk, which is measured by the beta. For Aracruz, this would lead to a cost of equity estimate of: Expected cost of equity  5.00%  0.7215.51%  9.69% 2  15.94% This approach does differentiate between ﬁrms, but it assumes that betas which measure exposure to market risk also measure exposure to country risk as well. Thus, low-beta companies are less exposed to country risk than high-beta companies. 3. The most general, and our preferred approach, is to allow for each company to have an exposure to country risk that is different from its exposure to all other market risk. We will measure this exposure with  and estimate the cost of equity for any ﬁrm as follows: Expected return  Rf  Beta 1Mature equity risk premium2  l1County risk premium2 How can we best estimate ? You could argue that commodity companies which get most of their revenues in U.S. dollars8 by selling into a global market should be less exposed than manufacturing companies that service the local market. Using this rationale, Aracruz, which derives 80% or more of its revenues in the global paper market in U.S. dollars, should be less exposed9 than the typical Brazilian ﬁrm to country risk. Using a  of 0.25, for instance, we get a cost of equity in U.S. dollar terms for Aracruz of: Expected return  5%  0.7215.51% 2  0.2519.69% 2  11.39% Note that the third approach essentially converts our expected return model to a twofactor model, with the second factor being country risk as measured by the parameter  and the country risk premium. This approach also seems to offer the most promise in analyzing companies with exposures in multiple countries like Coca-Cola and Nestlé. While these ﬁrms are ostensibly developed market companies, they have substantial exposure to risk in emerging markets and their costs of equity should reﬂect this exposure. We could estimate the country risk premiums for each country in which they operate and a  relative to each country and use these to estimate a cost of equity for either company. (viii) An Alternative Approach: Implied Equity Premiums. There is an alternative to estimating risk premiums that does not require historical data or corrections for coun8While



I have categorized the revenues into dollar, the analysis can be generalized to look at revenues in other stable currencies and revenues in “risky currencies.” 9Aracruz
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try risk, but does assume that the market overall is correctly priced. Consider, for instance, a very simple valuation model for stocks. Value 



Expected dividends next period Required Return on Equity  Expected Growth Rate in Dividends



This is essentially the present value of dividends growing at a constant rate. Three of the four variables in this model can be obtained externally—the current level of the market (i.e., value), the expected dividends next period and the expected growth rate in earnings and dividends in the long term. The only “unknown” is then the required return on equity; when we solve for it, we get an implied expected return on stocks. Subtracting out the risk-free rate will yield an implied equity risk premium. To illustrate, assume that the current level of the S&P 500 Index is 900, the expected dividend yield on the index for the next period is 2% and the expected growth rate in earnings and dividends in the long term is 7%. Solving for the required return on equity yields the following: 900 



90010.02 2 r  0.07



Solving for r, r  0.07  0.02  0.09  9% If the current risk-free rate is 6%, this will yield a premium of 3%. This approach can be generalized to allow for high growth for a period and extended to cover cash ﬂow–based, rather than dividend-based, models. To illustrate this, consider the S&P 500 Index, as of December 31, 1999. The index was at 1469, and the dividend yield on the index was roughly 1.68%. In addition, the consensus estimate10 of growth in earnings for companies in the index was approximately 10% for the next 5 years. Since this is not a growth rate that can be sustained forever, we employ a two-stage valuation model, where we allow growth to continue at 10% for 5 years and then lower the growth rate to the treasury bond rate of 6.50% after the 5 year period.11 Exhibit 9.3 summarizes the expected cash ﬂows for the next 5 years of high growth and the ﬁrst year of stable growth thereafter. If we assume that these are reasonable estimates of the cash ﬂows and that the index is correctly priced, then Level of the index  1469 



27.15 29.86 32.85   2 11  r 2 1l  r 2 1l  r 2 3







36.13



11  r 2 4



39.75  



42.33 r  0.065



11  r 2 5



10We used the average of the analyst estimates for individual ﬁrms (bottom-up). Alternatively, we could have used the top-down estimate for the S&P 500 earnings. 11The Treasury bond rate is the sum of expected inﬂation and the expected real rate. If we assume that real growth is equal to the real rate, the long-term stable growth rate should be equal to the Treasury bond rate.
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Cash Flow on Index



1 2 3 4 5 6



27.15a 29.86 32.85 36.13 39.75 42.33



aCash



ﬂow in the ﬁrst year = 1.68% of 1469 (1.10) Exhibit 9.3.



Estimating an Implied Equity Risk Premium.



Note that the term with 42.33 in the last term of the equation is the terminal value of the index, based on the stable growth rate of 6.5%, discounted back to the present. Solving for r in this equation yields us the required return on equity of 8.56%. The Treasury bond rate on December 31, 1999, was approximately 6.5%, yielding an implied equity premium of 2.06%. The advantage of this approach is that it is market-driven and current and it does not require any historical data. Thus, it can be used to estimate implied equity premiums in any market. It is, however, bounded by whether the model used for the valuation is the right one and the availability and reliability of the inputs to that model. For instance, the equity risk premium for the Argentine market on September 30, 1998, was estimated from the following inputs. The index (Merval) was at 687.50 and the current dividend yield on the index was 5.60%. Earnings in companies in the index are expected to grow 11% (in U.S. dollar terms) over the next 5 years and 6% thereafter. These inputs yield a required return on equity of 10.59%, which when compared to the treasury bond rate of 5.14% on that day results in an implied equity premium of 5.45%. For simplicity, we have used nominal dollar expected growth rates12 and Treasury bond rates, but this analysis could have been done entirely in the local currency. In the CAPM, the beta of an investment is the risk that the investment adds to a market portfolio. In the APM and multifactor model, the betas of the investment relative to each factor have to be measured. There are two approaches available for estimating these parameters. The ﬁrst is to use historical data on market prices for individual investments. The second is to estimate the betas from the fundamental characteristics of the investment.



(c) Betas.



(i) Historical Market Betas. With historical market betas, we use past data on stock returns and returns on a market index to estimate the beta for a ﬁrm. In this section, we will ﬁrst describe the standard approach and then talk about some of the limitations of using it in emerging markets.



12The input that is most difﬁcult to estimate for emerging markets is a long term expected growth rate. For Argentine stocks, I used the average consensus estimate of growth in earnings for the largest Argentine companies that have listed American Depository Receipts (ADRs). This estimate may be biased, as a consequence.
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STANDARD APPROACH. The conventional approach for estimating the beta of an investment is a regression of the historical returns on the investment against the historical returns on a market index. For ﬁrms that have been publicly traded for a length of time, it is relatively straightforward to estimate returns that an investor would have made on investing in stock in intervals (such as a week or a month) over that period. In theory, these stock returns on the assets should be related to returns on a market portfolio (i.e., a portfolio that includes all traded assets, to estimate the betas of the assets). In practice, we tend to use a stock index, such as the S&P 500, as a proxy for the market portfolio, and we estimate betas for stocks against the index. When we regress stock returns (Rj) against market returns (Rm):



Rj  a  bRm where a  Intercept from the regression Cov1Rj,Rm 2 b  Slope of the regression  s2m The slope of the regression corresponds to the beta of the stock and measures the riskiness of the stock. The process for estimating betas in markets with fewer stocks listed on them is no different from the process described above, but the estimation choices on return intervals, the market index and the return period can make a much bigger difference in the estimate. The historical beta is likely to be ﬂawed for the following reasons: HISTORICAL BETA ESTIMATE FOR COMPANIES IN SMALLER OR EMERGING MARKETS.



• When liquidity is limited, as it often is in many stocks in emerging markets, the betas estimated using short return intervals tend to be much more biased. In fact, using daily or even weekly returns in these markets will tend to yield betas that are not good measures of the true market risk of the company. • In many emerging markets, both the companies being analyzed and the market itself change signiﬁcantly over short periods of time. Using ﬁve years of returns, as we did for Boeing, for a regression may yield a beta for a company (and market) that bears little resemblance to the company (and market) as it exists today. • Finally, the indices that measure market returns in many smaller markets tend to be dominated by a few large companies. For instance, the Bovespa (the Brazilian index) was dominated for several years by Telebras, which represented almost half the index. Nor is this just a problem with emerging markets. When an index is dominated by one or a few companies, the betas estimated against that index are unlikely to be true measures of market risk. In fact, the betas are likely to be close to one for the large companies that dominate the index and wildly variable for all other companies. ILLUSTRATION



1:



BETA ESTIMATES FOR TITAN CEMENTS.



Consider, for instance, the beta estimated for Titan Cements, a cement and construction company in Greece. Exhibit 9.4 is the beta estimate for Titan obtained from a beta service (Bloomberg) from January 1996 to December 2000. Note that the index
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Exhibit 9.4.



Beta Estimate for Titan Cement: Athens Stock Exchange Index.



used is the Athens Stock Index. This is a fairly conventional choice since most services estimate betas against a local index. Based on this regression, we arrive at the following equation. ReturnsTitan Cement  0.31%  0.93ReturnsASE 10.08 2



R squared  57%



The beta for Titan Cements, based upon this regression, is 0.93. The standard error of the estimate, shown in brackets below, is only 0.08, but the caveats about narrow indices apply to the Athens Stock Exchange Index. Drawing on the arguments in the previous section, if the marginal investor in Titan Cements is, in fact, an investor diversiﬁed across European companies, the appropriate index would have been a European stock index. The Bloomberg beta calculation with the MS European Index is reported in Exhibit 9.5. Note the decline in beta to 0.33 and the increase in the standard error of the beta estimate. In fact, if the marginal investor is globally diversiﬁed, Titan Cement’s beta (as well as Boeing’s beta in the previous illustration) should have been estimated against a global index. Using the Morgan Stanley Capital Index (MSCI), we get the regression beta of 0.33 in Exhibit 9.6. In fact, the beta estimate and the standard error look very similar to the ones estimated against the European index. In short, regression betas will almost always be either too noisy or skewed by estimation choices to be useful measures of the equity risk in a company. The cost of equity is far too important an input into a discounted cash ﬂow valuation to be left to statistical chance.
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Exhibit 9.5.



Beta Estimate for Titan: MSCI Euro Index.



Exhibit 9.6.



Beta Estimate For Titan: MSCI Global Index.
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A second way to estimate betas is to look at the fundamentals of the business. The beta for a ﬁrm may be estimated from a regression, but it is determined by decisions the ﬁrm has made on what business to be in, how much operating leverage to use in the business, and the degree to which the ﬁrm uses ﬁnancial leverage. In this section, we will examine an alternative way of estimating betas for ﬁrms, where we are less reliant on historical betas and more cognizant of their fundamental determinants. (ii) Fundamental Betas.



The beta of a ﬁrm is determined by three variables: (1) the type of business or businesses the ﬁrm is in, (2) the degree of operating leverage of the ﬁrm, and (3) the ﬁrm’s ﬁnancial leverage. Although we will use these determinants to ﬁnd betas in the CAPM, the same analysis can be used to calculate the betas for the arbitrage pricing and the multi-factor models as well.



DETERMINANTS OF BETAS.



Since betas measure the risk of a ﬁrm relative to a market index, the more sensitive a business is to market conditions, the higher its beta. Thus, other things remaining equal, cyclical ﬁrms can be expected to have higher betas than noncyclical ﬁrms. Companies involved in housing and automobiles, two sectors of the economy that are very sensitive to economic conditions, should have higher betas than companies in food processing and tobacco, which are relatively insensitive to business cycles. We can extend this view to a company’s products. The degree to which a product’s purchase is discretionary will affect the beta of the ﬁrm manufacturing the product. Firms whose products are much more discretionary to their customers should have higher betas than ﬁrms whose products are viewed as necessary or less discretionary. Thus, the beta of Procter & Gamble, which sells diapers and daily household products, should be lower than the beta of Gucci, which manufactures luxury products.



TYPE OF BUSINESS.



DEGREE OF OPERATING LEVERAGE. The degree of operating leverage is a function of the cost structure of a ﬁrm and is usually deﬁned in terms of the relationship between ﬁxed costs and total costs. A ﬁrm that has high ﬁxed costs relative to total costs is said to have high operating leverage. A ﬁrm with high operating leverage will also have higher variability in operating income than would a ﬁrm producing a similar product with low operating leverage. Other things remaining equal, the higher variance in operating income will lead to a higher beta for the ﬁrm with high operating leverage. Can ﬁrms change their operating leverage? While some of a ﬁrm’s cost structure is determined by the business it is in (an energy utility has to build expensive power plants, and airlines have to lease expensive planes), ﬁrms in the United States have become increasingly inventive in lowering the ﬁxed cost component in their total costs. For instance, ﬁrms have made cost structures more ﬂexible by:



• Negotiating labor contracts that emphasize ﬂexibility and allow the ﬁrm to make its labor costs more sensitive to its ﬁnancial success • Entering into joint venture agreements, where the ﬁxed costs are borne or shared by someone else • Subcontracting manufacturing and outsourcing, which reduce the need for expensive plant and equipment
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While the arguments for such actions may be couched in terms of offering competitive advantage and ﬂexibility, they do also reduce the operating leverage of the ﬁrm and its exposure to market risk. While operating leverage affects betas, it is difﬁcult to measure the operating leverage of a ﬁrm, at least from the outside, since ﬁxed and variable costs are often aggregated in income statements. It is possible to get an approximate measure of the operating leverage of a ﬁrm by looking at changes in operating income as a function of changes in sales. Degree of operating leverage  %Change in operating profit> %Change in sales For ﬁrms with high operating leverage, operating income should change more than proportionately when sales change. Generally, smaller ﬁrms with higher growth potential are viewed as riskier than larger, more stable ﬁrms. While the rationale for this argument is clear when talking about total risk, it becomes more difﬁcult to see when looking at market risk or betas. Should a smaller software ﬁrm have a higher beta than a larger software ﬁrm? One reason to believe that it should is operating leverage. If there is a set-up cost associated with investing in infrastructure or economies of scale, smaller ﬁrms will have higher ﬁxed costs than larger ﬁrms, leading in turn to higher betas for these ﬁrms. DEGREE OF FINANCIAL LEVERAGE. Other things remaining equal, an increase in ﬁnancial leverage will increase the beta of the equity in a ﬁrm. Intuitively, we would expect that the ﬁxed interest payments on debt result in high net income in good times and low or negative net income in bad times. Higher leverage increases the variance in net income and makes equity investment in the ﬁrm riskier. If all the ﬁrm’s risk is borne by the stockholders (i.e., the beta of debt is zero)13 and debt has a tax beneﬁt to the ﬁrm, then



bL  bu a 1  11  t2 a



D bb E



where bL  Levered beta for equity in the firm bu  Unlevered beta of the firm 1i.e., the beta of the firm without any debt2 t  Corporate tax rate D>E  Debt>Equity ratio



13This formula was originally developed by Hamada in 1972. There are two common modiﬁcations. One is to ignore the tax effects and compute the levered beta as:



bL  bu a 1 



D E



b



If debt has market risk (i.e., its beta is greater than zero), the original formula can be modiﬁed to take it into account. If the beta of debt is ␤D, the beta of equity can be written as: bL  bu a 1  11  t2 a



D E



b b  bD 11  t2 a



D E



b
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Intuitively, we expect that as leverage increases (as measured by the debt to equity ratio), equity investors bear increasing amounts of market risk in the ﬁrm, leading to higher betas. The tax factor in the equation measures the tax deductibility of interest payments. The unlevered beta of a ﬁrm is determined by the types of the businesses in which it operates and its operating leverage. It is often also referred to as the asset beta since it is determined by the assets owned by the ﬁrm. Thus, the levered beta, which is also the beta for an equity investment in a ﬁrm or the equity beta, is determined both by the riskiness of the business it operates in and by the amount of ﬁnancial leverage risk it has taken on. Since ﬁnancial leverage multiplies the underlying business risk, it stands to reason that ﬁrms that have high business risk should be reluctant to take on ﬁnancial leverage. It also stands to reason that ﬁrms that operate in stable businesses should be much more willing to take on ﬁnancial leverage. Utilities, for instance, have historically had high debt ratios but have not had high betas, mostly because their underlying businesses have been stable and fairly predictable. BOTTOM UP BETAS. Breaking down betas into their business risk and ﬁnancial leverage components provides us with an alternative way of estimating betas in which we do not need past prices on an individual ﬁrm or asset. To develop this alternative approach, we need to introduce an additional property of betas that proves invaluable. The beta of two assets put together is a weighted average of the individual asset betas, with the weights based upon market value. Consequently, the beta for a ﬁrm is a weighted average of the betas of all the different businesses it is in. We can estimate the beta for a ﬁrm in ﬁve steps.



• Step 1: We identify the business or businesses the ﬁrm operates in. • Step 2: We ﬁnd other publicly traded ﬁrms in these businesses and obtain their regression betas, which we use to compute an average beta for the ﬁrms, and their ﬁnancial leverage. • Step 3: We estimate the average unlevered beta for the business, by unlevering the average beta for the ﬁrm by their average debt to equity ratio. Alternatively, we could estimate the unlevered beta for each ﬁrm and then compute the average of the unlevered betas. The ﬁrst approach is preferable because unlevering an erroneous regression beta is likely to compound the error. Unlevered betaBusiness 



Betacomparable firms



1  11  t2 1D>E ratio comparable firms2



• Step 4: To estimate an unlevered beta for the ﬁrm that we are analyzing, we take a weighted average of the unlevered betas for the businesses it operates in, using the proportion of ﬁrm value derived from each business as the weights. If values are not available, we use operating income or revenues as weights. This weighted average is called the bottom-up unlevered beta. jk



Unlevered betafirm  a Unlevered betaj*Value weightj j1



where the ﬁrm is assumed to operating in k different businesses.



9.2 ESTIMATING DISCOUNT RATES



9 • 23



• Step 5: Finally, we estimate the current market values of debt and equity of the ﬁrm and use this debt-to-equity ratio to estimate a levered beta. The betas estimated using this process are called bottom-up betas. THE CASE FOR BOTTOM-UP BETAS. At ﬁrst sight, the use of bottom-up betas may seem to leave us exposed to all of the problems we noted with regression betas. After all, the betas for other publicly traded ﬁrms in the business are obtained from regressions. Notwithstanding these bottom up betas represent a signiﬁcant improvement on regression betas for the following reasons:



• While each regression beta is estimated with standard error, the average across a number of regression betas will have much lower standard error. The intuition is simple. A high standard error on a beta estimate indicates that it can be signiﬁcantly higher or lower than the true beta. Averaging across these errors results in an average beta that is far more precise than the individual betas that went into it. In fact, if the estimation errors on individual ﬁrm betas are uncorrelated across ﬁrms, the savings in standard error can be stated as a function of the average standard error and the number of ﬁrms in the sample. Standard errorBottom-up beta 



Average standard errorComparable firms 1n



where n is the number of ﬁrms in the sample. Thus, if the average standard error in beta estimates for software ﬁrms is 0.50 and the number of software ﬁrms is 100, the standard error of the average beta is only 0.05 (0.50/ 1100). • A bottom-up beta can be adapted to reﬂect actual changes in a ﬁrm’s business mix and expected changes in the future. Thus, if a ﬁrm divested a major portion of its operations last week, the weights on the businesses can be modiﬁed to reﬂect the divestiture. The same can be done with acquisitions. In fact, a ﬁrm’s strategic plans to enter new businesses in the future can be brought into the beta estimates for future periods. • Firms do change their debt ratios over time. While regression betas reﬂect the average debt-to-equity ratio maintained by the ﬁrm during the regression period, bottom-up betas use the current debt to equity ratio. If a ﬁrm plans to change its debt-to-equity ratio in the future, the beta can be adjusted to show these changes. • Finally, bottom-up betas wean us from our dependence on historical stock prices. While we do need these prices to get betas for comparable ﬁrms, all we need for the ﬁrm being analyzed is a breakdown of the businesses it is in. Thus, bottom-up betas can be estimated for private ﬁrms, divisions of business and stocks that have just started trading in ﬁnancial markets.



COMPUTATIONAL DETAILS. While the idea behind bottom-up betas is fairly simple, there are several computational details that are deserving of attention:



• Deﬁning comparable ﬁrms. First, we have to decide how narrowly we want to deﬁne a business. Consider, for instance, a ﬁrm that manufactures entertainment
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software. We could deﬁne the business as entertainment software and consider only companies that primarily manufacture entertainment software to be comparable ﬁrms. We could go even further and deﬁne comparable ﬁrms as ﬁrms manufacturing entertainment software with revenues similar to that of the company being analyzed. While there are beneﬁts to narrowing the comparable ﬁrm deﬁnition, there is a large cost. Each additional criterion added on to the deﬁnition of comparable will mean that fewer ﬁrms make the list and the savings in standard error that comprise the biggest beneﬁt to bottom-up betas become smaller. A common sense principle should therefore come into play. If there are hundreds of ﬁrms in a business, as there are in the software business, you can afford to be more selective. If there are relatively few ﬁrms, not only do you have to become less selective, you might have to broaden the deﬁnition of comparable to bring in other ﬁrms into the mix. • Estimating Betas. Once the comparable ﬁrms in a business have been deﬁned, you have to estimate the betas for these ﬁrms. While it would be best to estimate the regressions for all of these ﬁrms against a common and well diversiﬁed equity index, it is usually easier to use service betas that are available for each of these ﬁrms. These service betas may be estimated against different indices. For instance, if you deﬁne your business to be global telecommunications and obtain betas for global telecom ﬁrms from Bloomberg, these betas will be estimated against their local indices. This is usually not a fatal problem, especially with large samples, since errors in the estimates tend to average out. • Averaging Method. The average beta for the ﬁrms in the sector can be computed in one of two ways. We could use market-weighted averages, but the savings in standard error that we touted in the earlier section will be muted, especially if there are one or two very large ﬁrms in the sample. We could estimate the simple average of the betas of the companies, thus weighting all betas equally. The process weighs in the smallest ﬁrms in the sample disproportionately but the savings in standard error are likely to be maximized. There is also the issue of whether the ﬁrm being analyzed should be excluded from the group when computing the average. While the answer is yes, there will make little or no difference in the ﬁnal estimate if there are more than 15 or 20 comparable ﬁrms. • Controlling for differences. In essence, when we use betas from comparable ﬁrms, we are assuming that all ﬁrms in the business are equally exposed to business risk and have similar operating leverage. Note that the process of levering and unlevering of betas allows us to control for differences in ﬁnancial leverage. If there are signiﬁcant differences in operating leverage—cost structure—across companies, the differences in operating leverage can be controlled for as well. This would require that we estimate a business beta, where we take out the effects of operating leverage from the unlevered beta. Business beta 



Unlevered beta 1  11  tax rate2 1Fixed costs>Variable costs2



Note the similarity to the adjustment for ﬁnancial leverage; the only difference is that both ﬁxed and variable costs are eligible for the tax deduction and the tax rate is therefore no longer a factor. The business beta can then be relevered to reﬂect the differences in operating leverage across ﬁrms.
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HOW WELL DO BETAS TRAVEL? Often, when analyzing ﬁrms in small or emerging markets, we have to estimate betas by looking at ﬁrms in the same business but traded on other markets. This is what we did when estimating the beta for Titan Cement. Is this appropriate? Should the beta for a steel company in the United States be comparable to that of a steel company in Indonesia? We see no reason why it should not. But the company in Indonesia has much more risk, you might argue. We do not disagree, but the fact that we use similar betas does not mean that we believe that the costs of equity are identical across all steel companies. In fact, using the approach described earlier in this paper, the risk premium used to estimate the cost of equity for the Indonesian company will incorporate a country risk premium, whereas the cost of equity for the U.S. company will not. Thus, even if the betas used for the two companies are identical, the cost of equity for the Indonesian company will be much higher. There are a few exceptions to this proposition. Recall that one of the key determinants of betas is the degree to which a product or service is discretionary. It is entirely possible that products or services that are discretionary in one market (and command high betas) may be nondiscretionary in another market (and have low betas). For instance, phone service is viewed as a nondiscretionary product in most developed markets, but is a discretionary product in emerging markets. Consequently, the average beta estimated by looking at telecom ﬁrms in developed markets will understate the true beta of a telecom ﬁrm in an emerging market. Here, the comparable ﬁrms should be restricted to include only telecom ﬁrms in emerging markets. ILLUSTRATION



2:



ESTIMATING A BOTTOM-UP BETA FOR TITAN CEMENTS—JANUARY



2000.



To estimate a beta for Titan Cement, we began by deﬁning comparable ﬁrms as other cement companies in Greece but found only one comparable ﬁrm. When we expanded the list to include cement companies across Europe, we increased our sample to nine ﬁrms. Since we did not see any reason to restrict our comparison to just European ﬁrms, we decided to look at the average beta for cement companies globally. There were 108 ﬁrms in this sample with an average beta of 0.99, an average tax rate of 34.2% and an average debt to equity ratio of 27.06%. We used these numbers to arrive at an unlevered beta of 0.84. Unlevered beta for cement companies 



0.99  0.84 1  11  0.342 2 10.2706 2



We then used Titan’s market values of equity (566.95 million Gdr) and debt (13.38 million GDr) to estimate a levered beta for its equity: Levered beta  0.84¢1  11  0.2414 2 a



13.38 b ≤  0.86 566.95



We used a tax rate of 24.14% in this calculation. (d) From Cost of Equity to Cost of Capital. While equity is undoubtedly an important and indispensable ingredient of the ﬁnancing mix for every business, it is but one ingredient. Most businesses ﬁnance some or much of their operations using debt or some security that is a combination of equity and debt. The costs of these sources of
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ﬁnancing are generally very different from the cost of equity and the cost of ﬁnancing for a ﬁrm should reﬂect their costs as well, in proportion to their use in the ﬁnancing mix. Intuitively, the cost of capital is the weighted average of the costs of the different components of ﬁnancing—including debt, equity and hybrid securities— used by a ﬁrm to fund its ﬁnancial requirements. In this section, we examine the process of estimating the cost of ﬁnancing other than equity and the weights for computing the cost of capital. The cost of debt measures the current cost to the ﬁrm of borrowing funds to ﬁnance projects. In general terms, it is determined by the following variables:



(i) Calculating the Cost of Debt.



• The riskless rate. As the riskless increases, the cost of debt for ﬁrms will also increase. • The default risk (and associated default spread) of the company. As the default risk of a ﬁrm increases, the cost of borrowing money will also increase. • The tax advantage associated with debt. Since interest is tax deductible, the after-tax cost of debt is a function of the tax rate. The tax beneﬁt that accrues from paying interest makes the after-tax cost of debt lower than the pretax cost. Furthermore, this beneﬁt increases as the tax rate increases. After-tax cost of debt  Pretax cost of debt 11  tax rate2 The simplest scenario for estimating the cost of debt occurs when a ﬁrm has long term bonds outstanding that are widely traded. The market price of the bond, in conjunction with its coupon and maturity can serve to compute a yield that we use as the cost of debt. Alternatively, for ﬁrms that have bonds that are rated, we can estimate their costs of debt by using their ratings and associated default spreads. Thus, a ﬁrm with a AA rating can be expected to have a cost of debt approximately 0.50% higher than the treasury bond rate, since this is the spread typically paid by AA rated ﬁrms. What happens when, as is often the case with emerging market companies, when you have ﬁrms that have neither bonds outstanding nor a bond rating. You have two choices.: 1. Recent borrowing history. Many ﬁrms that are not rated still borrow money from banks and other ﬁnancial institutions. By looking at the most recent borrowings made by a ﬁrm, we can get a sense of the types of default spreads being charged the ﬁrm and use these spreads to come up with a cost of debt. 2. Estimate a synthetic rating. An alternative is to play the role of a ratings agency and assign a rating to a ﬁrm based on its ﬁnancial ratios; this rating is called a synthetic rating. To make this assessment, we begin with rated ﬁrms and examine the ﬁnancial characteristics shared by ﬁrms within each ratings class. To illustrate, Exhibit 9.7 lists the range of interest coverage ratios for small manufacturing ﬁrms in each S&P ratings class for the United States. Now consider a small ﬁrm that is not rated but has an interest coverage ratio of 6.15. Based on this ratio, we would assess a “synthetic rating” of A for the ﬁrm. In general, there are two problems we run into when we use this approach to esti-



9.2 ESTIMATING DISCOUNT RATES Interest Coverage Ratio



Rating



Spread



>12.5 9.5–12.5 7.5–9.5 6–7.5 4.5–6 3.5–4.5 3–3.5 2.5–3 2–2.5 1.5–2 1.25–1.5 0.8–1.25 0.5–0.8 
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