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Preface



INTRODUCTION In the seventies, structured programming revolutionized the way programmers constructed software systems. Today, many are predicting that the object-oriented programming paradigm will be the second major revolution in software engineering and that object-oriented systems will become the predominant programming tools of the nineties. In the two volumes of Inside Smalltalk, we take an in-depth look at the Smalltalk-80 environment — the programming system that most consistently adheres to the object-oriented paradigm and that has served both as a model for object-oriented extensions to existing languages and as the basis for a new generation of languages supporting inheritance. It can be argued that Smalltalk has had more impact on software development in the last decade than any other programming language. Smalltalk fosters the notions of programming in the large and programming by extension rather than by re-invention. Smalltalk provided the foundation for window-based graphical user interfaces, for the development of truly reusable class libraries, and for the introduction of on-line tools such as code browsers. Our objective in Inside Smalltalk is to provide a comprehensive survey of the Smalltalk environment, the language, and the library. A secondary goal is to show how interactive graphical applications can be constructed using object-oriented programming techniques and the unique Smalltalk programming environment. Moreover, we show how Smalltalk's underlying philosophy of reusing and extending existing code permits the development of such applications with high productivity. Programming in Smalltalk is different from programming in other languages such as Pascal, C, or Ada because of the major influence played by the object-oriented programming paradigm, the large class library, and the interactive programming environment. Developing programs in Smalltalk requires familiarity with all three of these components and the learning curve for programmers is therefore longer than for more traditional languages. Although there is no substitute for programming with the Smalltalk system itself, our



XI



objective is to reduce this learning curve by providing a comprehensive description of the Smalltalk language, the class library and programming environment and by illustrating the use of object-oriented programming techniques to develop interactive graphical applications. The need for a Smalltalk guru to be close at hand when learning the system will then be minimized. In addition, Inside Smalltalk will be a valuable reference to accomplished Smalltalk programmers whenever they venture into uncharted territory in the class library. Be forewarned that it will take you considerably longer to become an accomplished Smalltalk programmer than an accomplished Pascal programmer. However, the return on your investment will be an ability to develop interactive graphical applications with all the features of modern user interfaces; e.g., windows, menus, mouse interaction. Indeed, a major emphasis of the second volume is to describe the Smalltalk features that make this possible; namely, the model-view-controller paradigm for constructing user interfaces and the graphical and window classes in the library. At the time of this writing, and despite the fact that it is this material that gives Smalltalk much of its appeal, no in-depth presentation of the graphical and user interface classes was available in any other text. Although the Smalltalk language is itself quite small, the Smalltalk system is large. Initially this limited its use to expensive, powerful workstations. However, efficient implementations of Smalltalk are now readily accessible to large numbers of users on the current generation of personal computers bringing the power of Smalltalk to the classroom and a mass audience.



ORGANIZATION OF THE BOOK Inside Smalltalk consists of two volumes with the first volume divided into 4 major sections. The second volume concentrates on the window and user interface classes and describes how Smalltalk may be used to develop applications involving WIMP-based (Windows, Icons, Menu, and Pointer) user interfaces.



VOLUME ONE The first section of Volume One introduces the fundamentals of object-oriented programming and Smalltalk, the second describes the Smalltalk programming environment, and the final two sections divide the class library into basic classes (objects, magnitudes, and collections), and graphical classes. A common thread throughout the latter two sections is to describe a set of related classes from the class library, to explain some of the rationale behind design decisions taken by the designers, and then to show how new classes may be added to extend the existing classes in some useful way. In addition, Chapter 10 is devoted entirely to extended case studies describing the implementation of graphics-based applications. Problem sets are included at the end of each chapter; these range from simple exercises, to extensions of examples presented in the text, and finally to major projects.



Fundamentals In this section, we introduce the reader to the fundamental concepts of object-oriented programming. Using a language independent approach, Chapter 1 characterizes objectxii
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oriented programming as programming with objects, programming by simulation, computation via message passing and programming in the presence of polymorphism, inheritance, and a large class library. Chapter 2 describes how these fundamental notions manifest themselves in Smalltalk. Smalltalk is a language somewhat smaller in size than Pascal and based on a surprisingly small set of concepts; namely objects, messages, classes, subclassing, and inheritance. Our approach is to introduce these new concepts by relating them to their counterparts in traditional programming paradigms and programming languages. In particular, programming in Smalltalk is introduced by contrasting Smalltalk code with its Pascal equivalent. The Programming Environment Developing Smalltalk programs is characterized by a total integration of tools and an absence of modes. Editors, file managers, compilers, debuggers, and print utilities are all included within the Smalltalk environment. Chapters 3, 4, and 5 provide an introduction to the integrated collection of powerful and sophisticated tools that together form the Smalltalk programming environment. Chapter 3 provides an introduction to basic features of the user interface, in particular, windows and menu interaction and how to enter, edit, and evaluate Smalltalk code. Chapter 4 describes the central role played by browsers in the programming process both for navigating the class library and for editing and compiling additions to this library. Chapter 5 describes the use of inspectors to investigate the internal state of objects and the use of notifiers and debuggers to view and modify the state of a suspended computations.



Basic Classes In this section, we describe the basic classes — those classes that form the core of the class library. Chapter 6 introduces the default behavior for operations such as copying, printing and comparing that are supported by class Object — the ultimate superclass of all classes. Chapter 7 describes the Magnitude classes including the numeric, character, date and time classes. Chapter 8 describes the Collection and Stream classes that are as fundamental to Smalltalk as lists are to Lisp. To provide a better understanding of the numerous and closely related collection classes, we consider the classes from a logical perspective partitioning them into four major logical groups. Graphics In this section, the classes supporting the interactive creation and manipulation of graphical images are surveyed and their use illustrated through three case studies. Chapter 9 explains the use of forms and the bitblt operations that serve as a base for the Smalltalk graphical model. Interaction with the mouse and keyboard is addressed together with a description of simple graphical interaction techniques. The chapter concludes with a review of the path or trajectory classes (arcs, circles, curves, lines, linear fits, and splines) and the use of pens. Chapter 10 presents three extended graphical examples: film loops, a magnifying glass, and a simple video game. Film loops are never ending movies and show how simple animation sequences can be developed. Techniques for obtaining flicker-free displays and for
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storage of graphical forms on disk are also introduced. The latter facility illustrates the use of object mutation — the ability for one object to mutate into another. The magnifying glass application allows a user to move a magnifier over the display while magnifying the image under the magnifying glass. This application illustrates advanced graphical programming techniques and, in particular, describes how circular rather than rectangular forms may be manipulated. Finally, the video game illustrates the evolutionary approach that characterizes the design and development of Smalltalk applications. The design decisions that took place during the development of the game are described in detail along with the use of notions such as reusability, specialization, and generalization that differentiate object-oriented design from traditional design methodologies.



VOLUME TWO Windows In Volume Two, we describe the Smalltalk classes that provide (1) the familiar overlapping windows, pop-up menus, and mouse interaction facility that characterize the Smalltalk user interface and (2) the model-view-controller framework for the construction of user interfaces. Chapter 1 provides an introduction to the model-view-controller paradigm, dependency maintenance, the distinction between process management and window management, and the window transformation protocol. Chapter 2 provides an overview of the existing window classes and provides a detailed description of the basic views and controllers that support the window classes described in subsequent chapters. Extensive examples are provided to show how views and controllers can be created and used. Chapters 3 through 7 describe menu, switch, text, form (graphics), and pop-up windows respectively. Each of these chapters describes the differences between the standard classes and pluggable classes and shows (1) how users can use the existing classes, (2) how they may be modified to provide extensions, and (3) how new classes based on the existing ones can be created for special applications. Finally, Chapter 8 provides an extended example to illustrate the construction of a large-scale window application. It deals with the construction of a window maker — an editor that helps users create user interfaces. In the process, a design for a library of switch forms and a library editor is developed. The existing window classes are extended to support the window maker application and more than a dozen subwindows are designed to support the window maker editor.



WHO SHOULD READ THIS BOOK? Smalltalk provides a new programming paradigm and the two volumes are therefore aimed at readers who are receptive to new ways of thinking about problem solving and new programming language concepts. We expect that most readers will have some programming experience in a procedural language. Programmers familiar with Pascal, C, Ada, or Fortran will find the language easy to learn and will be pleasantly surprised at the extensive set of support tools in the environment.
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To gain full benefit from the book, readers should have access to a Smalltalk system and be prepared to adopt an exploratory hands-on approach to programming and problemsolving. Inside Smalltalk is for the professional programmer and serious student who wish to use the Smalltalk system as a powerful, efficient prototyping and development environment. The book can be effectively used in undergraduate and graduate courses in object-oriented programming or software engineering where Smalltalk will be a language of instruction. The book will be particularly valuable for students carrying out extensive thesis and project work in Smalltalk.



SMALLTALK DIALECTS Two releases of Smalltalk-80 have been licensed by the Xerox Corporation. These are known as Smalltalk-80 Version 1 and Smalltalk-80 Version 2 respectively. Version 2 includes several features, notably support for multiple inheritance, not supported by Version 1. ParcPlace Systems1 now has exclusive worldwide ownership of the Smalltalk-80 system. The Smalltalk language2 is available under royalty-free license from ParcPlace. Smalltalk-80 Version 2 is now accepted as the standard Smalltalk-80 system and it is this dialect of Smalltalk that is described in this book. Indeed, whenever we use the term Smalltalk in this text we are referring to Smalltalk-80. Smalltalk-80 for Sun, Macintosh, Apollo, DEC, Hewlett Packard, and 80386 MS-DOS systems is available from ParcPlace Systems. Smalltalk-80 code is almost entirely portable across different host platforms. The Smalltalk80 system is now marketed by ParcPlace Systems under the name Objectworks for Smalltalk-80. Digitalk 3 markets Smalltalk/V, a dialect of Smalltalk for Macintosh and IBM PC computers. Excluding the user interface classes, there is a great deal of commonality between the Smalltalk V and Smalltalk-80 class libraries. Similarly, the range of programming tools is similar, although there are distinct differences in the structure and functionality of specific tools such as the browser, in the method of interaction with the environment and in the degree of integration with the specific platform
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7 Object-Oriented Programming



1.1 INTRODUCTION In terms of its influence on the programming community, object-oriented programming (OOP) is predicted to be to the nineties what structured programming was to the seventies. But what is it that makes a system or programming language object-oriented? What exactly is meant by the term object-oriented? In this chapter we try to answer these and related questions. We will introduce object-oriented concepts in a language independent manner. However, because terminology in the field has not been standardized and since we will be describing Smalltalk in the rest of this book, we will use the terminology adopted by Smalltalk.



1.2 OOP IS PROGRAMMING BY SIMULATION Object-oriented programming is most easily described as programming by simulation. The programming metaphor is based on personifying the physical or conceptual objects from some real-world domain into objects in the program domain; e.g., objects are clients in a business, foods in a produce store, or parts in a factory. We try to reincarnate objects from the problem domain into our computer models, giving the objects in our program the same characteristics and capabilities as their real-world counterparts. This process is often referred to as anthropomorphic programming or programming by personification. The power of simulation as a programming metaphor can be seen from the success of the window-based user interfaces now common in personal workstations. The Apple Macintosh™, for example, uses a desktop metaphor in which icons representing such



common office objects as documents, folders, and even trash cans appear on the desk. Interactively, a user can open documents, copy them, store a document with other documents in a folder, or place a document in the trash can. Operations on the desktop objects mimic the way their real-world counterparts are manipulated. When implementation domain objects have a direct mapping to problem domain objects, the resulting software is far easier to understand and use. Consider the following problem specification for a simple video game. 1 A typical display for the game is shown in Fig. 1.1. The objective of the game is to remove all the bricks from the wall. When the ball strikes a brick, the brick disappears. The ball can be redirected using the paddle, which the player can move to the left or right using the mouse. The ball bounces off the sides, bricks, and paddle in a conventional fashion. A player is provided with at most three balls (one at a time) to remove the bricks. A ball is lost if it passes below the paddle; i.e., if the player misses it! Demolishing the bricks with the allotted three balls is a win — failure to do so is a loss.



Figure 1.1 Simple video game.



An object-oriented solution to this problem would simulate the objects in the reai video game. Software objects would be constructed to represent the paddle, the sides, the ball, the bricks in the wall, and so on. Furthermore, operations on these objects would represent problem-domain tasks such as moving the ball and the paddle, determining if the paddle has struck the ball or whether the ball is lost, removing bricks from the wall, and so on.



Problem taken from D. H. Bell et al., Software Engineering — A Programming Approach (Englewood Cliffs, New Jersey: Prentice-Hall International, 1987).
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1.3 TRADITIONAL VERSUS OBJECT-ORIENTED PROGRAMMING Object-oriented programming is fundamentally different from traditional procedural or algorithmic approaches. Object-oriented programming describes a system in terms of the objects involved. Traditional programming approaches, on the other hand, describe systems in terms of their functionality. We will use the video game example to illustrate the differences between the traditional and object-oriented approaches.



1.3.1 A Traditional Approach The classical top-down stepwise refinement approach to problem solving involves refining a problem solution into greater levels of detail based on functional decomposition. Taking a functional approach, we might first describe the solution to our video game in terms of the abstract statement: Video Game



The next step in the solution might be to decompose this statement into the following: WHILE Someone wants to play DO Set Initial Game Display Play a Single Game ENDWHILE



The design could now be refined further by taking some of the abstract functions in the current solution such as Set Initial Game Display and Play a Single Game and decomposing them in a similar fashion. Set Initial Game Display Draw Wall Draw Sides Initialize Paddle Play a Single Game Set Score to 0 Set Balls Left to 3 WHILE Balls Left > 0 DO Play a Ball Decrement Balls Left ENDWHILE



The next step might be to refine the Play a Ball module. Play a Ball Enter new Ball into Game WHILE Ball is in Play DO Check Ball Position Update Score & Display Move Ball Move Paddle ENDWHILE Remove Ball from Game Chapter 1 Object-Oriented Programming
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We are refining the solution to the problem algorithmically in a step-by-step manner, with each step in the process describing a solution to the problem at a certain level of abstraction. Systems refined in this way are most easily described using a diagram (see Fig. 1.2) where major modules are hierarchically organized and where each module represents a function or subproblem in the solution. A design produced using a functional decomposition approach fits very nicely with the procedural approach to programming encouraged by early languages such as Fortran, Pascal, or Cobol, where the subroutine, procedure, or subprogram is the predominant mechanism for structuring code. There is a direct mapping between functional modules in the design and procedures in the code.



Set Initial Game Display



Update Score & Display



Figure 1.2 Functional decomposition of the video game.



1.3.2 An Object-Oriented Approach If we take an object-oriented approach to this problem, our first concern is to try to identify not the functions but the objects that will be involved in the computation. The easiest objects to identify are those with real-world counterparts. In the case of our video game example, this leads us to think of objects such as the bricks, the wall, the sides, the paddle, the ball, and the video game itself, as shown in Fig. 1.3.
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Figure 1.3 Object-oriented decomposition of the video game. Once the objects have been identified, the next task is to identify their characteristics and the interrelationships between them. For example, the paddle and the ball are clearly interrelated. When the paddle strikes the ball, the ball will change direction. Similarly there is a relationship between the wall and the ball. Component or part-of relationships can also be identified. This kind of relationship exists between individual bricks and the wall. The wall is made up of bricks. In this way, we can establish how the game objects interact with each other to achieve a simulation of the video game.



1.3.3 Objects Encapsulate State and Operations Objects are characterized by their state and the operations that can be performed on that state. Generally, objects have components and the state of an object is therefore characterized by the state of its components. For example, a ball might consist of a radius and a position. A paddle, side, or brick might be described by position, width, and height. Similarly the state of a video game might consist of a ball, a paddle, a wall of bricks, and a set of sides (see Fig. 1.4). VideoGame ball paddle sides wall



Ball position radius



Brick position width height



Figure 1.4 Objects are characterized by their state.
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Each kind of object supports a set of operations that may be applied to the object to modify or interrogate its state. For example, a ball responds to requests to report or modify its position. Similarly, a ball can be asked whether it is located behind the game paddle or whether it is colliding with any of the other components in the game. We could perform similar analyses on the other objects in the video game. Conceptually, we can characterize objects such as the ball in our example as an encapsulation of both state and operations (behavior), as shown in Fig. 1.5. STATE Position Direction OPERATIONS Position? Direction? Modify Position Beyond Wall? Behind Paddle?



Figure 1.5 Conceptual view of a ball.



By encapsulation, we mean the ability to conceptually group together in an object both the state of the object and the allowable operations on that state. For another example, consider a stack that encapsulates both a representation, perhaps an array or a list, and the operations push, pop, isEmpty, etc., which may be applied to the stack to modify or interrogate its state.



1.3.4 Objects Communicate via Message-Passing An object-oriented system can be described as a set of objects communicating with each other to achieve some result. Each object can be thought of as a small virtual computer with its own state (or memory) and its own set of operations (or instruction set). Computation is achieved by sending messages to objects. When an object receives a message it determines whether is has an appropriate operation, script, or method to allow it to respond to the message. The definition of the method describes how the object will react upon receiving the message. In object-oriented terminology, we refer to the collection of operations that define the behavior of an object as the protocol supported by the object.
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Method



A synonym for operation. Invoked when a message is received by an object.



Protocol



The set of messages to which an object responds.
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Rather than calling a procedure to carry out an operation, we speak of sending a message to an object. The object receiving the message is referred to as the receiver. Thus, we speak of sending the are you behind the paddle message to a ball (see Fig. 1.6). Ignoring terminology, the effect of sending a message to an object can be equated to a traditional function call, with the object receiving the message acting as an argument to the function. The result of sending a message to an object is to invoke the appropriate method, which then returns an object as a result. In the case of the are you behind the paddle message, the result returned would be either the object true or the object false. a Ball behindPaddle Receiver



J



Message



Figure 1.6 Message-passing.



More generally, messages consist of a selector that uniquely identifies the operation required of the receiver, and a set of zero or more arguments. For example, to modify the position of a ball in the video game, we must supply the new position for the ball as part of the message (see Fig. 1.7). a Ball



Receiver



Message



Selector



Argument



Figure 1.7 Message components. In contexts such as distributed computing, message-passing often implies concurrency. In object-oriented programming, this is generally not the case. Message-passing is synchronous; i.e., a standard function call/return mechanism is used. A second message cannot be sent until the result of sending a first message has been returned; i.e., the sender of a message is blocked until a response is received.



1.4 OOP IS PROGRAMMING WITH ABSTRACT DATA TYPES The object-oriented approach to programming has much in common with the notion of programming with abstract data types. In fact, object-oriented programming can be thought of as subsuming this style of programming and extending it with two additional programming notions — polymorphism and inheritance.



Chapter 1 Object-Oriented Programming



7



Objects (and abstract data types) adhere to an important fundamental principle for structuring software systems — information hiding. The idea behind information hiding is that users of an object need not have access to either the representation or the implementation of the operations. It is useful to think of objects as providing two views of themselves: one to potential users or clients of the object and another to implementors of the object. Users of the object may modify its state but only indirectly by invoking the operations supported by the object. The major advantage of this approach is that it allows an implementor to modify the implementation of an object in a manner that is transparent to users. Users or clients of the object do not have to be notified of the change. This separation of the object's user interface from its implementation is essential for the production of maintainable and reusable software. Consider the example of a stack. The user's view of a stack is an advertised message protocol that allows a user to create and modify stacks (see Fig. 1.8). The user has no knowledge of, and cannot directly access, the representation of the stack. The state of the stack can only be modified indirectly through the supported operations. The implementor's view includes knowledge of the representation used for the stack and the detailed code used to implement each message (see Fig. 1.9). If an implementor decides to change the representation of the stack from an array to a list and modifies the implementation of the operations accordingly, the user would be unaware that such a change had taken place. Any code that made use of the old version of the stack would work equally well with the new version. Stack push: anObject "Push anObject onto the stack." pop T o p an element off the stack." top "Return the top element of the stack." isEmpty "Is the stack empty?"



Figure 1.8 User's view of a stack.



The notion of using a data type without detailed knowledge of its representation is a familiar one. Traditional programming languages all provide support for a set of basic data types; e.g., integers, reals, characters, arrays. Each data type supports a set of well-known operations; e.g., the arithmetic operations for integers. Users do not need to know whether
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Stack stack elements



» • 1' 1I I " > top pop "Return the top element from the stack." IF stack is not empty THEN topElement := stack [top] top := top - 1 RETURN topElement ENDIF push: anObject



Figure 1.9 Lnplementor's view of a stack. integers are represented using a sign-magnitude or two's-complement representation. An object can now be defined as follows: Object



An abstraction from the problem domain with private state and characterized by the message protocol that it supports.



Earlier, we drew attention to the correspondence between the functional decomposition approach to programming and the procedural languages such as Pascal, Fortran, and Cobol. In a similar way, the encapsulation and information hiding required by the data abstraction approach are provided by the modules and packages of the next generation of languages like Modula 2 and Ada.



1.5 OOP IS PROGRAMMING VIA CLASSIFICATION Real-world systems depend on our ability to classify and categorize. Elephants, tigers, polar bears, horses, and cows are all mammals (see Fig. 1.10); lead, silver, and platinum are metals; savings, checking, and term deposits are types of bank accounts; and so on. Through classification, we are able to associate characteristics common to all members of a class. All mammals are vertebrates (have backbones), are warm-blooded, and have hair on their bodies; all metals have atomic weights; and all bank accounts have balances.
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Figure 1.10 Object classification — animals.



In OOP, the class is the abstraction that captures the attributes and operations common to a set of objects. A class describes the representation and message protocol followed by each of the members, or in OOP terminology, the instances, of the class. Every object is an instance of some class. Class



A description of a set of objects with similar characteristics, attributes, and behaviors. A synonym for type.



Instance



An individual object that is both described by and a member of a particular class.



Consider the example of savings accounts in a bank. The private state associated with each account might consist of at least an account number and a balance. The representation of the object can be thought of as a Pascal record — a collection of heterogeneous components or fields. The fields of an object are referred to as instance variables since they will be present in every instance and they are changeable (variable). All savings accounts therefore have two instance variables: account number and balance. Instance Variable



A component part or field of an object.



Operations on savings accounts might include withdrawals (withdraw: anAmount), deposits (deposit: anAmount), and queries about the balance (queryBalance). Logically, an object is an indivisible encapsulation of state and operations. However, since all instances of a class support the same set of operations, the methods or operations can be physically associated with the class. Only the state or private information relating to a specific object resides in the instance. Consider instances of the class SavingsAccount. Each instance has its own account number and balance. However, the operations for making deposits, withdrawals, and balance queries can be shared by all instances and stored in the class. When a message is sent to an instance, the system searches for the operation in the class of the instance. Fig. 1.11 illustrates the shared operations associated with class SavingsAccount and three instances each maintaining its own private state. 10
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This physical view of classes and instances leads us to the following alternative definitions: Class



A repository for methods that can be executed by all instances belonging to that class.



Instance



A repository for data that describes the state of an individual member of a class. mySavingsAccount accountNumber balance



123456 1250.37



CLASS SavingsAccount jimsSavingsAccount



OPERATIONS



accountNumber balance



deposit: anAmount withdraw: anAmount queryBalance



123457 507.75



jillsSavingsAccount accountNumber balance



123458 9.95



Instances of Class SavingsAccount Figure 1.11 Classes versus instances.



1.6 OOP IS PROGRAMMING WITH POLYMORPHISM One of the most important characteristics of object-oriented programming is that the interpretation of a message is in the hands of the receiver; i.e., the same message can be interpreted in different ways by different receivers. Operations exhibiting this property are said to be polymorphic. Messages can be thought of as late-bound procedure calls, where the actual method or procedure to be invoked is not determined until the message is actually sent to a specific receiver. Consider the following message expression: an Object at: 1 put: 'first'



It is not possible to determine what effect this code will have until the class of object bound to the variable anObject is known. If anObject is an array, the effect is to make string 'first' be the first element of the array. However, if anObject is a dictionary, the effect is to either add a new association to the dictionary with key 1 and value 'first' or, if the key 1 previously
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existed within the dictionary, to modify the value associated with the key 1. Yet another interpretation would arise if anObject was a search tree. One of the major advantages of polymorphism is that it allows the overloading of names. Hence, the same name can be used throughout a system to denote a commonly used and well-understood operation. As we shall see later, many common message selectors in Smalltalk such as new, =, do:, and copy are redefined as many as twenty times. This consistency in operation naming across class boundaries helps significantly reduce the name space in large systems.



1.6.1 Static Versus Dynamic Binding As a further example of the desirability of polymorphism, consider an application where various kinds of geometric figures such as rectangles, triangles, squares, and circles are to be displayed and manipulated. To capture the figure abstraction in a type definition in a traditional language such as Pascal, we could define a variant record with a tag field that discriminates between the different possible figure types. We could then implement a display operation on the variant record type. To decompose the implementation into well-designed components, we could provide one figure-specific procedure for each discriminant. In that case, the display procedure would have to use some sort of case logic (see Fig. 1.12) to determine the type of figure involved in order to call the correct figure-specific procedure. Because the association between each figure-specific procedure and the type of parameter required is known at compile-time, the coupling between the two is known as static binding. PROCEDURE Display (aFigure: Figure); BEGIN CASEaFigure.figureType OF Rectangle: DisplayTriangle (aFigure.aRectangle); Triangle: DisplayRectangle (aFigure.aTriangle); Square: Display Square (aFigure.aSquare); Circle: DisplayCircle (aFigure.aCircle) END END



DisplaySquare DisplayCircle



Figure 1.12 Static binding.



In a similar fashion, we could define operations to move a given figure or compute its area. These procedures would share the same case logic as the Display operation above. In an object-oriented language, we must again implement a display method for each of the triangle, rectangle, square, and circle figures. However, the same name is used in each case. Consequently, it is no longer the programmer's responsibility to determine the correct method to invoke. A programmer can send the message display to any figure; e.g., by executing 'aFigure display'. Based on the type of aFigure, the correct display method will be located and executed by the system. Clearly, the correspondence between the operation display and its parameter aFigure is determined at execution-time rather than at compiletime. This run-time coupling is known as dynamic binding (see Fig. 1.13). 12
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Triangle display



aFigure display



Message Dispatcher
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display Square display
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Circle display
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I



Figure 1.13 Dynamic binding.



This polymorphic solution is more adaptable to change and reuse. Consider extending our figure example to allow another object type, say Pentagon. In both solutions, we would provide pentagons with all of the operations supported by the other figures. However, in the traditional solution, we must also modify all operations on figures since they all contain case logic similar to that in Fig. 1.13. In every situation, a new case must be added. In a large system, this kind of activity is extremely error-prone. Chances are that we will fail to make one or more of the necessary changes. In an object-oriented system, the changes required are localized — we simply implement the necessary operations on pentagons without changing anything else.



1.7 OOP IS PROGRAMMING WITH INHERITANCE We often think of objects as specializations of other objects. Precious metals are specializations of metals, sports cars are specializations of cars, romance novels are specializations of books, and so on. All precious metals are metals but not all metals are precious metals. Similarly, all sports cars are cars and all romance novels are books, but the reverse is not true. Extending this notion, we can view one class of objects as a subclass of another. Taking the argument still further, we can create hierarchies of classes based on



Figure 1.14 Bank Account hierarchy. Chapter 1 Object-Oriented Programming
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logical 'is-a' relationships. In Fig. 1.14, checking accounts, savings accounts, and term deposit accounts are all bank accounts. Similarly, in Fig. 1.15, quadrilaterals and triangles are polygons, and squares and rectangles are special kinds of quadrilaterals. Furthermore, a square is a special kind of rectangle.



Polygon



Triangle



Square



Figure 1.15 Polygon hierarchy.



1.7.1 Specialization and Generalization What does it mean to say that one class is a subclass of another? Intuitively, we mean that the subclass has all the characteristics of the more general class but extends it in some way. Precious metals have all the characteristics of metals but, in addition, they can be distinguished from some metals on the basis of monetary value. Similarly, quadrilaterals are specializations of polygons with four sides. Polygons can have any number of sides. Squares are specializations of quadrilaterals where all four sides have equal length, and adjacent sides are perpendicular to one another. Applying these arguments in reverse, we can describe the superclass of a class as being a generalization of the class. One of the best ways to describe something new to someone else is to describe it in terms of something that is similar; i.e., by describing how it differs from something known. Quoting an example from Cox, 2 a zebra is a horse with stripes! This concise definition conveys a substantial amount of information to someone familiar with horses but not with zebras.



Z



B. Cox, Object-Oriented Programming: An Evolutionary Approach (Reading, Mass.: Addison-Wesley, 1986).
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Object-oriented programming languages embody these notions of specialization and differential description. Classes are hierarchically organized in subclassing relationships. When one class is a subclass of another, it is said to assume or inherit the representation and behavior of its superclass. Because of the sharing achieved through inheritance, the new class has to describe only how it is different from the superclass. Logically, a brevity of expression is achieved. Physically, this permits a sharing of operations — an operation provided in one class is applicable to each and every subclass. Subclass



A class that inherits methods and representation from an existing class.



Superclass



A class from which another class inherits representation and methods.



To get a better feel for these ideas, consider the simple hierarchy of bank account classes shown in Fig. 1.16. To keep the description manageable, we have reduced the problem to bare essentials. Assume that all bank accounts, whether checking, savings, or term deposits, have an account number and a balance and that, in addition, term deposit accounts have a term associated with them. Class BankAccount, therefore, has two instance variables, accountNumber and balance, and all three subclasses inherit this representation so that all instances have at least these two fields. Subclass CheckingAccount adds no additional instance variables; neither does subclass SavingsAccount. Class TermDepositAccount, however, introduces an additional instance variable term, giving term deposits a total of three instance variables. In general, subclasses can add new instance variables but they can never remove them. The same applies for methods. Subclasses can add methods with the same names as methods provided in a superclass but they cannot eliminate methods. Fig. 1.16 illustrates the class hierarchy and the state of one instance for each of the three subclasses. All types of bank accounts support operations to query the balance of an account. If an operation has identical implementations in each subclass, we can implement the operation once only in the common superclass BankAccount and have the three subclasses inherit the operation. Other operations, such as querying the term of an account, will have to be specific to class TermDepositAccount. In some situations, a common operation that we might wish to implement once in a superclass may have to be duplicated in the subclasses if its implementation depends on die particular type of account. For example, it might be the case that the operations for deposits and withdrawals can be shared by savings and checking accounts but that a different implementation of these operations is required for term deposit accounts. Fig. 1.17 illustrates a specific design for the placement of operations within the bank account class hierarchy. Operations should be placed as high in the hierarchy as possible so that they may be shared by as many subclasses as possible. Object-oriented languages like Smalltalk support large reusable class libraries. The Smalltalk class library, for example, is organized in a single hierarchy with the most general class Object at the root. Class Object contains operations that can be inherited by all objects; e.g., a default print operation that prints the receiver's class name. In all, Smalltalk contains in excess of 250 classes with over 2,000 methods. The extensive class library fosters the notion of programming by reuse rather than by reinvention.
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Object



accountNumber balance



myTermDepositAccount accountNumber balance term



123456 10000.00 5.0



mySavingsAccount accountNumber balance



34278 2471.87



myCheckingAccount accountNumber balance



56921 23.37



Figure 1.16 Representation inheritance.



When a message is sent to an object, the system first looks for a method with the same selector name in the class of the object. If found, the method is executed; otherwise, the search is continued in the superclass, and the above process is repeated. Ultimately, a method will be found and executed or the top of the hierarchy will be reached (class Object, for example, has no superclass). The latter situation is an error since it indicates the use of a
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message for which there is no corresponding method. In this case, an error notification is generated. To illustrate this search process, consider the following example. Fig. 1.17 should be used to determine (and verify) which method is actually executed. CLASS Object



CLASS BankAccount



operations deposit: anAmount withdraw: anAmount queryBalance



CLASS CheckingAccount CLASS TermDepositAccount



operations CLASS SavingsAccount



deposit anAmount withdraw: anAmount queryTerm



operations



Figure 1.17 Operation inheritance. Message Sent



Which Method Is Executed



aTerm DepositAccount queryTerm aChec king Account queryBalance aSavingsAccount queryTerm aSavingsAccount print



use method in class TermDepositAccount use inherited method in class BankAccount error - no method in superclass chain use inherited method in class Object



In summary, a new class may differentiate itself from its superclass in a number of ways. In particular, the new class may support additional operations other than those inherited. • support new implementations of operations that could otherwise be inherited.
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override existing operations supported by the superclass but inappropriate for the new class by adding an operation that signals an error. contain only a restricted subset of the instances of the original class, add additional state.



1.8 SUMMARY Object-oriented programming can be characterized as: Programming with objects. Objects have state and can answer questions about themselves. Objects are data types. They encapsulate the state or representation of an object together with operations on that state and support the principle of information hiding. Programming by simulation. Applications are designed and implemented as a simulation or animation. Objects model entities in the real world. This style of programming is often referred to as programming by personification or anthropomorphic programming. Computation by message-passing. Scripts (or methods) define how an object will respond to a given message. Programming in the presence of polymorphism. Messages may be interpreted in different ways by different receivers. Programming in the presence of inheritance. Code sharing is achieved through the inheritance of representation and behavior from one class of object to another. New classes are defined as specializations of existing classes. Programming in the presence of a reusable class library. New applications are constructed from an existing library of parts.



1.9 GLOSSARY



selected terminology abstract data types The style of programming that separates the external interface (the user's viewpoint) from the representation and implementation details (the implementor's viewpoint).



dynamic binding A requirement that the operation intended by a specific name can be determined from the name of the operations and the type of parameters at run-time (as opposed to compile-time).



anthropomorphic programming The programming metaphor that embodies the objects with intelligence to decide how to react to requests on their own.



information hiding The notion that a data type's representation and implementation need not by known by users of a data type. inheritance A mechanism that allows one class of objects to share the methods and representation of another class of objects.



class A description of a set of objects with similar characteristics and attributes.
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instance An individual object described by a particular class. instance variables Variables found in all instances of a class; components of an object. message A request sent to an object to carry out some task. message pattern A method selector together with names for any arguments required by the selector. message protocol The messages to which an object can respond. method A description of how an operation on an object is to be computed. object A component of the Smalltalk system represented by some private data and a set of methods (operations). polymorphism The ability to take on several meanings. Messages are polymorphic in the sense that the actual method invoked is determined by the type of the receiver. programming by personification A synonym for anthropomorphic programming.



programming by simulation The programming metaphor that is based on personifyirig the physical or conceptual objects from some realworld domain into objects in the program domain; e.g., objects are clients in a business, foods in a produce store, or parts in a factory. selector The component of a message that uniquely specifies the operation requested; e.g., at:put: is the selector in "anArray at: 1 put: hi". specialization The notion that one kind of object is a special case of another; e.g., precious metals are a specialization of metals, sports cars a specialization of cars, and romance novels a specialization of books. static binding A requirement that the operation intended by a specific name can be determined from the name of the operations and the type of parameters at compile-time (as opposed to run-time). subclass A class that inherits methods and representation from another class. superclass A class from which another class inherits representation and methods.



programming by reinvention The undesirable notion that programming can be done by unknowingly duplicating the functionality of existing code. programming by reuse The notion that operations in a class can be used by a subclass without reprogramming or modifying the existing classes.
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2.1 INTRODUCTION Programming in Smalltalk is different from programming in traditional languages such as Pascal, Fortran, or Ada. A major difference is that the language is object-oriented rather than procedure-oriented and is based on concepts such as objects and messages rather than procedures and functions. Although these concepts are new to many programmers, they are often overshadowed by a more visible difference. Smalltalk is much more than a programming language — it is a complete program development environment. It integrates in a consistent manner such features as an editor, a compiler, a debugger, a spelling checker, print utilities, a window system, and a source code manager. Such features are traditionally associated with an operating system rather than a programming language. Smalltalk eliminates the sharp boundary between application and operating system by modelling everything as an object. Becoming a productive Smalltalk programmer requires much more than a familiarity with the language. You must become adept at using the development tools provided by the Smalltalk programming environment and, perhaps most important of all, become familiar with the extensive library of existing classes (or data types) supplied with the Smalltalk system. Be forewarned that it takes considerably longer to become an accomplished Smalltalk programmer than an accomplished Pascal programmer. Interactive experimentation and on-line familiarization are essential. Smalltalk encourages an exploratory approach to programming. The payoff, however, is well worth the extra effort. You will be able to develop interactive graphical applications with all the features of modern user interfaces (e.g., windows, menus, mouse interaction) at low cost. Smalltalk applications can be developed with high productivity because of Smalltalk's underlying philosophy of reusing and extending existing code rather than reinventing code.
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Programming in Smalltalk therefore requires at least a knowledge of the following: •



the fundamental language concepts; namely objects, messages, classes, and inheritance,



•



the syntax and semantics of Smalltalk,



•



how to interact with the Smalltalk programming environment to build new Smalltalk applications (Smalltalk is an interactive language that favors a learn by doing or exploratory approach to programming), and



•



the fundamental system classes, such as the numeric, collection, graphical and user interface classes. Designing new Smalltalk applications requires a knowledge of the existing capability of the Smalltalk system. Programming in Smalltalk is often termed programming by extension. New applications are constructed by extending the existing Smalltalk class library.



In this chapter, we consider the first two requirements. An introduction to the Smalltalk programming environment is given in Chapters 3 through 5. Chapters 6 through 10 describe the numeric, collection, and graphical classes respectively. We assume that the reader is a programmer with some experience in a traditional language such as Pascal and is familiar with fundamental programming language concepts. Wherever possible in this chapter we will contrast Smalltalk code with its Pascal equivalent. In addition to the obvious benefit of drawing comparisons between Pascal and Smalltalk, we adopt this approach to speed up the discussion by relating Smalltalk concepts to those that the reader is already familiar with. Smalltalk is a language somewhat smaller in size than Pascal and is based on a surprisingly small set of concepts; namely objects, messages, classes, subclassing, and inheritance. The sparse number of primitive concepts and the consistent manner in which they are used make Smalltalk a language that is relatively easy to learn. The biggest problem for beginning Smalltalk programmers is not learning the syntax and semantics of the language but becoming familiar with the substantial Smalltalk system library and the interactive programming environment. Familiarity with the language does not translate to familiarity with the system. For ease of reference, whenever we introduce a major Smalltalk concept we will provide a short definition. A glossary of major Smalltalk terms is included at the end of this chapter.



2.2 OBJECTS IN SMALLTALK As we mentioned earlier, everything in Smalltalk is an object. System components (such as the compiler and the debugger), primitive data elements (such as integers, booleans, and characters), and graphic elements (such as rectangular areas, drawing pens, and bitmaps) are all objects. As we shall see later in this chapter, even control structures are implemented by passing messages to objects.
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2.2.1 What Is a Smalltalk Object? Method



A synonym for operation. Invoked when a message is received by an object.



Object



A component of the Smalltalk system represented by some private data and a set of methods or operations.



Conceptually, an object can be thought of as a virtual computer with a memory and a primitive instruction or operation set. An object has memory — private data or state that is kept within the object. An object is also capable of computation. It can respond to any of a predefined set of messages. This message set is referred to as the message protocol supported by the object. When an object receives a message, it must first decide whether it "understands" the message, and if so what its response should be. If an object can respond to a message directly, a method or function corresponding to the message is selected and evaluated. The result of evaluating the method is returned to the sender of the message as the result Message protocol



The set of messages to which an object can respond.



As a more concrete example of a Smalltalk object, suppose we have an object, say aPoint, that represents a position on the Smalltalk display screen. The state of aPoint will contain at least two components: first, an object representing the xCoordinate of the position of the object on the screen and, second, the yCoordinate. In Pascal terms, we might think of aPoint as a record with two fields: xCoordinate and yCoordinate. What message protocol might be supported by the object aPoint? Assume that aPoint allows a sender to query its x and y coordinates by supporting the protocol x and y. For example, sending the x message to aPoint using the Smalltalk expression aPoint x



would return an object representing its x coordinate. For the sake of discussion, assume that aPoint also supports the protocol distanceFrom: anotherPoint. The effect of sending the message distanceFrom: to aPoint using a Smalltalk expression of the form aPoint distanceFrom: anotherPoint



is to return the distance between aPoint and anotherPoint. 22.2. Information Hiding: Internal and External Views of an Object Objects in Smalltalk encapsulate both procedures and data. They support the well-accepted software engineering concept of information hiding. To control the complexity of large programs, we must partition programs into modules. Moreover, we should hide as much information as possible within a module and minimize the interface presented to users. It is useful to think of a Smalltalk object providing two different views of itself: one for users of the object and another for implementors of the object. We will call these views Chapter 2 Smalltalk Fundamentals
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the external and internal views respectively. The internal view describes the representation of the object and the algorithms that implement the methods (or operations). The external view is the view of the object as seen by other objects. The external view, or what we can do with an object, is described by its message protocol — the set of messages to which the object responds. To a user, the internal view of an object is private. It is owned by the object and may not be manipulated by other objects unless the object specifically provides a protocol for doing so. For example, the external view of aPoint is shown in Fig. 2.1. If aPoint did not support a protocol for accessing its x and y coordinates, it would be impossible for any other object to gain access to this information. The only way to ask an object to perform any computation is by sending it a message. distanceFrom: anotherPoint



j



Figure 2.1 The external view or message protocol supported by aPoint.



Contrast this approach with that of Pascal, which provides almost no support for information hiding. If we wanted to access or modify the contents of the xCoordinate field of aPoint, we could do so easily using an expression of the form aPoint.xCoordinate



Moreover, in Pascal, we have no way of preventing a programmer from directly accessing the representation of aPoint in this way. The opposite is true in Smalltalk. Unless the programmer provides specific accessing methods as part of the message protocol for the object, it is impossible to access the internal structure of the object. The separation between the internal and external views of an object is fundamental to the programming philosophy embodied in Smalltalk. To use an object, it is necessary to understand only its protocol or external view. The fundamental advantage of this approach is that, provided the message protocol or external view is not changed, the internal view may be changed without impacting users of the object. Similar facilities for information hiding are provided by the module facility in Modula 2 and the package in Ada.



2.2.3 Literal Objects Certain types of objects can be described literally in Smalltalk. For example, literals are used to describe numbers, symbols, characters, strings, and arrays. We will not dwell on syntactic issues in the examples that follow. Each of these classes of objects will be discussed more fully in later chapters. For the moment, we will let the examples speak for themselves. 24
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34



The integer 34.



-17.62



-17.62



The floating point number -17.62.



1.56e-3



1.56E-3



The floating point number .00156 written in exponential form.



'a string1



'a string1



A string of characters.



#solutions



no equivalent



A symbol with the name solutions. Each symbol is unique — two symbols with the same name cannot co-exist.



$c



'c'



The character lowercase c.



#(-25 'a string1 $c)



no equivalent



An array of three objects. Unlike Pascal, objects within an array do not have to be homogeneous. Individual objects within an array can be referenced using integer indices from 1 to the size of the array.



2.3 SENDING MESSAGES Message expressions in Smalltalk describe who is to receive the message, which operation is being selected, and any arguments necessary to carry out the requested operation. The components of the message are called the receiver, the selector, and the arguments respectively. For instance, in the Smalltalk expression 1 +5



the integer 1 is the receiver of the message, + is the selector that uniquely identifies which operation is to be selected, and 5 is the argument necessary to carry out the operation. More important than the new terminology involved here is the manner in which this expression is evaluated. As illustrated in Fig. 2.2, expressions in Smalltalk and Pascal are evaluated in fundamentally different ways. In a Pascal-like language, we might describe the evaluation in the following way. The addition operator is applied to the two integer operands 1 and 5, returning the result 6. From an object-oriented viewpoint, it should be viewed differently. The message + 5 is being sent to the integer object 1. Integer objects know how to respond to this message and the integer object 6 is returned as a result. Notice the change of emphasis. It is the receiver of the message (the integer object 1) that determines how the expression is evaluated. In a Pascallike language it is the addition operation that is dominant. Smalltalk supports three primitive types of messages, known as unary, binary and keyword messages.
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Operator



Receiver



Message



Operands



Figure 2.2 Traditional versus Smalltalk expression evaluation.



2.3.1 Unary Messages Unary messages have no arguments, only a receiver and a selector. They are equivalent to Pascal functions with a single argument. Examples follow. Smalltalk



Pascal



5 factorial



factorial (5)



The message consisting of the selector factorial is sent to the integer 5. The integer object 120 is returned as the result.



16.79 rounded



round (16.79)



The message consisting of the selector rounded is sent to the float 16.79. The integer object 17 is returned as the result.



$a aslnteger



ord ('a')



The message consisting of the selector aslnteger is sent to the character a. The integer object representing the ordinal value of the character is returned as the result.



'abcdef size



size ('abcdef1)



The message consisting of the selector size is sent to the string 'abcdef1. The integer object 6 representing the length of the string is returned as the result.



Pascal style unary operations are not available in the traditional syntax. The following example shows a unary minus operation.
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Commentary



Smalltalk 3 negated



-3



no equivalent



+3



The message consisting of the selector negated is sent to the integer 3. The integer object -3 is returned as the result.



2.3.2 Binary Messages In addition to the receiver, binary messages have a single argument. They are equivalent to Pascal binary operations. The selectors for binary messages are special single or double characters. Single character selectors include common arithmetic and comparison operators such as + , - , * , / , < , >, and =. Double character selectors include such operators as ^= (not equal), bject subclass: #Complex accessing instanceVariableNames: classVariableNames:" % poolDictionaries:" category: 'Numeric-Numbers'



rWWKvWKftwIwwWvXwIv;



Figure 4.20 Adding a new method category to a class.
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Collections-Abstrad Float Collections-Unordei Fraction Collections-Sequen message selector and argument names "comment stating purpose of message" | temporary variable names | statements



Figure 4.21 Method definition template. Add the following method categories to class Complex: class method categories: instance method categories:



initialization accessing arithmetic



4.5.3 Adding New Methods A new method can be added to an existing message category as follows: •



Select the class category, class, and message category.



•



Edit the method template displayed in the text pane; i.e., the method header, comment, temporary variables, and method body.



•



Select accept from the text pane's yellow button menu.



In Fig. 4.22, instance method realPart (which retrieves the real part of a complex number) has been added to the method category accessing for class Complex. Rather than edit the method definition template, it is common to edit the definition of some already existing method. As long as the modified method is given a new name, a new method will be added. Add the following methods to the class Complex (see Fig. 2.5 for a listing of the source code for the methods). class methods initialization newWithReal: realValue andlmaginary: imaginaryValue
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instance methods accessing realPart imaginary Part realPart: imagine ryPart: arithmetic + aComplex * aComplex



ic-Nurnbers



If Collections-Abstrad Float 1| Collections-UnordeJ Fraction I I Collections-Sequen



accessing



1 instance I Iclass



| j realPart II "Returns the real part of the receiver."



realPart



1



§



1



I



Figure 4.22 Addition of instance method realPart to class Complex.



4.5.4 Adding New Class Categories A new class category can be added to the system as follows: •



Select add category from the yellow button menu of the class categories pane.



•



Respond to the resulting prompter window by typing the new class category. By convention, class categories are uppercase words separated by dashes.



•



Select update from the yellow button menu of the class categories pane to display the new class category in the class category list pane.



4.5.5 Modifying Existing Class Definitions To modify the definition of an existing class, perform the following steps: •



Select the class category and class (if already selected, choose definition from the yellow button menu of the class names pane to display the class definition in the text pane).



•



Edit the class definition displayed in the text pane.
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•



Select accept in the text pane's yellow button menu to compile the new class definition.



•



Depending on the nature of the change, some modifications to other pieces of code may be required. See the discussion below for more details.



There is more to modifying a class definition than may be immediately apparent. Although some changes, such as editing the class category of a class, do not impact the system in any significant way, modifying the superclass or instance/class variables requires greater care. Remember that inheritance brings advantages in terms of shared code, but as a result, modifications to one class may impact others. We suggest that you do not change the names, superclasses, instance variables, or class variables of classes that were provided with your Smalltalk system. Reserve such changes, when necessary, to classes that you have added to your system.



Modifying a Class Name Simply editing the name of a class in the class definition and accepting the change does not affect the name of the existing class but instead creates a copy of the old class definition with the new class name. Note that the methods from the old class are not copied to the new class — only the class definition is copied. To rename a class, select rename from the yellow button menu of the class name pane (see the next section). Edit the class definition of class Complex to create a new class NewComplex. The old class Complex will be unaffected by this operation. Modify class NewComplex so that it is in the new class category ComplexNumbers. Modifying a Superclass Changing the superclass of a class has implications for the methods and variables that can be inherited. Methods or variables that were previously inherited may no longer be part of the inheritance chain and therefore are no longer accessible to the class. If the superclass of a class is changed, all of the class's methods (and its subclasses) must be recompiled. This takes place automatically when the superclass change is accepted into the system. A report on the recompilation is displayed in the System Transcript window and any problems, such as methods referring to variables that are no longer accessible, are identified. The programmer must correct any reported problems. Modifying Instance or Class Variables Modifying the instance variables or class variables of a class can create similar problems to those encountered when changing the superclass of a class. For example, deleting an instance variable requires modifications to the methods, including inherited methods, that refer to that variable. When changes to variables are accepted, methods belonging to the class and its subclass are recompiled and the programmer notified of any problems through the System Transcript window. 120
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When instance variables are added to or removed from a class, all existing instances of the class become obsolete. If accessed, they will be manipulated according to the definitions of the old obsolete class. The obsolete class will remain in the system until all references to it disappear. It is the responsibility of the programmer to recreate such instances under the new class definition. This will not likely be evident unless instances are stored globally. Global instances are typically initialized by a class method called initialize that is explicitly executed by the programmer making the change. Remove the instance variable real?art from the class definition of class Complex. Watch the System Transcript window as the class is recompiled.



Avoiding Direct References to Inherited Variables Some of the pitfalls of class modification can be avoided by following sound object-oriented programming practices. For example, although inherited variables may be referenced directly by a method, it is far safer to send a message to gain access to information from a superclass. Suppose a class A is the superclass of class B and supports an instance variable x. Instance methods for class B can gain access to x directly without message-passing. Alternatively, A could provide methods x and x: aValue and methods in class B could use these. Which is better? In terms of code maintenance, the latter is preferred. If we subsequently change class A so that x is no longer part of the representation, then as long as class A still supports the messages x and x: aValue, the code in the subclasses docs not require modification. The important point here is that the class being changed can be modified so that the subclasses function without change; i.e., changes are localized to the class being modified. However, if methods in the subclasses make direct references to the inherited variables, they will no longer function correctly and will require modification.



4.5.6 Renaming Class Categories, Classes, Method Categories, and Methods A class category, class name, message category, or method name can be renamed as follows: •



Select the class category, class, message category, or method name to be renamed.



•



For class categories, class names, and message categories, select rename from the yellow button menu of the selected pane. Respond to the resulting prompter window by providing the new name.



•



For methods, edit the name of the method in the text pane and accept it to create a new method with the new name. Remove the old method by selecting it and then choosing remove from the yellow button menu of the message selectors pane.



Renaming a system class is relatively easy. However, it is not enough just to change the name of the class, because the class may be referenced directly by any method in the system. These methods must be located and physically modified so that references to the old name are replaced by references to the new. This is not as difficult as it sounds, because Smalltalk will generate a message-set browser (see Section 4.6.3) containing those methods that reference the old name. The source code for each method can be manually edited one by Chapter 4 Programming with Browsers
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one to replace the old name by the new and recompiled. It is the programmer's responsibility to ensure that every affected method is properly modified and recompiled. Fortunately, the system greatly simplifies the task by handing the programmer all the affected methods. Similar care must be used when renaming a method since there can be many users of that method. However, determining if a method is actually using the removed method or is just another one with the same name is a little more difficult to determine. The semantics of the method must be taken into account.



4.5.7 Removing Class Categories, Classes, Method Categories, and Methods A class category, class, message category, or method can be removed as follows: •



Select the class category, class, message category, or method name to be removed.



•



Select remove from the yellow button menu of the selected pane.



•



Respond to the resulting confirmer window to confirm the deletion.



When initiating a remove operation, a confirmer menu (see Fig. 4.23) will appear asking the programmer to confirm whether or not the deletion should really be performed. Confirmation is useful because removing a class or whole category of classes is an irreversible operation. The confirmer is answered by selecting the appropriate response to the query. For example, Fig. 4.23 shows a typical confirmer window generated in response to a request to remove all the methods in a particular message category. Remove is a potentially dangerous operation. Great care is needed when removing classes that are used by other classes in the system. For example, you may be attempting to remove a class that has subclasses or a class that is critical to the operation of Smalltalk itself. Before removing any class or method from the system, be sure you understand what the impact will be on other classes in the system.



Are you certain that you want to remove all methods in this protocol?



Figure 4.23 Removing all methods in a method category.
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Rename class NewComplex (using rename) to OldComplex. Remove class OldComplex.



4.6 SPECIAUZED BROWSERS System browsers provide access to the entire Smalltalk system. It is often convenient to create browsers that provide more limited views of the system or views that are not organized along class or message category boundaries. Specialized browsers may be created for three reasons: •



To browse specific class categories, classes, message categories, or messages.



•



To browse classes in a specific superclass or inheritance chain.



•



To browse sets of related methods; e.g., those methods that send a particular message.



4.6.1 Browsing by Category, Class, Message Category, and Message Category, class, message category, and message browsers are browsers that limit access to specified categories, classes, message categories, and messages respectively. They are simply limited access system browsers. A category browser provides access only to the classes within a specified category. In all other respects, they provide the same functionality as system browsers. A category browser may be opened from a system browser as follows: •



Select the class category to be browsed.



•



Select spawn (sometimes labelled browse) from the yellow button menu of the class categories pane.



•



Frame the class category browser.



Fig. 4.24 illustrates a category browser on the class category Graphics-Primitives. Notice that a category browser has the same structure as a system browser except that the class categories pane is missing. A class browser limits access only to a specified class. In all other respects, it provides the same functionality as a category browser. A class browser may be opened from a system browser or a category browser as follows: •



Select the class to be browsed.



•



Select spawn (sometimes labelled browse) from the yellow button menu of the class names pane.



•



Frame the class browser.



Fig. 4.25 shows a class browser on class Pen.
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initialize-release



Figure 4.24 Category Browser on the category 'Graphics-Primitives'.



"Set the state of the receiver's pen to down (drawing)." penDown «- true



Figure 4.25 Class Browser. Finally, there are two other seldom used types of browsers: message category browsers, which limit access to a specified message category within a class, and message
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browsers, which allow only a single method to be viewed. A message category browser or message browser may be opened from a browser as follows: • •



Select the message category or message to be browsed. Select spawn (sometimes labelled browse) from the yellow button menu of the message category or message selectors pane respectively.



•



Frame the class browser.



Fig. 4.26 shows a message category browser on the message category moving of class Pen. Fig. 4.27 shows a message browser for the instance message with selector go: in class Pen. Open the following specialized browsers: A Category Browser on class category Numeric-Numbers. A Class Browser on class Fraction. A Message Category Browser on category 'converting in class Fraction. A Message Browser on method 'asFloat' in category 'converting'.



goto: home north place: turn: ao: distance "Move the receiver in its current direction a number of bits equal to the argument, distance. If the pen is down, a line will be drawn using the receiver's form source as the shape of the drawing brush."



direction = 0 ifTrue: [tself goto: location + (distance @ 0)]. direction = 90 ifTrue: [tself goto: location + (0 @ distance)]. direction = 130 ifTrue: [tself goto: location - (distance @ 0)]. direction = 270 ifTrue: [tself goto: location - (0 @ distance)], dir «- direction degreesToRadians. dir *- dir cos @ dir sin. self goto: dir * distance + location



Figure 4.26 Message Category Browser.
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qo: distance "Move the receiver in its current direction a number of bits equal to the argument, distance. If the pen is down, a line will be drawn using the receiver's form source as the shape of the drawing brush.11



direction = 0 ifTrue: [tself goto: location + (distance @ 0)]. direction = 90 ifTrue! [tself goto! location + (0 @ distance)]. direction = 180 ifTrue1. [tself goto! location - (distance @ 0)]. direction = 270 ifTrue! [tself goto; location - (0 @ distance)], dir *• direction degreesToRadians. dir 'black')).



5.2.2 Modifying the Values of the Instance Variables of an Object The value of any instance variable in an inspected object can be modified by selecting the variable to be changed in the variable pane and then typing an expression into the value pane. Selecting accept from the value pane's yellow button menu evaluates the expression and binds the result to the selected instance variable. The new value of the instance variable is displayed in the value pane. Suppose we wished to change the x coordinate of location to 100. Selecting x in the variable pane displays the current value of the x coordinate (200) in the value pane. Edit this to read 100 and accept the changed value. Selecting self in the value pane will confirm that the new value of location is 100@300. Expressions in the variable pane may directly reference any instance variable of an inspected object. In addition, they may also use pseudo-variables self and super to refer to the object being inspected. For example, an alternative method of modifying the x-coordinate to 100 would be to accept the expression, self x -100, or even more simply, x -100, as the new value for x. Note that the value for self cannot be modified by selecting self in the variable pane and accepting an expression in the variable pane — only instance variables may be modified; self and super are pseudo-variables. Pseudo-variables can never be targets of assignment statements.



5.2.3 Evaluating Expressions within an Inspector Any expression may be typed into the value pane, selected, and evaluated using do it or print it from the value pane's yellow button menu. Evaluation of the expression is done in the context of the inspected object. The instance variables of the object, together with the pseudo-variables self and super, may be directly referenced within any expression.
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Another method of modifying the point location from 200@300 to 100@300 would be to evaluate the expression self x : ( x - 1 0 0 )



in the value pane. The selector x: an Argument defined on points changes the x coordinate of the receiver to anArgument. Select self in the variable pane to confirm that location has been modified correctly.



5.2.4 Inspecting the Instance Variables of an Inspected Object Sometimes it is necessary to inspect the instance variables of an inspected object. In general, we wish to be able to inspect an object to any level of detail by creating additional inspectors. For example, when inspecting an array object, we might wish to create an inspector on some individual element of the array. An inspector can be created on any selected instance variable within an inspector by selecting inspect from the variable pane's yellow button menu. For example, suppose we evaluate the following code in a workspace: I triangle I triangle >doesNotUnderstand: Smalllnteger(lnteger)>>isPrime UndefinedObject>>Dolt Compiler>>evalu&te:in;to:notifying:ifFail: CodeContr oiler >>dolt



Figure 5.7 Notifier Window.



5.3.1 Interpreting Notifier Windows The notifier in Fig. 5.7 was generated in response to evaluating the expression 53 isPrime in a user workspace. Two errors have been deliberately inserted into the method. At the time of evaluation, the isPrime method on integers was defined as follows:
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isPrime



"Tests whether the receiver is prime or not." I divisor I self = 1 & self >isPrime



describes the sending of the message isPrime to the receiver 53, an object of class Smalllnteger (a subclass of class Integer). The class Integer appears in parentheses because the isPrime method was found in class Integer. Together with the error message, Message not understood: *, the first message-send entry UndefinedObject(Object)»doesl\JotUnderstand



indicates that a message with * as the selector was sent to a receiver of class UndefinedObject. No method with selector * was found in class UndefinedObject or in its superclass Object. Any message that is not understood by any class in the superclass chain of the receiver will eventually be sent to class Object. This class automatically sends
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a doesNotUnderstand: aSelector message to the original receiver. If the class of the receiver and its superclasses do not implement a doesNotUnderstand message themselves, then the doesNotUnderstand will again reach class Object. In this case, a notifier is generated with a label of the form Message not understood: MessageSelector. This scheme provides a simple default error handling mechanism, while still allowing the user to provide more specialized error handlers by implementing a doesNotUnderstand message to override the inheritance of the default handler. In this example, the notifier has provided enough clues to discover the cause of the error. The only time a message with selector * is sent in the isPrime method is in the expression divisor * divisor. However, the notifier indicates that the message was sent to an object of class UndefinedObject. We would have expected the receiver, divisor, to refer to an object of class Integer (or some subclass such as Smalllnteger). However, notice that no object was bound explicitly to divisor; i.e., the variable divisor is an uninitialized variable. All Smalltalk variables are initially bound to the object nil, an object of class UndefinedObject. To correct the error, an initialization statement such as divisor >doesNotUnder stand: Smalllnteger(lnteger)>>isPrime proceed|> Dolt te:m:to:notifying:ifFail;



Figure 5.8 Notifier Yellow Button Menu. After a notifier window has been generated, four separate scenarios are possible. We describe each of them in turn. •



If the cause of the error was discovered: close
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Close the notifier by selecting close in the notifier's blue button menu. This has the effect of terminating the interrupted computation. The programmer may edit the method to correct the bug using a browser and try again.
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•



If no problem was discovered, then execution can be continued: proceed



•



Select proceed from the notifier's yellow button menu. The effect is to continue the evaluation from the point of suspension. This action is most useful after an interrupt explicitly caused by the programmer; i.e., a user-generated interrupt (see the next section). If the probable cause is the misspelling of a message selector: correct



•



Select correct from the notifier's yellow button menu. This invokes the spelling corrector that attempts to correct the misspelled selector. The system will try to find an alternative message selector with a spelling similar to the original. If a bug exists and the cause was not discovered: debug



This is the most common case. Select debug from the notifier's yellow button menu to generate a debugger — a window that allows more detailed debugging.



Evaluate each of the following expressions and attempt to identify the error that generates the notifier: 27 / (33 // 3) Boolean new 1 to: 5 do: [:i :j I Transcript show: i; cr] Collection new (Pen new) dragoon: 10) "note the deliberate misspelling" 32 mod: 2 ifTrue: [Transcript show: 'divides by two1; cr]



5.3.3 User-Generated Notifiers There are times when a programmer may wish to deliberately cause an error interrupt. Three situations are common: interrupting a nonterminating computation, setting a breakpoint, and handling exceptional conditions.



5.3.4 Interrupting a Nonterminating Computation A Smalltalk computation may be interrupted at any time by depressing the control and c keys simultaneously. This generates a notifier window with the label User Interrupt. This is most useful when a programmer suspects that a computation will not terminate. For example, the code may contain an infinite loop or infinite recursion may be taking place. Generate a user interrupt while a long running computation "1000 factorial" is taking place.



such as



5.3.5 Setting a Breakpoint When debugging a Smalltalk program, it is often useful to be able to halt a computation at a specific point, a breakpoint. The idea is to let the computation proceed normally until it reaches a point at which the programmer wishes to examine the progress of the computation 158
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more carefully. When the breakpoint is reached, the computation is interrupted and a notifier is generated that can then be used to open a debugger window to allow more detailed debugging. To set a breakpoint, insert the expression self halt at the point in the code where the computation should be interrupted. A notifier with the label Halt encountered will appear when this expression is evaluated. Alternatively, the expression self halt: WssageString 1 can be inserted. This has exactly the same effect as self halt except that the label of the notifier is the string messageString.



5.3.6 Handling Exceptional Conditions It is good programming practice to notify the user of any unexpected or exceptional condition that occurs during evaluation of code. For example, if we were processing a list and we tried to return the first element of an empty list, the programmer should be notified in some way that this has happened. The simplest way of achieving this in Smalltalk is to include in the code an expression of the form self error: ferror message1. In the case of our list example, an expression of the form self error: 'attempting to return the first element of an empty list1 would be appropriate. When an error: message is received, a notifier is opened with the error message as the label of the notifier. The computation is interrupted at the point at which the exceptional condition occurred, allowing the programmer to interrogate the cause of the condition by opening a debugger window. The error: protocol is inherited by most objects from class Object. Programmers may override the standard error handler to provide a more specialized handler if they wish. Another method of warning the user of some exceptional condition is to use an expression of the form self notify: 'warning message*. This method is most often used to request confirmation that a computation can proceed. The notifier generated has the string •Notifier' as its label and the warning message string in the message-send list pane. For example, the notifier in Fig. 5.9 was generated by evaluating the expression 4 notify: 'confirmation message*



The computation can be continued by selecting proceed from the yellow button menu, or a debugger can be opened by selecting debug.



confirmation message Figure 5.9 Notifier generated by the * notify:* message.



Unless you want the option of opening a debugger, a confirmer is often better than a notifier as a method of requesting confirmation from the user. The confirmer in Fig. 5.10 was generated by evaluating the expression 4 confirm: 'warning message - continue evaluation?'
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warning message - continue evaluation yes



no



Figure 5.10 Confirmer generated by the 'confirm:' message.



Depending on the response to the confirmer window, true or false is returned as the result of sending the confirm: message. Find out how pervasive the use of the standard error-handling mechanism is within the system. Open a message-set browser on senders of the error: message. How does Smalltalk implement the shouldNotlmplement and subclassResponsibility messages in class Object? Are there classes of objects that override the standard error-handling mechanism?



5.4 DEBUGGERS Debuggers are Smalltalk windows in which detailed debugging of an interrupted computation takes place. Debuggers incorporate the functionality of inspectors and notifiers and, in addition, provide facilities for viewing the state of a computation, single stepping, modifying methods to correct errors, and resuming a suspended computation.



5.4.1 Viewing an Interrupted Computation with a Debugger Debugger windows are created from a notifier window by selecting debug from the notifier yellow button menu. A debugger window consists of six panes (see Figs. 5.11 and 5.12). The top two panes resemble a message-set browser. The top pane (the message-send list pane) contains the activation stack of message-sends from the interrupted computation. These are the same message-sends from the notifier window except that a debugger shows more of the partially completed message-sends. Also, unlike in a notifier window, the message-sends in the top pane are selectable — selecting a particular message-send determines what can be viewed in the remaining five panes. When a message-send is selected, the source code for the method invoked by that message-send is displayed in the lower of the top two panes (the method text pane). Within the body of the source code, the message that caused the notifier to be generated is highlighted. The bottom four panes are really two inspector windows. The leftmost two panes are the variable and value panes of an inspector (the receiver inspector) on the receiver of the message-send currently selected in the message-send list pane. The rightmost two panes are the variable and value panes of an inspector (the method context inspector) on the context or environment of the method invoked by the currently selected message-send. This inspector can be used to inspect the values of variables local to a method.
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UndefinedObject(Object)»doesNotUnderstand Smalllnteger(lnteger)>>isPrirne



Figure 5.11 A Debugger Window.
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Figure 5.12 The structure of a Debugger Window and its Yellow Button Menus.



Chapter 5 Debugging with Inspectors, Notifiers, and Debuggers



161



By selecting different entries from the message-send list pane, the programmer can follow the trail of interrupted message-sends and for each message-send can access the context in which the message was sent. As an illustration of the use of debugger windows, consider the following definition of a method isPrime that is to be used to test whether an integer is prime or not. The method contains two deliberate errors. isPrime



"Tests whether the receiver is prime or not." I divisor I self = 1 & self = 1 & self Dolt Compiler >>evalu a te:in:to:notifvinq:if Fail: isPrime "tests whether the receiver is prime or not1 | divisor | self = 1 & self >Dolt Cornpiler>>evaluate:in:to:notifying:ifFail: CodeController>>dolt trace "method to determine how rectangles are printed" | aRectangle | aRectangle «- Rectangle fromUser. •taRectangle printString "Rectangle trace"



self superclass methodDict



69@31 corner: 409@354



Figure 5.21 At the halt statement in method trace. 170
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UndefinedObject>>Dolt Compiler>>evaluate:in:to:notifying;ifFail: CodeController>>dolt trace "method to determine how rectangles are printed11 | aRectangle | aRectangle «- Rectangle fromUser. self halt. taRectangle prmtStnng "Rectangle trace" 69@81 corner: 409@354



self superclass methodDict



Figure 5.22 About to trace method printString.



Rectangle class>>trace UndefinedObject»Dolt Compiler>>evaluate:in:to!notifying:ifFail: printString "Answer a String whose characters are a description of the receiver." | aStream | aStream «- WriteStream on: (String self printOn: aStream. taStream contents self origin corner



aStream



Figure 5.23 Having reached method printString.
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the stream. The stream's content is then returned as the result. The stream is initially created on a string of size 16 (the character buffer) but this is automatically extended. We have discovered that solving the original problem of implementing a specialized printString method for a new class of object involves implementing a specialized form of print On: aStream method for the new class. Of course, printOn: might also be inherited by all objects! To determine whether this is the case, step through the computation until the printOn: aStream message is the next message to be sent (see Fig. 5.24) and then select send to view the invoked method.



Rectangler Object )>>pnntStnng Rectangle class>>trace UndefinedObject>>Dolt



Compiler>>evaluate:in:to:notifying:ifFail: printString



"Answer a String whose characters are a description of the receiver." | aStream | aStream *• WriteStream on: (String new: 16). taStrearn contents self origin corner Figure 5.24 About to trace method printOn:.



The printOn: method in class Rectangle is invoked (see Fig. 5.25); i.e., class Rectangle has a specialized version of printOn:. The comment for the method refers us to the comment stored in the printOn: method of class Object. To view this method (without leaving the debugger), again select implementors from the message-send pane's yellow button menu. This displays a message-set browser on all printOn: methods (see Fig. 5.26). Notice that many classes implement this method, confirming the theory that a specialized printOn: method must be implemented for any new class we might define. Selecting entry Object printOn: from the top message list pane displays the source for the printOn: method in class Object (see Fig. 5.26). The default behavior for printing objects can now be seen. If a subclass does not provide a specialized method for printing instances, the default is to simply return a string identifying the class of the object. For example, if we send the message printString to an instance of class Pen, the result would be the string 'a Pen1. 172
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Rectangle(0bject)>>pnntString Rectangle class>>trace UndefinedObject»Dolt printOn: aStream "Append to the argument aStream a sequence of characters that identifies the receiver. The general format is originPoint corners cornerPoint."



origin QBufflBHEflSwfi1 aStream nextPutAII: * corner: '. corner printOn: aStream aStream



self origin corner



Figure 5.25 Having reached method printOn: in class Rectangle.



ParseNode printOn: Point printOn: Process printOn: Rectangle printOn: printOn: aStrearn "Append to the argument aStream a sequence of characters that identifies the receiver." title «- self class name. aStream nextPutAII: ((title at: 1) isVowel ifTrue: ['an '] ifFalse: ['a ']) , title Figure 5.26 Potential implementors of method printOn:. Chapter 5
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Closing the message-set browser and returning to the definition of printOn: for class Rectangle (see Fig. 5.25), we can see that printOn: for rectangles proceeds to •



send printOn: to instance variable origin (the top left corner of the rectangle),



•



append string * corner: • to the print stream, and finally



•



send printOn: to instance variable corner (the rectangle's bottom right corner).



Selecting send at this point invokes the printOn: message for instances of class Point (origin is a point), and the method for generating the specialized printed representation (x@y ) for points can be viewed (Fig. 5.27). Single stepping through this method will eventually return us to the printOn: method for rectangles (Fig. 5.28). At this stage, selecting proceed allows the computation to run to completion and the printed representation of the rectangle to be printed.



Rectangle>>priritOn: Rectangle(Object)>>printString Rectangle class>>traoe



printOn: aStrearn "Append to the argument aStream in terms of infix notation."



x printOn: aStream



aStream nextPuti $@. y printOn: aStream aStrearn



Figure 5.27 Having reached the Point printOn: method.



5.5 SUMMARY In this chapter, we have described the use of inspector, notifier, and debugger windows as sophisticated aids for debugging Smalltalk programs. In particular, we have described:
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•



The use of inspectors to view and modify the internal state of an object.



•



The use of specialized inspectors for viewing dictionaries.
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|Rectangle>>priritOn: Rectangle(Object)>>print String Rectangle class>>trace UndefinedObject>>Dolt printOn: aStream "Append to the argument aStream a sequence of characters that identifies the receiver. The general format is originPoint corner: cornerPoint." origin printOn: aStream. corner printOn: aStream origin corner



69@81 corner: 409@354



aStream



Figure 5.28 Back to the Rectangle printOn: method. How to set breakpoints to interrupt a computation at a user-selected point. The use of notifiers for identifying the point and cause of a run-time error or usergenerated interrupt. How debuggers incorporate the functionality of both notifiers and inspectors and may be used to view and modify the state of a suspended computation. How debuggers may be used to single step through a computation at any level of detail. How errors may be corrected within a debugger and a suspended computation resumed.



5.6 EXERCISES The exercises that follow provide experience with the manipulation of inspectors, notifiers, and debuggers. 1.



In this chapter, we saw that it is desirable to have specialized inspectors for dictionaries. What other kinds of objects might benefit from such specialized inspectors? Are there other



inspectors present in your Smalltalk system? Hint: What about inspectors on Ordered Collections?
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2.



When a message reaches class Object because it was not understood by its intended receiver, why does class Object send a doesNotUnderstand message back to the receiver of the original message? Why doesn't class Object simply use its own doesNotUnderstand method?



3.



Each of the following expressions generates an error notifier when evaluated. Explain the reason for the notifier in each case. Character new Collection new 3/0 0 ifTrue: [T'Zero] -10 sqrt



4.



On occasion, we may have multiple occurrences of the same method in the message-send stack of a debugger; e.g., in a recursive method. Open a debugger on a computation such as 10 factorial and advance the computation until the message-send stack contains several factorial message-sends. Now modify the definition of factorial associated with one of the factorial message-sends. Are all the other definitions for factorial also modified? If not, try to understand why.



5.



Why is evaluation of code within a debugger much slower than normal evaluation of the same code?



5.7 GLOSSARY Smalltalk windows inspector A window through which the internal state of an object can be viewed and modified. notifier A window generated when a run-time error or user-generated interrupt occurs. The window displays the state of the computation at the point of interruption and indicates the cause of the interruption; e.g., a message not being understood by its receiver.



debugger A window in which detailed debugging of an interrupted computation takes place. Debuggers incorporate the functionality of inspectors and notifiers and, in addition, provide facilities for viewing the state of a computation, for single stepping through a computation, for modifying methods to correct errors, and for resuming a suspended computation.



yellow button menu commands for the inspector variable pane inspect Opens an inspector on the instance variable selected in the variable pane of the inspector. Note that this menu item is



only accessible if an item has been selected from the list in the variable pane.



yellow button menu commands for the inspector value pane again, undo, cut, copy, paste editing commands.



Standard



do it, print it, inspect Standard evaluation and inspection commands. cancel Restores the text in the value pane to its original state or the state immediately after the last accept. 176



accept Evaluates the text in the value pane as a Smalltalk expression. Binds the result returned by evaluating the expression to the variable selected in the variable pane. Used to modify the value of an instance variable of an inspected object.
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yellow button menu commands for the dictionary inspector variable pane inspect Opens an inspector on the value associated with the selected key. references Creates a message-set browser on all references to the selected key. remove Removes the key selected in the key list pane. A confirmer menu will appear to request confirmation that this undoable operation should be carried out.



add field Adds a new entry with associated value nil to a dictionary. A prompter window will appear and request the name of the key to be added. Another value can be associated with the key by entering the value into the value pane and choosing accept.



yellow button menu commands for the notifier window proceed Continues the evaluation of the computation from the point of suspension. May not be appropriate if error correction is required. debug Opens a debugger window on the interrupted computation.



correct Used in the case of a misspelled message selector to invoke the spelling corrector. If the system's suggestion is confirmed by the user, the alternative replaces the misspelled selector.



yellow button menu commands for the debugger message-send pane full stack Allows the complete set of incomplete message-sends to be viewed in the message-send list pane. Otherwise only the last nine message-sends may be displayed. In version 2.5, full stack has been replaced by more stack. Instead of showing the complete set of messagesends, more stack doubles the number of items in the viewable stack. more stack See full stack. proceed Allows computation to proceed from the point of interruption. Computation restarts as if the highlighted message in the method text pane had just been completed. The result of sending the highlighted message is taken to be the result of the last expression evaluated in the method text pane, or nil if no expression has been evaluated. Proceeding with a computation closes the debugger. restart Resends the message currently selected in the message-send pane. A computation can be restarted by resending any of the messages in the message-send stack. Restarting a computation closes the debugger.



senders Opens a message-set browser on the senders of the method in the method text pane. implementors Opens a message-set browser on the implementors of the method in the method text pane. messages Displays a menu of all the messages sent by the method in the method text pane. Selecting from the menu opens a message-set browser on all methods that implement the selected message selector. step Evaluates the next message-send and then halts. The effect of the mess age-send can then be determined using the inspectors on the receiver and method context. send Allows the method involved in the next message-send to itself be viewed and single-stepped. It invokes the method associated with the next message-send. This message-send is placed at the top of the message-send stack and selected. The code for the invoked method is displayed in the method text pane and the first messagesend in the method is highlighted.
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yellow button menu commands for the debugger method text pane again, undo, cut, copy, paste



Standard



editing commands. do it, print it, inspect Standard evaluation and inspection commands. accept Compiles the text in the method text pane. If successful, replaces the existing method definition in the system. Used to modify the definition of a method while debugging. When a method is recompiled within a debugger, that method is placed at the top of the message-send stack. cancel Restores the text in the method text pane to its original state or the state immediately after the last accept.
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format Formats the code in the text pane to a standard Smalltalk style. The text must not have been edited since the last accept. spawn Opens a message browser for the selected message. Uses the method definition from the method text pane. If editing has taken place, this may or may not be the current saved version of the definition. A cancel operation is automatically carried out on the method text pane of the debugger. explain Displays an explanation of any selected variable name or selector such as 'x', 'sum', '+', 'at:put:', or 'Smalltalk'.
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Objects



6.1 INTRODUCTION Understanding Smalltalk in detail requires a basic understanding of the protocol understood by objects in general (from class Object), along with an understanding of boolean objects true and false, undefined object nil, and blocks (short for block contexts).



C



False



J



fBlockContext)



Figure 6.1 Object and other related classes.



Class Object (see Fig. 6.1) is the ultimate superclass of all classes. It provides the default behavior for such operations as copying, printing, and comparing. Class UndefinedObject provides the protocol for its one unique instance nil, the value provided to all uninitialized variables. Boolean objects true and false are the sole instances of classes True and False respectively; True and False are subclasses of Boolean. Class Boolean



179



is an abstract class; i.e., a class with no instances, that serves as a repository for methods common to True and False. As a user, there is no need to know about classes True and False. However, one should be aware of their existence because they cannot be used as substitutes for instances true and false. The difference between uppercase and lowercase is important in Smalltalk. For example, True ifTrue: [Transcript show: 'it was true'] ifFalse: [Transcript show: 'it was false1]



is not a legal if-statement because True is not a boolean instance. Class BlockContext provides the protocol for blocks. In the following example, [count b' is defined as 'b < a'; 'a '123.457' and 1.23456789e22 printString =» '1.23457e22' (the actual number of significant digits depends on the specific implementation) (1/2) printString => '(1/2)'



Of course, the user may wish to store and/or print integers in a radix different from the standard decimal base. Two special methods are provided for this case (once again, these two are equivalent): 9



•
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anlnteger printStringRadix: aRadix A string representation of the number in the specified radix — 2 to 36. anlnteger storeStringRadix: aRadix (same as above) Inside Smalltalk



Consequently, the following result is produced: 31 printStringRadix: 2 => 2r1111V 31 printStringRadix: 8 => '8r37' 31 printStringRadix: 10 => '10r3V 31 printStringRadix: 16 => '16r1P 31 printStringRadix: 36 => '36rV



Creating Specialized printString and storeString Methods When designing a new class, it is natural to want to provide a specialized printString and storeString. However, if we browse through the class library, we will find that only one printString and one storeString exist in the entire system. These are defined as follows: printString I aStream I aStream 4- WriteStream on: (String new: 16). self printOn: aStream. TaStream contents storeString I aStream I aStream quotient (called mod in other languages). A rem:B => remainder after dividing A by B. A raisedTo: B and A raisedToInteger: B => a number or integer power respectively. Unary operations extensive No unary plus; negated is unary minus; others include exp, In, sqrt, odd, even, positive, negative, floor, ceiling, truncated, rounded, abs, reciprocal, factorial, asCharacter (Integer only); fractionPart, and integerPart (Float only).
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Sequencing over numbers A to: B do: aBlock; e.g., 5.1 to: 10.1 do: [:index I sum *- sum + index] A to: B by: C do: aBlock; e.g., 10.1 to: 5.1 by: -0.2 do: [:index I sum also try " asSymbol => (nothing printed) #hello asString => 'hello' #there asText => Text for there Additional conversions between integer-keyed collections and streams are possible using the following operations: * * * *



anlnternalStreamClass* on: anlntegerKeyedCollection anlnternalStreamClass on: anlntegerKeyedCollection from: startKey to: end Key anlnternalWriteStreamClass2 with: anlntegerKeyedCollection anlnternalWriteStreamClass with: anlntegerKeyedCollection from: start to: end



*



anlnternalStream contents



The on protocol creates streams positioned at the beginning of the collection, whereas the with protocol creates them positioned at the end, making it convenient to append *An internal stream class is either ReadStream, WriteStrcam, or ReadWriteStream. We mean either WriteStream or ReadWriteStream.



2



Chapter 8 The Collection Classes



289



additional elements. Operation contents converts the streams back to the original class of collections from which the streams were originally constructed. See the special section on streams for a more detailed discussion. Typical Methods for Creating Collections It would be much easier to remember how to create collections if a single standard protocol were used. On the other hand, since distinct collections were introduced for specific purposes, it is only reasonable that differences will arise. Prior to detailing all of the individual techniques in their respective sections, we list a sample of typical ways in which new collections are constructed. The Keyed Collections • • • • • • • • • •



Identity Dictionary new Dictionary new Array new: 100 RunArray runs: anArrayOfCounts values: anArrayOfPairwiseDistinctElements Byte Array new: 100 aNumber to: aNumber by: aNumber "an interval" String new: 100 Text string: aString emphasis: 1 "for bold, 2 for italic, 4 for underlined" aString esSymbol MappedCollection collection: collectionOfElements map: aMappingCollection



The Streamable Collections • • • • •



ReadStream on: anlntegerKeyedCollection WriteStream on: anlntegerKeyedCollection ReadWriteStream on: anlntegerKeyedCollection (Filename named: aString) readString (Filename named: aString) writeString



Other Ordered Collections • • •



OrderedCollection new SortedCollection sortBlock: [:x :y I x Array. for aMappedCollection => same species as the collection being mapped (not the map). for aSymbol => String.



The implication is that sequencing operations do not return intervals, mapped collections, or symbols. Instead, they return arrays, collections of the same class as the collection being mapped, and strings respectively. The Comparison Operations Collections can be compared using the four comparison operations ==, —, =, and ~=. Since equality comparisons (= and ~=) default to identity comparisons (== and —) in class Object, all collections that do not explicitly provide special equality comparison operations will default to identity comparisons. Examples where this happens include sets, dictionaries, and streams. When implemented, equality comparison operations for collections are quite slow by comparison with the corresponding identity comparison operations since they must consider, in the worst case, all elements of the collection. • • • •



aCollection == anotherCollection aCollection — anotherCollection aCollection = anotherCollection aCollection -= anotherCollection For sets, bags, dictionaries, mapped collections, and streams, equality comparisons default to identity comparisons. For other classes, an equality comparison returns true if both the receiver and parameter are (1) collections of the same species, (2) the same size, and (3) the corresponding elements of the collections are equal; otherwise, it returns false. For sorted collections, the operation also requires the sort blocks to be identical.



Examples Equality Comparisons that Default to Identity Comparisons aTest false anotherTest false (ReadStream on: #{a short stream)) = (ReadStream on: #(a short stream)) => false (Filename named: 'aTest1) readStream = (Filename named: 'aTest') readStream => false #(a big bad boy) asSet = #(a big bad boy) asSet => false #(one one two) asBag = #(one one two) asBag => false Specialized Equality Comparison Operations #(a short array) = #(a short array) => true



Chapter 8 The Collection Classes



291



Examples (continued) RunArray runs: #(10 20) values: #(0 -1) = RunArray runs: #(10 20) values: #(0 -1) => true (1 to:10) = (1 to: 10) => true 'Will this work?1 = 'Will this work?1 => true 'try' asText = 'try' asText => true #hello = #hello => true #(thistoo)asOrderedCollection s #(this too) asOrderedCollection => true #(and this) asSortodColloction = #(and this) asSortedCollection => true LinkedList new = Linked List new => true 8.1.4 Sequencing Over Collections Because there are so many distinct collection classes, each with specialized operations and representations, it is essential to provide a common set of operations for accessing the elements. The following sequencing operations were designed to hide the details of the representation and to provide a uniform facility for sequencing through the elements in a controlled manner. The common factor with all of these operations is that a block is provided to operate on the individual elements. Usually, this block requires one parameter for the collection element, although some variations require zero or two. The Sequencing Protocol In the following, exceptionBlock requires no parameters, aBlock requires one parameter, and aBinaryBlock requires two. The superscripted $ and * specify exceptions that are summarized below. Although it it not a sequencing operation, reverse is included because of its relationship to reverseDo:. •



• •



•



•



•
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aCollection do: aBlock $$$ Evaluates aBlock with the successive elements of the collection. Returns the receiver. aCollection reverseDo: aBlock Same as do: but in reverse order. aCollection collect: aBlock $ Evaluates aBlock with the successive elements of the collection. Returns the successive results in a collection of the same species as the receiver. For dictionaries and identity dictionaries, the result is anomalous (a bag of values; i.e, keys are discarded). aCollection select: aBlock * Returns only the elements for which aBlock was true. The elements are returned in a collection of the same species as the receiver. For dictionaries and identity dictionaries, the operation is anomalous — although values are sent to the select block as the elements, the result is a dictionary of associations (key/value pairs). aCollection reject: aBlock $ Same as above but returns the elements for which aBlock was false. The same anomaly applies for dictionaries and identity dictionaries as above. aCollection detect: aBlock {ifNone: exceptionBlock} $$ Returns the first element for which aBlock is true. If there are none, the exception block (no parameters) is executed; if no exception block was provided, an error is generated. Inside Smalltalk



•



•



•



•



9



•
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aCollection inject: initialValue into: binaryBlock** Evaluate binaryBlock with initialValue and the first element, then again with its result and the second element, then its result with the third, and so on. Returns the final result. aCollection with: aCollection do: binaryBlock The receiver collection and aCollection must be the same size. Evaluates the binaryBlock with successive elements from each of the two collections as the parameters. Returns the receiver. aCollection findFirst: aBlock *** Returns the key of the first element which aBlock evaluates to true; returns 0 if none exists. Applies only to the integer-keyed collections. aCollection findLast: aBlock *** Returns the key of the last element which aBlock evaluates to true; returns 0 if none exists. Applies only to the integer-keyed collections. aCollection associationsDo: aBlock Applies only to dictionaries and identity dictionaries. Evaluates aBlock with the successive associations of the dictionary or identity dictionary. Association is a special class with instances that contain both the key and the value; 'anAssociation key' provides the key while 'anAssociation value' provides the value. Returns the receiver. aCollection keysDo: aBlock * Applies only to dictionaries and identity dictionaries. Evaluates aBlock with the successive keys of the dictionary or identity dictionary. The corresponding value can be obtained via 'aDictionary at: a Key'. Returns the receiver. aCollection reverse Returns a collection of the same species but with the same elements and in the opposite order; i.e., the elements are not copied.



Exceptions $$$: $$: $: ****: ***: **: *:



Applicable to all collections including streams. Applicable to all collections except streams. Applicable to all collections except streams, linked lists, and run arrays. Applicable to all collections except streams, linked lists, mapped collections, sets, bags, dictionaries, and identity dictionaries. As above but also excludes run arrays. Applicable to all integer-keyed collections. Applicable only to dictionaries and identity dictionaries.



Operation do: is the most used; reverseDo:, collect:, and inject:into: are occasionally used; the others are used only in special situations. Non-sequencing operation reverse is used mainly for string processing. Operations select:, reject:, and detect: are difficult to remember and properly distinguish without experience. For the occasional situation where they might be useful, it is best to look them up. Operation inject.into: provides a general loop summation facility, but most Smalltalk programmers (experts excepted, of course) tend to revert to using do: for that purpose. Operations findFirst: and findLast: are more limited since they apply only to integer-keyed collections. Moreover, Chapter 8 The Collection Classes
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there exists no corresponding operations like 'findNext: aBlock after: aKey' and 'findPrevious: aBlock before: aKey' for carrying out further searches. Dictionaries and identity dictionaries enable users to obtain either keys, values, or associations (key/value pairs). Keys and values can be extracted from associations via 'anAssociation key' and * an Association value' respectively. Operation associationsDo: sequences through associations, keysDo: through keys, and do: through values. Except for associationsDo: and keysDo:, all of the standard sequencing operations sequence through values for dictionaries. Consequently, we might expect the result to be a collection of values. This is not the case. Following the usual species rule implies the result must be a dictionary (a dictionary is a species of Dictionary). Consequently, even though the sequencing operation provides the associated block with only the value, a dictionary is constructed with both the correct key and value. This rule makes sense but there is an exception. Operation collect: returns a bag of values (not associations) instead of the expected dictionary. Sequencing operations applied to streams have side effects on the stream. For example, performing a do: operation sequences through the 'unread' stream elements leaving the stream positioned at the end. A second do: would find no elements to sequence through. Examples of Sequencing Operations We consider an example of each of the above operations to provide a feel for the operations and then we consider a few isolated examples dealing with dictionaries. aSack OrderedCollection (Marble Quartz Gold Rock Frog Stick) # ( 1 2 3 4 5 6 ) collect: [:value I value squared] => (1 4 9 16 25 36) # ( 1 2 3 4 5 6 ) select: [rvalue I value even] =* ( 2 4 6 ) # ( 1 2 3 4 5 6 ) reject: [:value I value ( 3 4 5 6) # ( 1 2 3 4 5 6 ) detect: [rvalue I value > 2] ifNone: [0] => 3 #(1 2 3 4 5 6) inject: 0 into: [:sum relement I sum + element] =* 21 result OrderedCollection ( 2 4 6 8 1 0 1 2 14) # ( 1 2 3 4 5 6 ) findFirst: [relement I element even] => 2 #(1 2 3 4 5 6) f indLast: [relement I element even] => 6 #(a short memo) reverse => (memo short a) (1 to: 5) reverse => (5 4 3 2 1) #(one two three) asOrderedCollection reverse => OrderedCollection (three two one) 'a string' reverse => 'gnirts a* aDictionary SomethingElse)'



Somehow, modifying aNewDictionary is affecting anOldDictionary! Why? The select: operation is provided with those associations in anOldDictionary that satisfy the select block — the same associations (not copies) are used to construct the new dictionary. The new dictionary actually shares the same associations as the old. Changing an existing association in the new dictionary actually results in modification to the association (only the value part is modified). Hence, both dictionaries are changed. Asking for a copy of the select: result doesn't help because the new dictionary constructed also shares the same associations. One solution is to ask for a deepCopy of the dictionary. Of course, this is unsatisfactory if we don't want copies of the values. A better alternative is to explicitly create a new dictionary with copies of the associations but without copies of the keys or values. Equivalently, we could add a special copy operation for Dictionary as follows: copy I aDictionary I aDictionary 0 dictionary2 size => 2 dictionaryl isEmpty => true diction a ry2 isEmpty => false dictionaryl includesKey: #One => false dictionary2 includesKey: #One => true dictionaryl includesAssociation: (Association key: #One value: #Yellow) => false dictionary2 includesAssociation: (Association key: #One value: #Yellow) => true dictionaryl at: #One =» (error) dictionaryl at: #One ifAbsent: [#NotFound] => NotFound dictionary2 at: #One => Red dictionary2 associationAt: #One => One->Red dictionary2 associationAt: #Two => Two->Blue dictionaryl at: #One put: #Green dictionary2 at: #One put: #Green dictionaryl printString => 'Dictionary (One->Green)' dictionary2 printString => 'Dictionary (One->Green Two->Blue)' dictionaryl removeKey: #One => Green dictionary2 removeKey: #One => Green dictionaryl printString => 'Dictionary 0' dictionary2 printString => 'Dictionary (Two->Blue)' dictionaryl at: #One put: #Blue dictionary2 at: #One put: #Blue dictionaryl printString => 'Dictionary (One->Blue)' dictionary2 printString => 'Dictionary (Two->Blue One->Blue)' dictionaryl keyAtValue: #Blue => One dictionary2 keyAtValue: #Blue => Two (which key you get is arbitrary) 308
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Examples (continued) dictionaryl keys => Set (One) dictionary2 keys => Set (Two One) dictionaryl values => Bag (Blue) dictionary2 values => Bag (Blue Blue) dictionaryl associations => OrderedCollection (One->Blue) dictionary2 associations => OrderedCollection (Two->Blue One->Blue) dictionary2 printString => 'Dictionary (Two->Blue One->Blue)' dictionary2 removeAssociation: (Association key: #One value: #Red) => One->Blue Note: only the key was used for comparison purposes. dictionary2 printString =* 'Dictionary (Two->Blue)' The Set-like Protocol Since dictionaries can be viewed as collections of associations, they have a corresponding protocol that is set-like in nature. On the other hand, the "collections of associations" viewpoint is not meant so much for the user as it is for the implementor of the dictionary class — they might have been better categorized as private. Consequently, the protocol provided is rather minimal. Additionally, some of the inherited operations may not even be intended. construction operations 9



• • 9



•
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a Dictionary Class with: association -j a Diction a ryC I ass with: association-j with: association aDictionaryClass with: association false dictionary^ includes: (Association key: #One value: #Green) => true



(only keys are matched)



dictionary 1 add: (Association key: #One value: #Green) dictionary2 add: (Association key: #One value: #Green) dictionaryl printString => 'IdentityDictionary (One->Green)' dictionary2 printString => IdentityDictionary (One->Green Two->Blue)' dictionaryl add All: (dictionary2 associations) dictionaryl printString =» 'IdentityDictionary (One->Green Two->Blue)' dictionary2 printString => 'IdentityDictionary (One->Green Two->Blue)'



The Sequencing Protocol The sequencing protocol for dictionaries is repeated in this section both for completeness and because it does not follow the same conventions as other classes of collections. Examples can be looked up in the general section on sequencing operations. In the following, exceptionBlock requires no parameters, aBlock requires one parameter, and aBinaryBlock requires two. sequencing operations •



•



•



•



•



•



•



•
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aDictionary do: aBlock Evaluates aBlock with the successive values in the dictionary. Returns the receiver. aDictionary collect: aBlock Evaluates aBlock with the successive values in the dictionary. Returns the successive results in a bag. aDictionary select: aBlock Returns a new dictionary (of the same class as the receiver) containing copies of all associations for which aBlock returns true when sent only the association's value. aDictionary reject: aBlock Same as above but the resulting dictionary contains only those associations for which aBlock returns false. aDictionary detect: aBlock {ifNone: exceptionBlock} Returns the first value for which aBlock is true. If there are none, the exception block (no parameters) is executed; if no exception block was provided, an error is generated. aDictionary inject: initialValue into: binaryBlock Evaluates binaryBlock with initialValue and the first value, then again with its result and the second value, then its result with the third, and so on. Returns the final result. aDictionary associationsDo: aBlock Evaluates aBlock with the successive associations of the dictionary or identity dictionary. Returns the receiver. aDictionary keysDo: aBlock Evaluates aBlock with the successive keys of the dictionary or identity dictionary. The corresponding value can be obtained via 'aDictionary at: aKey'. Returns the receiver. Inside Smalltalk



8.2.4 The Array and OrderedColIection Integer-Keyed Protocol Arrays and their specializations along with ordered collections are integer-keyed collections with the usual operations for accessing and changing values associated with the integer keys. Additionally, they provide a string-like protocol that permits users to concatenate integerkeyed collections, extract and modify subcollections, and search for special information. The Array-like Protocol This protocol provides the usual operations for accessing and modifying elements of arrays and ordered collections. Additionally, special methods are provided for determining the size of an integer-keyed collection, for accessing the first and last elements, and for initializing multiple elements. When initializing an entire integer-keyed collection (or a subcollection) with an initial value, the targetted elements are bound to the same initial value; i.e., distinct elements will be identical (not just equal) since no copy is made of the initial value. size determination •



•



anlntegerKeyedCollection size Returns the number of elements in the collection; i.e., the maximum subscript if fixed-size like an array. The minimum subscript is 1. anlntegerKeyedCollection isEmpty Returns whether or not the size is zero.



traditional subscripting operations •



•



anlntegerKeyedCollection at: key Returns the value associated with the integer key. An error is reported if the key is outside the bounds 1 through the collection size. anlntegerKeyedCollection at: key put: anObject Associates anObject with the integer key. Returns anObject.



specialized operations •



•



•



•



anlntegerKeyedCollection first Returns the first element of the receiver; i.e., 'at: V. An error is reported if the receiver contains no elements. anlntegerKeyedCollection last Returns the last element of the receiver; i.e., 'at: (self size)*. An error is reported if the receiver contains no elements. anlntegerKeyedCollection atAII: anlnterval put: anObject Associates anObject with every key specified by the integer elements of anlnterval. Note: does not make a copy of anObject. anlntegerKeyedCollection atAIIPut: anObject Associates anObject with every one of the receiver's integer keys. Note: does not make a copy of anObject.



Examples arrayi Green



"Subscript out of bounds"



array2 at All: (1 to: 3) put: #Black => Black array2 => (Black Black Black nil nil ... nil) array3 atAIIPut: #Yellow =* Yellow array3 => (Yellow Yellow) orderedColiectioni 2



"Note: same size as orderedCollectioni."



orderedColiectioni isEmpty => true orderedCollection2 isEmpty => true orderedCollection3 isEmpty => false orderedColiectioni at: 1 => (error) orderedCollection2 at: 1 =» (error) orderedCollection3 at: 1 => Red



"Subscript out of bounds" "Here too."



orderedCollection3 first => Red orderedCollection3 last => Blue orderedCollection3 at: 1 put:#Green orderedCollection3 => (Green Blue)



Green



orderedCollection3 add: #Red. orderedCollection3 at All: (1 to: 2) put:#Black =» Black orderedCollection2 => (Black Black #Red) orderedCollection3 atAIIPut: #Yellow =* Yellow orderedCollection3 =» (Yellow Yellow Yellow)
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The String-like Protocol This protocol provides the operations for searching, extracting, and modifying subcollections (subarrays), and for concatenating subcollections. The destructive replacement operations begin with replace... whereas the nondestructive versions begin with copyReplace.... searching operations 9



•



9



9



•



9



9



anlntegerKeyedCollection indexOf: anElement {ifAbsent: exception Block} Returns the key (index) of the first element in the receiver equal to anElement. If there isn't any, returns the result of evaluating the exceptionBlock (if one is provided); otherwise, returns 0. anlntegerKeyedCollection nextlndexOf: anElement from: start to: stop Returns the key (index) of the first element in the receiver between the specified bounds that is equal to anElement. If there isn't any, returns nil anlntegerKeyedCollection prevlndexOf: anElement from: startto: stop As above but processes in the reverse direction. anlntegerKeyedCollection identity IndexOf: anElement {ifAbsent: exceptionBlock} Returns the key (index) of the first element in the receiver identical to anElement. If there isn't any, returns the result of evaluating the exceptionBlock (if one is provided); otherwise, returns 0. anlntegerKeyedCollection indexOfSubCollection: aCo I lection startingAt: startlndex {ifAbsent: exceptionBlock} Returns the key (index) of the first element in the receiver such that a portion of the remaining elements is equal to aCollection. The search actually starts at position startlndex. If no equal subcollection is found, returns the result of evaluating the exceptionBlock (if one is provided); otherwise, returns 0. Parameter aCollection must be a collection with integer keys (even dictionaries are allowed if the keys are all consecutive integers starting at 1). Always fails to find an empty collection. anlntegerKeyedCollection includes: anElement Returns true if it contains an element equal to anElement; otherwise false. anlntegerKeyedCollection occurrencesOf: anElement Returns the number of elements equal to anElement.



destructive replacement operations 9



9



anlntegerKeyedCollection replaceElement: oldElement withElement: newElement Destructively replaces all elements identical to oldElement by newElement. Returns the receiver. anlntegerKeyedCollection replaceFrom: start to: stop with: aReplacementCollection {startingAt: startlndex} Destructively replaces all elements in the receiver between start and stop inclusively by an equal length prefix of that portion of aReplacementCollection starting at startlndex. An error results if the replacement is too short; it is truncated if too long. The replacement collection must be a collection with integer keys (even dictionaries are allowed if the keys are all consecutive integers starting at 1). Returns the receiver.
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non-destructive replacement operations •



•



•



•



•



anlntegerKeyedCollection copyFrom: start to: stop Returns a copy of a portion of the receiver starting from key start to key stop inclusively. If start is greater than stop by exactly 1, an empty collection is returned. anlntegerKeyedCollection copyReplaceAII: oldCollection with: newCollection Returns a copy of the receiver in which all occurrences of oldCollection have been replaced by newCollection. Does not scan the replacement. The two collections must be a collection with integer keys (even dictionaries are allowed if the keys are all consecutive integers starting at 1). anlntegerKeyedCollection copy Rep lace From: start to: stop with: newCollection Returns a copy of the receiver in which the portion from key start to key stop inclusively is replaced by newCollection. After the replacement, the elements of the new collection begin at key start. The new collection need not be the same size as the portion being replaced. If stop = start -1, i.e., to the left of start, an empty portion is being replaced by the new collection, i.e., an insertion. Interesting special cases occur when start = 1 and stop = 0 (inserts before first element) and when start = self size + 1 and stop = self size (inserts after last element). The same restrictions as above apply to the classes of allowable collections. anlntegerKeyedCollection copyWith: newElement Returns a copy of the receiver that is grown by one element and that has newElement as the last element. anlntegerKeyedCollection copyWithout: oldElement Returns a copy of the receiver in which all elements equal to oldElement have been left out.



specialized operations •



anlntegerKeyedCollection , aCollection Returns a new collection that is the concatenation of the receiver and aCollection. The elements of the new collection are identical to the elements in the receiver and aCollection; i.e., there are no copies of the elements made. Parameter aCollection must be a collection with integer keys (even dictionaries are allowed if the keys are all consecutive integers starting at 1).



The searching operations could be better organized. For instance, there is no method called indexOfSubColIection: or indexOfSubCoIlection: if Absent:. Most of them return 0 when a searched for element is not found — exceptions are the methods nextlndexOf:fromrto: and prevIndexOf:from:to: which return nil. On the other hand, the operations are quite general; e.g., the subcoUection being searched for need not be of the same class as the receiver. As long as its elements are equal (or identical — depending on the operation) to corresponding receiver elements, the search will succeed. Intuitively, one would therefore expect that an empty collection would satisfy this description for any starting point; i.e., an empty collection should always match. However, in the current design, the empty collection fails to match any subcoUection.
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There are three operations that perform destructive changes to the receiver: replaceElement:withElement:, replaceFrom.to.with:, and replaceFrom:to:with:startingAt:. The last two are not as general as the corresponding non-destructive operations that construct new collections. For instance, the destructive variety only permits individual elements to be replaced. It does not permit elements to be inserted or removed. Hence, care must be exercised to ensure that replacements are exactly the same size as the portion to be replaced. The nondestructive operations such as copyReplaceAH:with: and copyReplaceFrom:to:with: permit the replacement to have a size totally different from the portion being replaced. The reason for the difference is that the destructive operations are much more heavily used than the nondestructive variety — the restrictions ensure a much more efficient implementation. In hindsight, an alternative solution can be easily devised: •



Rename replaceFrom:to:with: to inPlaceReplaceFrom:to:with: (or some better choice of name) so that the functionality is still provided. The same applies to replaceFrom.to.with.startingAt:.



•



Change the implementation of replaceFrom:to:with: to something like: replaceFrom: start to: end with: aNewCollection Tself become: (self copyReplaceFrom: start to: end with: aNewCollection)



Intuitively, *X become: Y* means "for all objects in the system, change all X references to Y references (and vice versa)". This solution assumes that the become: operation is efficient This is not true of every implementation. The concatenation operator (comma) is very general and convenient. Moreover, it is a nondestructive operation. Consequently, long series of concatenations can be expensive. For example, 'A, B, C, D' constructs three successive collections with only the last returned — it is O(n^) for collections of size n. In general, any operation that results in the creation of objects of different sizes are expensive in Smalltalk. As users of both destructive and nondestructive operations, the important point to remember is the difference in generality between the two varieties. The nondestructive versions are easily distinguishable from the destructive variety because they all start with copy.... Examples anArray 1 anArray indexOf: #the => 0 anArray indexOf: #little =•> 2 anArray indexOf: #foot => 9 anArray indexOf: #rabbit ifAbsent: [anArray size + 1] => 10 anArray nextlndexOf: #little from: 3 to: 9 => 7 anArray prevlndexOf: #little from: 1 to: 5 => 2 anArray nextlndexOf: #hot from: 3 to: 9 => nil aString C(1 10 20 4)' '(1 20 30 4)' '(1 30 40 4)')



anArray (12 3 4) (1 to: 4) collect: [position I (anArray copyFrom: position to: 3) printString]. => C(12 3)"(2 3)"(3)ll()1) aString 'abcab' aString ^— 'awo seasaws*. aString copyReplaceAII: 'aw1 with: 'hell' asArray. => 'hello seashells1
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Examples (continued) anArray (NOT Once upon a long long time) anArray copyReplaceFrom: 4 to: 3 with: #(very). => (Once upon a very long long time) anArray copyReplaceFrom: 7 to: 6 with: #(ago). => (Once upon a long long time ago) #(l am here) copyWith: #now. =» (I am here now) #(l see I can be I) copyWithout: #l. => (see can be) #(Try again), #(for fun). ^ (Try again for fun) # 0 #0, #(ls this OK). => (Is this OK) #(ls this OK), #0. => (Is this OK) #(Mix this), (OrderedCollection with: #up with: #now). => (Mix this up now) #(or), (Dictionary new at: 1 put: 'this1; yourself). => (or 'this1) #(and), 'this'. => (and $t $h $i $s) #(or),#this. => (or$t$h$i$s) 'or', 'this1. =» 'or this*



8.2.5 The String, Symbol, and Text Protocol Strings, symbols, and texts are a family of related classes that manipulate collections of characters. Symbols are variations of strings that have been made unique; texts are variations that have attached font information. Since each is a specialization of array, they are provided with all of the array-like and string-like operations that arrays have; e.g., copyFronr.to:, size, and "," (the concatenation operator). Since string constants are surrounded by single quotes, quotes are themselves represented by doubling the quotes. Consequently, 'he"s' asArray =* ($h $e $' $s) asArray =>($'$') String with: $' =» "" 'a"b' at: 2 =* $'



As a general rule, symbols cannot be modified. Consequently, destructive modifications like at:put: and replaceFrom: to: with: star ting At: are not allowed. Additionally, all string-like operations on symbols return strings rather than the expected new symbol. For one example, both string and symbol concatenation return strings (the comma is the concatenation operator); i.e., 'stringV, *string2' =» lstring1string2' #symbol1,#symbol2 => 'symbol 1symbol2' 'string1',#symbol2 => 'stringisymbote*



Collections that serve as parameters to messages sent to strings and symbols need not be as specialized as strings and symbols themselves. In general, such collections are reasonably general. First of all, the elements must be characters. Second, the collections themselves must be integer-keyed collections — even dictionaries are allowed if the keys are all consecutive integers starting at 1. Chapter 8 The Collection Classes
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Collection parameters to text receivers are not as general. In fact, only text is permitted (not even strings or symbols). This is not usually of any consequence since few users actually make use of text in new applications. Its primary use is restricted to the existing text browsers. The Magnitude Protocol As implemented, strings and symbols are magnitudes3 but texts are not. Consequently, strings and symbols are provided with the usual comparison operations: ==, —, =, =, and ~=. Texts are only provided with ==, —, =, and ~=. String and symbol operations = treat corresponding uppercase and lowercase characters as equivalent. Operations = and ~= distinguish all characters. Strings and symbols provide an additional operation sameAs: that ignores case differences. Comparisons between instances of different classes are allowed but not consistently across the three classes. However, comparisons are consistent between strings and symbols. Comparison between unequal length strings or symbols uses null-padding semantics; i.e., the shorter string is assumed to be padded with '0 asCharacter'. In other words, a proper prefix of a string is less than the string itself. • •



aStringOrSymbolOrText == aStringOrSymbolOrText aStringOrSymbolOrText — aStringOrSymbolOrText Identity versus non-identity.



• •



aStringOrSymbolOrText = aStringOrSymbolOrText aStringOrSymbolOrText ~= aStringOrSymbolOrText All characters distinguished; cross-class compares inconsistent.



•



aStringOrSymbol same As: aStringOrSymbo! Like = but case differences ignored.



• • • •



aStringOrSymbol < aStringOrSymbol aStringOrSymbol aStringOrSymbol aStringOrSymbol >= aStringOrSymbol Uses ascii collating sequence with case differences ignored.



The fact that case differences are ignored for < and > but not ignored for = results in anomalous behavior in some cases. As can be seen from the example below, 'a' < 'A1, faf > 'A1, and fa' = 'A' are all false. Examples 'hello1 = 'Hello' =* false 'hello' sameAs: 'Hello' => true 'hello' = 'hello' asText => false 'hello' = #hello => true



^Logically, they are magnitudes even though they do not inherit from class Magnitude.
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Examples (continued) #hello = 'hello1 => false #hello = 'hello1 asText => false 'hello' asText = 'hello' => true "Opposite of the above" 'hello' asText = #hello => true 'a' < 'A' => false 'a' > 'A' => false 'a' = 'A' => false



'hell' < 'hello' => true 'hell' > 'hello' => false 'hell' = 'hello' =» false 'aMan' < 'aWoman' => true 'aMan' < 'aBoy' => false



Note that comparisons between texts and strings give different results depending on the choice of receivers. Text receivers explicitly extract the string parts and compare them. Hence, texts compared with strings work as expected. Strings inherit the = operation — this inherited version insists that both operands be of the same species. Hence, strings compared with texts are never equal (they are different species). The solution is either to not crosscompare or to extend the system. The String-like Protocol Because this family of classes inherits from Array, all of its string-like protocol is inherited. For completeness, we list them all without comment. However, new protocol special to this family is described in more detail. Parameter Restrictions: Unless otherwise noted, collections that serve as parameters to the following methods must contain characters and be integerkeyed collections (dictionaries are allowed if the keys are all consecutive integers starting at 1). searching operations • • • • • •



aStringOrSymbolOrText includes: anElement aStringOrSymbolOrText occurrencesOf: anElement aStringOrSymbolOrText indexOf: anElement {if Absent: exception Block} aStringOrSymbolOrText indexOfSubCollection. aCollection startingAt: aStart {if Absent: except! on Block} aStringOrSymbolOrText f indString: aCollection startingAt: a Start A better name for the previous method. aStringOrSymbol match: aStringOrSymbolOrText Compares aStringOrSymbolOrText with the receiver ignoring case differences and returns true or false. Additionally, * in the receiver denotes 0 or more characters; # denotes 1 character. Hence, the following all return true: '(*)' match: '(hello)1, '•: #' match: 'try: V, and 'why *?' match: WHY TRY?'.
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• •



aStringOrSymbol match: aStringOrSymbolOrText ignoreCase: aBoolean As above but can additionally prevent case differences from being ignored. aStringOrSymbol spellAgainst: aStringOrSymbolOrText Returns an integer between 0 and 100 indicating how similar aStringOrSymbolOrText is to the receiver. Does not perform case conversions.



destructive replacement operations • • 9



aStringOrSymbol roplacoElemont: oldElement withElement: newElement aStringOrSymbol replaceFrom: start to: stop with: aReplacementCollection {startingAt: a Start} * aStringOrSymbol replaceFrom: start to: stop withBytoArray: aByteArray startingAt: a Start * A specialized version that works for byte arrays. The standard version only works for collections of characters (a byte array is a collection of very small integers).



non-destructive replacement operations • •



• • • •



aStringOrSymbolOrText copyFrom: start to: stop aStringOrSymbolOrText copylipTo: aCharacter Returns a copy of a portion of the receiver starting from key 1 up to but excluding the specified character. aStringOrSymbolOrText copyReplaceAII: oldCollection with: newCollection aStringOrSymbolOrText copyReplaceFrom: start to: stop with: newCollection aStringOrSymbolOrText copyWith: newElement aStringOrSymbolOrText copyWithout: oldElement



specialized operations •



aStringOrSymbolOrText, aCollection Comma is the concatenation operator.



Exceptions **:



*:



Applicable to strings, symbols, and text with the following restrictions: a. Returns strings for both string and symbol receivers. b. Returns text for text receivers but requires the collection parameters to be text. Although these operations are inherited for text, they are applicable only to strings and symbols.



First we consider examples of operations that are not inherited. Inherited operations are considered last. Examples 'thethethe' findString: 'the1 startingAt: 1 => 1 'thethethe1 findString: 'the' startingAt: 2 => 4 'thethethe1 findString:'the'startingAt: 8 => 0 "Not found" 'if*then*endif#' match: 'if a > b then run. play, eat endif?' => true
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' •••11



Examples (continued) '*;*' match: 'OrderedCollection new add: #test; add #anotherTest' => true '#+#' match: 'a+b' => true '#+#' match: '10+5' => false 'help* match: 'help me* =» true 'help* match: 'Help me1 => true 'help* match: 'Help me' ignoreCase: false => false 'interesting' copyFrom: 5 to: 'interesting' size => 'resting* 'Smalltalk' spellAgainst: 'Smalltalk1 => 100 'Smalltalk' spellAgainst: 'Smalltalk' => 88 'Smalltalk' spellAgainst: 'Stalk* =» 33 'Smalltalk'spellAgainst:'Bigtalk1 => 11 'hello, goodbye1 copyllpTo:'.' =* 'hello' 'hello, goodbye' copyllpTo:';' => 'hello, goodbye' The match:, match:ignoreCase:, and copyUpTo: methods provide a poor man's approach to parsing. The match: method is used to verify the form, and copyUpTo: is used to extract the components. For instance, if a user is prompted with a string of the form 'Name/Age', the answer could be verified and components extracted as follows: '*/*' match: result ifTrue: [ name 5 'once upon a time' indexOf: $u => 6 'once upon a time' indexOf: $U => 0 'once upon a time1 indexOf: $x ifAbsent: [-1] => -1 'the happening'indexOfSubCollection:" startingAt: 1 => 0 "Not found" 'the happening' indexOfSubCollection: 'the' startingAt: 1 => 1 the happening* indexOfSubCollection: 'pen1 startingAt: 1 => 8 'the happening' indexOfSubCollection: 'pen' startingAt: 9 => 0 'the happening' indexOfSubCollection: 'penny' startingAt: 8 ifAbsent: [-1] => -1 redlnOrderedCollection 2 'Freddy' indexOfSubCollection: redlnDictionary startingAt: 1 => 2 'Freddy* indexOfSubCollection: redlnArray startingAt: 1 => 2 'Saturday' includes: $b => false 'Saturday' includes: $A => false 'Saturday' includes: $a => true 'Saturday* occurrencesOf: $b => 0 'Saturday' occurrencesOf: $S => 1 'Saturday' occurrencesOf: $a => 2 Chapter 8 The Collection Classes
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Examples (continued) 'sing song' replaceElement: $s withElement: $p => 'ping pong' (1 to: 3) collect: [.-position i 'test' roplacoFrom: 2 to: 3 with: 'ooar' startingAt: position]. =» ('tart' 'tart' 'tart') "successively changes 'ar' to 'oo', 'oa', 'ar' but since the same string is changed, only the last change is visible." (1 to: 3) collect: [:place I ('test' replaceFrom: 2 to: 3 with: 'ooar' startingAt: place) copy]. => ('toot' 'toaf 'tart') "as above but collects copies, so all changes are visible." (1 to: 'hi you' size+1) collect: [:position I 'hi you' copyFrom: position to: 'hi you' size]. => Chi you' 'i you'' you' 'you' 'ou' 'u' ") 'the yum yum tree1 copyReplaceAII: 'yum' with: 'happy' => 'the happy happy tree' 'ratattattatman' copyReplaceAII: 'tat' with: " => 'raman' 'abccabc' copyReplaceAII: 'abc' with: 'ab' => 'abcab' 'awo sea saws' copyReplaceAII: 'aw' with: 'hell' asArray. => 'hello seashelfs' 'method1 copyReplaceFrom: 4 to: 6 with: 'aphor' asArray => 'metaphor' 'method' copyReplaceFrom: 1 to: 4 with: 'r' => 'rod' 'method' copyReplaceFrom: 2 to:4 with: " => 'mod' 'method' copyReplaceFrom: 7 to: 6 with: 'ological' => 'methodological' 'method' copyReplaceFrom: 1 to: 0 with: 'another' => 'another method' 'brow' copyWith: $n => 'brown' 'mississippi' copyWithout: $i => 'msssspp' 'Try a', 'gain f , 'or fun'. => Try again for fun' "," => " " / I s this OK' => 'Is this OK1 Ms this OK'," => 'Is this OK' 'Mix1, (OrderedCollection with: $u with: $p) => 'Mixup' 'bat1, (Dictionary new at: 1 put: $s; yourself) => 'bats'



Type Conversion The following list summarizes the conversion operations applicable to the string, symbol, and text classes. The general conversions discussed previously are shown first. Specialized operations follow. 9 9



• • 9



• 9 9 9 9 9 9
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aStringOrSymbolOrText asSortedCol lection aStringOrSymbolOrText asSortedCol lection: aSortBlock aStringOrSymbolOrText asOrderedCollection aStringOrSymbolOrText asSet aStringOrSymbolOrText asBag aStringOrSymbolOrText asArray aStringOrSymbolOrText asString aStringOrSymbolOrText asText aStringOrSymbol asSymbol aStringOrSymbolOrText asUppercase** aStringOrSymbolOrText asLowercase aStringOrSymbolOrText aslMumber
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Exceptions Returns strings for both string and symbol receivers. Returns text for text receivers. Although these operations are inherited for text, they are applicable only to strings and symbols.



*:



In keeping with the earlier general remarks, asUppercase and asLowercase return strings for both string and symbol receivers. They return text for text receivers. Operation asNumber converts a prefix (that portion which is a correct number) of the receiver to a number. In the simplest case, when no prefix is a number, 0 is returned. There is no operation for converting individual characters to strings. This would be useful for the special unprintable characters •



Character newPage



•



Character backspace



•



Character cr



•



Character esc



•



Character space



•



Character tab



It would be simple to add the following character to string conversion method to class Character. asString



T(String with: self



Examples 'singing' asUppercase => 'SINGING' 'SINGing* asLowercase => 'singing' #Columbus asUppercase => 'COLUMBUS' #CRUSOE asLowercase => 'crusoe' 'Cream* asText asUppercase => Text for 'CREAM' 'Powder' asText asLowercase => Text for 'powder' '2000' asNumber => 2000 '2000' asSymbol asNumber => 2000 '2000' asText asNumber =» 2000 '100+200' asNumber => 100 'junk' asNumber => 0 1.5e10' asNumber => 1.5e10 '-40' asNumber => -40 '1/3' asNumber => 1 "There is no such thing as a fraction constant"



Special Purpose Operations There are few specialized operations. Special text operations deal with text emphasis. Emphasis codes include the following: •



basal => 0 (the standard emphasis)



•



bold =» 1



•



italic => 2
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• • • • • • •



boldltalic => 3 underlined => 4 overStruck => 8 subscripted => 16 superscripted => 32 subscriptedUnderlined => 20 superscriptedUnderlined => 36



Operation withCRs is used for constructing menu items; e.g., 'red\blue\yellowr withCRs is equivalent to 'red blue yellow' where we have deliberately started a new line after red and blue. Operation contractTo: is used in displays. • 9



9



9



9



aTextallBold Returns text in boldface. aText emphasisAt: characterlndex Returns the integer code for the emphasis at the specified index. aText omphasizoFrom: start to: stop with: anEmphasisCode Changes the emphasis of the indicated portion of the receiver. aStringOrSymbol withCRs Returns a new string with backslashes replaced by carriage returns. aStringOrSymbol contractTo: aMaximumSize Shortens strings longer than the specified maximum by replacing the middle portion by '...'.



Examples 'hello' asText allBold => (only displays in bold) 'test' asText allBold emphasisAt: 2 => 1 'a hot potatoe asText emphasiszeFrom: 3 to: 5 with: 1 => (displays as 'a hot potato') 'longwinded' contractTo: 9 => 'lon...ded'



8.2.6 The Mapped Collection and Run Array Protocol Mapped collections (arbitrary keys) and run arrays (integer keys) provide access to their elements indirectly through a subscript map; i.e., a mapping that converts a user's subscript into a more appropriate internal subscript. For mapped collections, the map is an arbitrary keyed collection; for run arrays, it is a specially designed integer-keyed collection that maps sequences of consecutive values into the same internal subscript. Mapped collections are intended for general mapping purposes, while run arrays are intended for use as space-efficient sparse arrays. Neither can be automatically grown or explicitly grown with the built-in grow command, but special methods are provided for explicitly growing run arrays. To be more specific, a mapped collection or a run array A has both a map M and an internal array B associated with it (the mappee). Access to A results in an indirect access to B through M; i.e., Aj means B M ( i ) 324
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where M(i) maps i to some intermediate subscript actually used by B as follows: M(i) is M at: i (for mapped collections) M(i) is the smallest j such that the sum of the first j elements of M is >= i (for run arrays)



The run array situation is much easier to explain with an example that efficiently represents a 170-element array A using two 3-element arrays M and B where M is #(100 20 50) and B is #(-1 -2 -3)



In this case, the first 100 subscripts (1, 2,..., 100) map to - 1 , the next 20 subscripts (101, 102, ..., 120) map to -2, and the remaining 50 subscripts (121, 122, ..., 170) map to -3. Thus A at: 20 maps to B at: 1 A at: 80 maps to B at: 1 A at: 110 maps to Bat: 2 A at: 150 maps to B at: 3



An equivalent mapped collection could also be constructed to have the same effect, but the space efficiency would be lost. The map would have to be an array with one hundred l's, followed by twenty 2fs, in turn followed by fifty 3's. It is clear that run arrays are a special case of mapped collections optimized for space. However, the two notions were developed independently. Consequently, the terminology imbedded in the methods for constructing them is not compatible. Fortunately, there are few special purpose methods and therefore they are easily differentiated. The term run array itself comes from the observation that each entry in the map describes a series of consecutive subscripts with the same property (in this case, the same mapping — the entry position). Such a sequence is often called a run. mapped collection operations • •



•



MappedCollection collection: collectionOfElements map: aMappingCollection Returns a new mapped collection with the specified mappee and map. aMappedCollection contents Returns a collection like the map (the same species) that collapses the map and mappee. The result is not a mapped collection. anArray mappedBy: aMappingCollection Returns a collection like the map (the same species) that collapses the map and mappee (the receiver). The result is not a mapped collection.



run array operations •



•



RunArray runs: anArrayOfCounts values: anArrayOfSuccessivelyDistinctElements Returns a new run array with the specified elements conceptually repeated the number of times indicated by the corresponding entry in anArrayOfCounts. The information is kept in a sparse space-efficient manner. aRunArray runLengthAt: index Returns the length remaining in the run beginning at the specified index.
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•



•



aRunArray addFirst: anElement Grows the run array by adding a new element at the front. Returns the element. Does not work if the map is a dictionary. aRunArray addLast: anElement Grows the run array by adding a new element at the rear. Returns the element. Does not work if the map is a dictionary.



text operations •



Text string: aString runs: aRunArrayOfEmphasisCodes This is the only method in the system associated with a class other than Run Array that explicitly requires a run array. This array could of course be constructed using (RunArray runs: anArrayOfCounts values: anArrayOfEmphasis).



Although the contents of a mapped collection is the same species as the map, sequencing operations like select: return collections that are the same species as the mappee. For example, consider aDictionary -1 2->-1 3->-1) aMappedCollection collect: [:element I element] => (-1 -1 -1)



"an array"



In specific cases, either the map or the mappee could itself be a mapped collection. In general, the species represented by a mapped collection is the species of the mappee (recursively applicable to arbitrary depth). Thus it is operation contents above that is not conforming to the usual standard. The problem does not arise with run arrays because sequencing operations like collect: are not permitted (yet). It also does not have an operation like contents. The contents of a run array can be obtained by executing the conversion operation asArray. Examples aClothingHeatMap cool. (#blanc maps to #white with value #cool) aMappingFromlntegersToHeatlnEnglish hot. (1 maps to #noire with value #hot) aMappingFromlntegersToHeatlnEnglish at: 2 => cool. (2 maps to #blanc with value #cool) aMappingFromlntegersToHeatlnEnglish at: 3 => hot. (3 maps to #noire with value #hot) aClothingHeatMaplnFrench contents => Dictionary (noire->hot blanc->cool) aMappingFromlntegersToHeatlnEnglish contents => (hot cool hot) 326
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*



anlnterval at: anlndex Returns the element at the specified position in the interval. If there is no such element; e.g., when the interval is empty, an error is reported.



searching operations * *



anlnterval includes: aValue Returns true if it contains an element equal to aValue; otherwise false. anlnterval occurrencesOf: aValue Returns the number of elements equal to aValue.



construction operations *



*



* *



Interval from: aStartNumber to: anEndNumber Returns a nondecreasing interval; i.e., the interval is empty if anEndNumber is less than aStartNumber. Interval from: aStartNumber to: anEndNumber by: aStepSizeNumber Returns a nonincreasing or nondecreasing interval depending on whether or not the step size is negative or positive respectively. A zero step-size leads to infinite loops. aStartNumber to: anEndNumber aStartNumber to: anEndNumber by: aStepSizeNumber Same as corresponding class methods in Interval (see above).



In general, intervals are created by specifying start and end points along with an optional step-size. Without the step-size, the interval must be nondecreasing as in (1 to: 1) or (1 to: 10). Otherwise, it denotes an empty interval; i.e., an interval without elements; e.g., (1 to: -10). Intervals are more general than corresponding facilities in other programming languages because they can be constructed with arbitrary numbers. Consequently, it is legal to have intervals such as 1 to: 10 (1/3) to: (8/3) by: (1/3) (1.5 to: 9.5 by: 0.5 1 to: 5.0 by: (1/3)



When accessed sequentially via the sequencing operations do:, collect:, ..., the elements obtained are not always of the same class. For instance, for the last example above, the elements accessed include 1 (an integer), (4/3) (a fraction), (5/3), 2, (7/3),..., (14/3), 5. Since an interval is logically an array with an efficient representation for the elements, it is possible to access (but not modify) the elements using the standard at: method. In this case, the elements obtained are not necessarily the same as the elements obtained via the sequencing operations, since each and every single element is computed on demand from the same algorithm. By contrast, the sequencing operations begin with the start point and continually add the step-size until all elements are exhausted. The difference is small but noticeable. For example, consider anlnterval right. (2 maps to 3 with associated value #right) aDifferentViewOfArray at: 3 => left. (3 maps to 1 with associated value #left) aDifferentViewOfArray => #(middle right left). #(left middle right) mapped By: #(2 3 1) => (middle right left), (left rotation, see above) #(left middle right) mapped By: #(3 1 2) => (right left middle), (right rotation) #(left middle right) mappedBy: #(3 2 1) => (right middle left), (switch ends) aFullHouse 3. aFullHouse runlengthAt: 2 => 2. aFullHouse runlengthAt: 3 => 1. aFullHouse runlengthAt: 4 => 2. aFullHouse runlengthAt: 5 => 1. aFullHouse addFirst: #Ace =» Ace. aFullHouse addFirst: #Ace => Ace. aFullHouse addLast: #Two => Two. aFullHouse => a run array like RunArray runs: (2 3 2 1) values: #(Ace King Ten Two). aDictionary «- Dictionary new at: 1 put: #big; at: 2 put: #small; yourself. tenBigsAndTwentySmalls 4 seeTheCatRack isEmpty "atBeginning" => true seeTheCatRack atEnd => false seeTheCatRack next => see seeTheCatRack reset seeTheCatRack size => 4 seeTheCatRack isEmpty "atBeginning" => true seeTheCatRack atEnd => false seeTheCatRack next => see seeTheCatRack setToEnd seeTheCatRack size =» 4 seeTheCatRack isEmpty "atBeginning" =* false seeTheCatRack atEnd => true seeTheCatRack next => (error) seeTheCatRack position: 0 seeTheCatRack next => see seeTheCatRack position: 2 seeTheCatRack next => rack seeTheCatRack position: 1 seeTheCatRack nextPut: #hat => hat seeTheCatRack contents => (see the hat rack) seeTheCatRack next => rack seeTheCatRack position: 4 seeTheCatRack nextPut: #now => now seeTheCatRack contents => (see the hat rack now) seeTheCatRack size => 5



Chapter 8 The Collection Classes



335



Accessing and Modifying Streams Although modification operations have been included with the accessing operations, it should be clear that instances of ReadStream cannot be modified. extraction operations •



aStream next Returns the next object in the stream and positions the stream to the right of the object; i.e., reads the next object. It is an error to request an object if none exists.



•



aStream next: aCount Returns the specified number of successive elements in the stream as a species-correct collection and positions the stream to the right of the elements; i.e., reads aCount elements. It is an error to request more elements than actually exist.



•



aStream noxtAvailablo: anlnteger Returns as many remaining elements as possible (up to the maximum specified by anlnteger) in a species-correct collection. aStream nextMatchFor: anObject Reads and discards the next object in the stream. Returns whether or not the object was equal to anObject.



•



•



•



• •



•



aStream throughAII: aCollection Returns a species-correct collection containing all remaining elements up to and including the first subcollection equal to aCollection. The stream is left positioned after the equal subcollection. If no such subcollection is found, returns the remaining elements and the stream is positioned at the end. aStream upToAII: aCollection Similar to above but excludes (and does not read past) the start of the first subcollection equal to aCollection.



•



aStream peek



•



Returns the next object without reading it; i.e., without changing the stream position. If the stream is at the end, returns nil. aStream peekFor: anObject Either reads and returns the next element if it is equal to anObject; or, returns false without affecting the stream.



•
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aStream through: anObject Returns a species-correct collection containing all remaining elements up to and including the first element equal to anObject. The stream is left positioned after the equal element. If no such element is found, returns the remaining elements and the stream is positioned at the end. aStream upTo: anObject Similar to above but excludes (yet erroneously reads past) the first element equal to anObject. aStream upToEnd Returns all remaining elements in a species-correct collection.



aStream contents Returns a copy of the entire contents of the stream independent of the number of objects read or written.
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modification operations 9



•



•



aWriteStream nextPut: anObject Inserts anObject at the current position in the stream and positions the stream to the right of the inserted object; i.e., writes anObject into the stream. Returns anObject. aWriteStream next: aCount put: anObject Writes anObject into the stream as many times as specified by aCount. Returns anObject. aWriteStream nextPutAII: aCollection Writes the successive elements of aCollection into the stream. Returns aCollection.



repositioning operations 9



9



9



9



aStream skip: anlnteger Repositions the stream by either going right, not moving, or going left the specified amount depending on whether anlnteger is positive, zero, or negative respectively; i.e., positive indicates reading, negative unreading. Returns the receiver. aStream skipUpTo: anObject Repositions the stream to the left of the next element equal to anObject. If none is found, repositions at the end of the stream and returns nil; otherwise, returns self. aStream skipThrough: anObject Repositions the stream to the right of the next element equal to anObject. If none is found, repositions at the end of the stream and returns nil; otherwise, returns self. aStream skipToAII: aCollection Repositions the stream to the left of the subcollection equal to aCollection. If none is found, repositions at the end of the stream and returns nil; otherwise, returns self.



sequencing operations 9



aStream do: aBlock Evaluates aBlock for each of the remaining elements of the stream.



In general, the operations are quite flexible.The major operations are next, peek, nextPut:, nextPutAII, and contents. Operations such as nextMatchFor:, through:, upTo:, peekFor:, next:, skip:, and skipTo: are useful for simple search and parsing applications. Methods through All:, upToAIl: and skipToAII: permit searching for entire subcollections rather than individual objects. However, there is one discrepancy: "aStream upTo: $?" and "aStream upToAIl: '?"* both return the same string but they have different side-effects. The former reads past the "?" but the latter doesn't. Also notice that there is only one sequencing operation; i.e., do:. Moreover, it does not sequence through all elements in the stream. Instead, it only sequences through the remaining elements. A large example that exercises many of the above operations can be found in the chapter on magnitudes. In particular, refer to method readFrom: in class AbsoluteTime. Other less comprehensive examples follow: Chapter 8 The Collection Classes
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Examples sentenceFirstPart aStream "Yes, ' $! helpcontents => 'hello there, hey!!!!!1 help skip: -8; nextPutAII: 'you'; contents => 'hello there, you!!!!! 1 aStream (error) redAndBlue first => Red redAndBlue last => Blue redAndBlue includes: #Red => true redAndBlue includes: #Yellow => false redAndBlue occurrencesOf: #Yellow => 0 redAndBlue before: #Blue =* Red redAndBlue after: #Red =s> Blue redAndBlue add: #Yellow => Yellow. redAndBlue => OrderedCollection (Red Blue Yellow) aTongueTwister f - OrderedCollection new. aTongueTwister addFirst: #rubber. "Now contains (rubber)" aTongueTwister addLast: #bumpers. "Now contains (rubber bumpers)" aTongueTwister add: #baby after: #rubber. "Now contains (rubber baby bumpers)" aTongueTwister add: #buggy before: #bumpers. aTongueTwister => OrderedCollection (rubber baby buggy bumpers) 348
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Examples (continued) aTongueTwister add: #phew beforelndex: 5 aTongueTwister => OrderedCollection (rubber baby buggy bumpers phew ) aTongueTwister add: #two beforelndex: 1 aTongueTwister => OrderedCollection (two rubber baby buggy bumpers phew ) counts (one two two) "Now contains ($3 $3 $3)" counts removeLast: 3 => ($3 $3 $3) "Now contains 0" aSong OrderedCollection (can you believe it now) canYouBelievelt copyWithout: #it => OrderedCollection (can you believe) canYouBelievelt copyReplaceAII: #it with: #(the man) =» OrderedCollection (can you believe the man) story OrderedCollection (Once upon a time)



The Array-like and String-like Protocol Ordered collections can also be manipulated as arrays. Consequently, the traditional array operations at: and at.put: are available along with all of the string-like operations for searching, replacing, and destructively modifying the ordered collection. See Sect. 8.2.4 for details. Ordered collections are implemented using the notion of a 'floating' array. Adding elements in front of a sequence can cause the entire sequence of elements to be shifted right to accommodate the insertion. In anticipation of further insertions, a reasonably large gap of unused space is left at the beginning (and the end). These end-gaps are totally invisible to users of ordered collections — even inspectors hide them (unless a basic inspector is used). Ordered collections always maintain the illusion that the first and last elements are at subscript positions 1 and s where s is the size of the collection. If a new element is added to the left, for example, the subscripts are shifted over so that the new element is at subscript position 1. This is achieved efficiently, not by moving the elements, but by keeping track of the first and last element positions. The fact that implementation details for growing, shrinking, and shifting are totally hidden is what makes ordered collections so useful. 8.4.4 The Sorted Collection Protocol SortedCollection is a subclass of ordered collection in which the elements are sorted. The sorting criterion is provided by means of a sort block, a two-parameter boolean-returning block for comparing successive pairs of elements in a partially sorted sequence. The sort block can be specified explicitly at creation time or the following default sort block used. If the sort block is changed, the entire collection is re-sorted according to the new sort block. defaultBlock IdentitySet ('Me' 'Me' 'You') IdentitySet new add: 1; add: 2; add: 2.0; add: 2; add: 1.0; yourself => IdentitySet (1 2 2.0 1.0) Set new => Set 0 Set new: 10=> Set 0 me 3. aNonEmptyBag size => 4. aNonEmptySet includes: 'short' => true. aNonEmptyBag includes: 'short' => true. aNonEmptySet occurrencesOf: 'short' => 1. aNonEmptyBag occurrencesOf: 'short' => 2. Bag new addAII: #(the boy and the man went to the railroad station); occurrencesOf: #the => 3 Bag new addAII: 'mississippi1; occurrencesOf: $s => 4 356
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Examples (continued) 'aeiou' asSet remove: $u; yourself => Set ($e $i $o $a) "Order is not predictable (ever)" 'aeiou1 asSet remove: $x ifAbsent: [#what] => what 'hippopotamus' esSet remove All: 'aeiou1; yourself => (error) "$e is not in the set" 'hippopotamus1 asSet removeAII: 'aiou'; yourself => Set ($h $m $p $s $t) 'hippopotamus' asBag removeAII: 'aiou'; yourself =» Set ($h $m $o $p $p $p $s $t) aNonEmptyBag «- Set with: 'the' with: 'short' with: 'short' with: 'story'. aNonEmptyBag sortedCounts => SortedCollection (2->'short' 1->'story' 1->'the') aNonEmptyBag sortedElements => SortedCollection ('short'->2 'story'->1 'the'->1) #(12 3) asSet - #(2 3 4) asSet => Set (1)



So as not to leave the impression that set-like operations cannot be added, consider the following extensions added to Bag and Set. Operation subtract: is a substitute for "-"; alternatively, we might have used * V for union: and "&" for intersect:. union: aCo I lection Tself copy addAII: aCollection; yourself intersect: aCollection I selfCopy finalResult I selfCopy 300@250 =* 300@200 => 10@20



More generally, the protocol is the following: 9



aPoint • aPointOrNumber Returns a new point that is the product of aPoint and aPointOrNumber.
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•



aPoint + aPointOrNumber Returns a new point that is the sum of aPoint and aPointOrNumber. aPoint - aPointOrNumber Returns a new point that is the difference of aPoint and aPointOrNumber. aPoint/aPointOrNumber Returns a new point that is the quotient of aPoint and aPointOrNumber. aPoint // aPointOrNumber Returns a new point that is the result of applying integer division to aPoint and aPointOrNumber and truncating the result toward negative infinity. aPoint abs Returns a new point whose x and y coordinates are the absolute values of the x and y coordinates of aPoint.



No arithmetic operations are supported on rectangles.



9.2.7 Comparing Points and Rectangles Comparing Points The relational operators are defined on points as follows. A point is said to be less than another if both its x and y values are less than the other. Alternatively, this can be expressed spatially by stating that one point is less than another if it is above and to the left of the other. Similar mathematical or spatial interpretations can be given to each of the relational operators. You might expect that, since arithmetic operators successfully coerce numbers to points when one of the arguments is a number, the relational operators would behave in the same way. Unfortunately, this is not the case. Binary operators on points must have a point as argument. On the other hand, numbers will accept relational operators where a point is given as the argument; e.g., 100@100 < (50@50) 100@100 < 50 100 < (50@50)



=> false => error => false



The relational operators include the following: • • • • • •
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aPoint < anotherPoint Returns true if aPoint is above and to the left of anotherPoint. aPoint > anotherPoint Returns true if aPoint is below and to the right of anotherPoint. aPoint = anotherPoint Returns true if aPoint is neither below nor to the right of anotherPoint. aPoint =s anotherPoint Returns true if the x and y coordinates of each point are equal. aPoint hash Implemented because = is reimplemented.
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Additionally, the maximum and minimum of any pair of points can be found with respect to the relational operators defined earlier. *



*



aPoint max: anotherPoint Returns the lower right corner of the rectangle defined by aPoint and anotherPoint. aPoint min: anotherPoint Returns the upper left corner of the rectangle defined by aPoint and anotherPoint.



Comparing Rectangles Rectangles may only be compared for equality. *



*



aRectangle = anotherRectangle Returns true if the origin and corner points of aRectangle and anotherRectangle are equal. aRectangle hash Implemented because = is reimplemented.



9.2.8 Truncating and Rounding Points and Rectangles Protocol is supported for rounding and truncating points in two ways. The x and y coordinates can be rounded using rounded. In addition, points can be rounded or truncated to lie on some specified grid using grid:, truncatedGrid:, and truncateTo:. *



aPoint rounded Returns a new point with x and y values derived by independently rounding the x and y values of aPoint. (125.5(3)120.4) rounded =» 126@120



*



aPoint grid: aGridPoint Returns a new Point that is the nearest rounded point to aPoint on the grid specified by aGridPoint. 126@133 grid: 5(5)5 => 125(3) 135



*



aPoint truncatedGrid: aGridPoint Returns a new Point that is the nearest truncated point to aPoint on the grid specified by aGridPoint. 126@133 truncatedGrid: 5(2)5 =* 125(2)130



*



aPoint truncateTo: integerGridValue Like truncatedGrid except that the argument must be a number rather than a point. The comment in the Smalltalk system suggests that the argument should be a point. Note that this method fails if given a point for the argument. 126(2)133 truncateTo: 5 => 125(2)130
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In the case of rectangles, protocol is supported to round a rectangle by rounding the origin and corner points. 9



aRectangle rounded Returns a new rectangle with origin and corner derived by rounding the origin and corner points of aRectangle. (125.5(g)120.4 corner: [email protected]) rounded => 126(2)120 corner: 46@32



9.2.9 Points in Polar Coordinate Form Information about a point can also be returned to the programmer in polar coordinates. In the polar coordinate system (see Fig. 9.6), a point is represented by the distance from the origin to the point (radius) and the angle a line joining the origin to the point makes with the positive x-axis. Angles are measured clockwise from the x-axis; right is 0, down is 90 degrees or n/2 radians. A point in the polar coordinate system is commonly referred to by its (r, 9) components; 0 is measured in radians.



(r,6) y Figure 9.6 Polar coordinate system. • 9



aPoint r Returns the radius (the distance from the origin) of the receiver. aPoint theta Returns the 6 component (the angle a line joining the x-axis makes with the positive x-axis) of the receiver.



9.2.10 Miscellaneous Point Operations Methods are provided to compute the distance between two points and the distance between a point and a line. • 9
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aPoint dist: anotherPoint Returns the distance between aPoint and anotherPoint. aPoint pointNearestLine: pointi to: point2 Returns a new Point nearest to aPoint that is on a line from pointi to point2.
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The normal and unit vector of a point and the dot product of two points can also be computed. • •



9



aPoint dotProduct: anotherPoint Returns the dot product of aPoint and anotherPoint. aPoint normal Returns a new point representing the unit vector rotated 90 degrees toward the y-axis. aPoint unKVactor Returns aPoint scaled to unit length.



9J2.11 Miscellaneous Rectangle Operations Three methods deal with testing for spatial relationships between points and rectangles. They answer the following queries: Is a rectangle contained within another? Is a point within a rectangle? Do two rectangles intersect? These operations are particularly important since some of the later methods work successfully only in prescribed situations. These testing methods can be used to test the applicability of a message before it is sent. 9



9



9



a Rectangle contains: anotherRectangle Returns true if anotherRectangle is equal to or is contained within aRectangle. aRectangle containsPoint: aPoint Returns true if aPoint is within aRectangle. aRectangle intersects: anotherRectangle Returns true if aRectangle and anotherRectangle intersect.



The methods expandBy:, insetBy:, and insetOriginBy:cornerBy: are concerned with expanding and contracting rectangles by given amounts. Each method can take scalars, points, or rectangles as arguments except for insetOriginBy.cornerBy: which allows only scalars and points as arguments. The method amountToTranslateWithin: calculates the amount by which one rectangle must be moved to lie within another. The method areaOutside: returns a collection of rectangles that lie inside one rectangle but not within its intersection with a second rectangle. The intersection of two rectangles is found through intersect:, while the smallest rectangle that contains two rectangles is found using merge:. Note that any message sent must be appropriate for the rectangles involved. For example, intersect: only returns a valid result if the two rectangles do intersect. In the examples that follow, assume the following: rectanglei 90(2)90 corner: 210(2)210 rectanglei expandBy: (10@10 corner: 20@20) => 90(2)90 corner: 220@220
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*



aRectangle insetBy: delta Returns a new rectangle that contracts aRectangle by delta — delta is a rectangle, point or number. rectanglei insetBy: 10 => 110@110 corner: 190@190 rectanglei insetBy: 10@10 => 110@110 corner: 190@190 rectanglei insetBy: (10(2)10 corner: 20(3)20) => 110(3)110 corner: 180(3)180



*



aRectangle insetOriginBy: originDelta cornerBy: cornerDelta Returns a new rectangle that contracts aRectangle by independently contracting the origin and corner by specified amounts. Arguments can be points or scalars. rectanglei insetOriginBy: 10 cornerBy: 10 => 110@110 corner: 190@190 rectanglei insetOriginBy: 10@10 => 110@110 corner: 190@190



*



aRectangle amountToTranslateWithin: anotherRectangle Returns a point, delta, such that aRectangle + delta is forced to be inside anotherRectangle.



*



aRectangle areasOutside: anotherRectangle Returns an ordered collection of rectangles made up of the parts of aRectangle that lie outside anotherRectangle. If the rectangles do not intersect, aRectangle is returned as the result. rectanglei areasOutside: rectangle2 => OrderedCollection (100@100 corner: 200@150 100@150 corner: 150@200)



*



aRectangle intersect: anotherRectangle Returns a rectangle equal to the intersection of aRectangle and anotherRectangle. The rectangles must intersect for a valid response. rectanglei intersect: rectangle2 => 150(3)150 corner: 200(3)200



*



aRectangle merge: anotherRectangle Returns the smallest rectangle that contains both aRectangle and anotherRectangle. rectanglei merge: rectangle2 => 100@100 corner: 250(3)250



9.2.12 Transforming Points and Rectangles Transforming Points Points may be translated, scaled, and transposed to produce a new point. Note that scaleBy: must have a point as argument, while translateBy: accepts either a point or a number. *



aPoint scaleBy: scalePoint Returns a new point whose x and y values are derived by scaling the x and y values of aPoint by scalePoint. 100@100 scaleBy: 3 => error 100(5)100 scaleBy: 2@3 =* 200@300
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aPoint translateBy: deltaAmount Returns a new point whose x and y values are derived by translating the x and y values of aPoint by deltaAmount (a point or a number). 100(3)100 translatoBy: 50 => 150@150 100(3100 translatoBy: 50@-50 =» 150@50



•



aPoint transpose Returns a new point whose x and y coordinates are those of aPoint but interchanged. 200100 transpose => 100(3)200



Transforming Rectangles Rectangles support scaling and a number of ways of moving and translating. It is important to note which methods return new points and which return the modified receiver. Note also that some methods will accept numbers as arguments where a point is normally accepted while others do not. In the examples that follow, assume the following: rectanglei 300@300 corner: 600(3)600 rectanglei scaleBy: 2@3 => 200@200 corner: 400@600



•



aRectangle translateBy: deltaAmount Returns a new rectangle formed by translating aRectangle by deltaAmount (a point or a number). rectanglei translateBy: 50 => 150@150 corner: 250@250 rectanglei translateBy: 50@100 => 150(2)200 corner: 250(3)300



•



aRectangle align: aPoint with: anotherPoint Returns a new rectangle formed by translating aRectangle by an amount equal to 'anotherPoint - aPoint' — as a result, aPoint in the rectangle is displaced so as to be at anotherPoint after the alignment. rectanglei align: 150(3)150 with: 200(3)200 => 150@150 corner: 250(3)250



•



aRectangle movoBy: aPointOrNumber Modifies aRectangle so that it is translated by aPointOrNumber. rectanglei moveBy: 50 => 150@150 corner: 250@250 rectanglei moveBy: 50(3)50 => 150(3)150 corner: 250(3)250
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*



aRectangle moveTo: aPoint Modifies aRectangle so that its top left corner is aPoint. The argument must be a point. rectangle 1 moveTo: 50 => error rectanglei moveTo: 50@50 =* 50@50 corner: 150@150



9.3 CREATING AND MANIPULATING GRAPHIC IMAGES The two fundamental classes for creating and manipulating graphical images in Smalltalk are classes Form and BitBlt. Forms are used to represent images, while instances of class BitBlt represent operations on forms. At this point it may seem contradictory to say that instances of BitBlt represent operations. We will explain the rationale behind this design decision in a moment. The name BitBlt is derived from a powerful bit-boundary block transfer instruction of that name found on one of the first machines to support Smalltalk, the Xerox Alto. RasterOp is a synonym for BitBlt in many graphics systems. All text and graphical operations in Smalltalk can be described in terms of copying some source form to a destination form. For example, displaying a path involves copying a form onto the display at each point on the path. Similarly, displaying a text string involves copying the form representing each character in the string onto the display in sequence. In both of these examples, the destination form is the display. It is important to note that BitBlt makes no distinction between internal (memory-based) forms and external (display-based) forms.



9.3.1 Creating Images with Forms Forms consist of a height, a width, an offset, and a bitmap that stores the image. For example, suppose we wished to construct an iconic form resembling a bug (see Fig. 9.7). The following expression creates a form with width and height 16, an array of bits to display the required iconic shape, and an offset -7@-7. For further details on the creation of forms see Sec. 9.6.2. bug 
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recursion using this program, and, in this case, Smalltalk is no excep- tion. The Tower of ... become our recursive solution to the problem. Now we're ready to ...
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Practical Smalltalk - Description 

permission of the publisher (Springer-Verlag New York, Inc. 175 Fifth Avenue, New York, NY 10010, .... course, just one of the tools in the Smalltalk/V environment. This .... We try to differentiate between elements of the Smalltalk language.
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Smalltalk V Tutorial - Description 

Copying or duplicating this manual or any part thereof is a violation of the law. .... of Smalltalk thought suggests that the best introduction to object-oriented programming ... Smalltalk embodies these ideas in a framework for human/computer ... pr
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2. The Olympic Truce. Do you believe that sport can be used to bring individuals from around the world .... 2012 games including Mario ... great party bands.
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L'organisation est super et il semble que vous ayez pensé à tout. Quelle est votre profession dans votre pays ? Je suis directeur général de l'athlétisme.
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[image: alt]





A Taste of Smalltalk 

A Taste of Smalltalk. â€¢ Two examples: â€“ 'hello world'. â€“ A Tomagoshi. â€¢ To give you an idea of: â€“ the syntax. â€“ the elementary objects and classes.
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May 24, 1985 - Processing a Class Definition. 39. This chapter introduces the syntax used for defining classes. An ex- ample class definition is presented.
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Method Names. â€¢ Specialized names for specialized purposes. â€¢ Double-dispatching methods. â€¢ Accessing methods. â€¢ Query methods. â€¢ Boolean property setting.
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Switch>>makeOn status := #on. Switch>>makeOff status := #off. Switch>>status. ^status. Client>>update self switch status = #on ifTrue: [self light makeOn].
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chapter looks at basic Smalltalk/V syntax, outlines some of the important classes .... your own analo gies as you progress through the book. ...... systems and languages is the holistic nature of the application. ...... east) when it is moved. Finall
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â€œSmalltalk with Styleâ€� by Edward Klimas, Suzanne Skublics and. David A. Thomas (free). â€¢ â€œSmalltalk by Example: the Developer's Guideâ€� by Alex Sharp. (free).
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tutorial which gets you up and running and writing your first Smalltalk/V code. ...... average sales tax paid, shipments to each region, and several other statistics. ...... They sketched a diagram of their customer prospecting strategy as shown in .
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