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Information Theory History & Definition … History: The publication of Claude Shannon’s 1948 paper entitled “A Mathematical Theory of Communication”. Definition: Information theory is the science of compression, storage, and transmission of information. In other words, it was developed to find fundamental limits on above operations. 3



Shannon Limit Who is Shannon • Claude Elwood Shannon (April 30, 1916 – February 24, 2001) was an American mathematician, electronic engineer, and cryptographer known as "the father of information theory". • He taught at MIT from 1956 until his retirement in 1978.
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Shannon Limit What is Shannon Limit Shannon showed that any communications channel — a telephone line, a radio band, a fiber-optic cable — could be characterized by two factors: bandwidth and noise. — Bandwidth is the range of electronic, optical or electromagnetic frequencies that can be used to transmit a signal; — Noise is anything that can disturb that signal. Given a channel with particular bandwidth and noise characteristics, Shannon showed how to calculate the maximum rate at which data can be sent without error. He called that rate the channel capacity. But people always call it — Shannon limit.
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Shannon Limit Channel Capacity: The maximum data rate at which the error-free communication over the channel is performed. Channel capacity on AWGN channel (Shannon-Hartley capacity C/W [bits/s/Hz] theorem):



S  C = W log 2 1 +   N



[bits/s ]



Unattainable region



Practical region



W



[Hz] : Bandwidth



S = Eb ⋅ Rb [ Watt ] : Average received signal power N = N 0 ⋅ BW



[Watt] : Average noise power SNR [dB] 6



Error Correction Schemes There are two methods to correct the transmission errors: 1. Error Detection and Retransmission: – Good for point-to-point two-way communications. – Return channel and retransmission (Automatic Repeat reQuest-ARQ) needed; 2. Forward Error Correction (FEC) – Addition parity bits are transmitted, which can be used to correct the transmission errors in the receiving-end. The broadcasting service are point-to-multi-point real time services. Forward Error Correction is suitable for broadcasting applications. The rest of the presentation will focus on FEC codes. 7



Error Correction Codes There are two types of error correction codes: 1.



Block codes: Hamming, BCH, Reed-Solomon, Turbo, Turbo Product, LDPC.



2.



Convolutional codes and Trellis Coded Modulation (TCM: combines convolutional code and modulation);
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History of Error Correction Codes



9 Source: Intel tutorial



History of Error Correction Codes



10 Source: Intel tutorial



Block Codes A block code is any code defined with a finite codeword length: – The code rate R = k/n, where - k is the lengths of useful information bits - n is the total length codeword. – If the codeword is constructed by appending parity symbols to the payload Data Field, it is called a “systematic” code.



– Examples of block codes: BCH, Hamming, Reed-Solomon, Turbo, Turbo Product, LDPC. – Essentially all iteratively-decoded codes are block codes. 11



Convolutional Codes Convolutional codes are generated using a shift register to apply a polynomial to a stream of data: – The convolutional code can be systematic, if the data is transmitted in addition to the redundancy bits, but it often isn’t.



– The code above is naturally R = ½. By deleting selected output bits, or “puncturing” the code, the code rate can be increased to 2/3, 3/4, 7/8…... 12



Convolutional Codes Convolutional codes are typically decoded using Viterbi algorithm – The Viterbi decoder is a Maximum Likelihood Sequence Estimator, that estimates the encoder state using the sequence of transmitted codewords.



All paths merge – Pros: Viterbi algorithm works well under noisy and fading channel; – Cons: when making a mistake, it can lose track of the sequence and generate burst errors until it reestablishes code lock. 13



Concatenated Codes Concatenation of an inner convolutional code with an outer block code – A very common and effective coding structure as shown below:



– The convolutional code works better in low SNR range, but its BER curve roll-off slowly and can have irreducible error floor in fading channel. – The Reed-Solomon code has fast BER roll-off and well suited to correct the bursty output errors common with a Viterbi decoder. – An interleaver can be used to spread the Viterbi output error bursts across multiple R-S codewords for burst error correction. 14



What is an Interleaver • Interleaver and de-interleaver are a pair of devices that can break up (or de-correlate) the long burst of error symbols, occurred in transmission or generated by inner decoder, so that they can be easily corrected by error correction code; • The simplest interleaver is an “orthogonal memory”, which read-in data symbol line-by-line and read-out column by column; • There are different type of interleavers, such as, block interleaver, covolutional interleaver, random interleaver, etc.



A Simple Block Interleaver Data write-in



If there are three lines of Transmission errors, the interleaver out put will only have 3 symbols in consecutive errors. It is easier for decoder to Correct them.



Data read-out



To encoder or decoder



Convolutional Interleaver in ATSC A/53 1 2 From
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M(=4Bytes)



2M



Reed-Solomon Encoder



To Pre-Coder and Trellis Encoder



51 (B=)52



(B-2)M (B-1)M



M=4, B=52, N=208, R-S Block =207, BXM=N



Code Performance Measurement • Bit Error Rate (BER), Symbol Error Rate (SER), Packet Error Rate (PER), or Block Error Rate; • Signal to Noise Ratio (SNR) or Eb/No, where - Eb is energy per bit, - No is power spectrum density (power per Hertz);



• BER vs S/N or Eb/No curve is the most important performance measurement; • Other measurements: complexity, delay, etc.
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S/N vs. Eb/No Eb ⋅ Rb Eb Rb S = = ⋅ N N 0 ⋅ BW N 0 BW



Eb is energy per bit Rb is bit rate [bits/s] BW is channel bandwidth No is the noise spectrum density



Eb Rb S (dB) = (dB) + 10 ⋅ log( ) N N0 BW Eb Rb S (dB) = (dB) − 10 ⋅ log( ) N0 N BW Eb/No is independent of data rate and bandwidth! 19



S/N vs. Eb/No Eb Rb S (dB) = (dB) − 10 ⋅ log( ) N0 N BW Example: for ATSC system, S/N = 15 dB, BW = 6 MHz, Rb = 19.4 Mbps, Eb/No = 15 – 10 log(19.4/6) = 9.9 dB When say S/N, system bandwidth MUST be specified. For North American TV industry, BW is always 6 MHz. For telecom industry, BW is always 3dB bandwidth. ATSC system 3dB BW = 5.38 MHz, system S/N = 15.5 dB ATSC channel BW = 6.0 MHz, system S/N = 15.0 dB.



Eb/No is bandwidth and bit rate independent!!! 20



Turbo Codes • History – Introduced by Berrou, Glavieux, and Thitimajshima (from TelecomBretagne, former ENST Bretagne, France) in their paper: "Near Shannon Limit Error-correcting Coding and Decoding: Turbo-codes" published in the Proceedings of IEEE International Communications Conference (ICC’1993). – Turbo-codes are also called Parallel (or Serial) Concatenated Convolutional Code (PCCC or SCCC). – Since the introduction of the original parallel turbo codes (PCCC) and iterative decoding algorithm in 1993, many other classes of turbo code have been discovered, including serial versions (SCCC) and repeataccumulate (RA) codes. – Iterative Turbo decoding methods have also been applied to more conventional FEC systems, including Reed-Solomon/convolutional code structure. 21



Turbo Codes • Encoder-Decoder Structure



Encoder



PCCC: Parallel Concatenated Convolutional Code.



Decoder



π: is an interleaver
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Turbo Codes Performance (BER vs Eb/No, PCCC vs SCCC)
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Turbo Codes
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Turbo Codes • Turbo codes have good performance in low codes rate, such as R < 0.5. It is often used in mobile communication systems for low SNR fading channel (3GPP, LTE, etc.); • The existence of “error-floor” requires an outer code (R-S or BCH code) to be used for error-free transmission.
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LDPC Codes • History The Low-Density Parity-Check (LDPC) code concept was invented by Robert G. Gallager in his doctoral dissertation at MIT in 1963. Deemed impractical to implement when first developed (that was pre-silicon and microprocessor days), LDPC codes were forgotten, but they were rediscovered in 1996. In the last few years, the advances in LDPC codes have surpassed turbo codes in terms of error floor and performance in the higher code rate range, leaving turbo codes better suited for the lower code rates (mobile communications). 26



LDPC Codes • Parity Check Matrix



H= (dv=3,dc=4) – An LDPC code is called regular code, if its column and row weights (dv,dc) are constant for each column and row. – Otherwise, it is called irregular LDPC code. A special class of irregular LDPC codes, namely QC-LDPC, prevails in most standards.
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LDPC Codes • Bipartite Graph (equivalent to H) Check Nodes



dc=4



Edges Variable Nodes (Codeword bits)



dv=(2,3) 28



LDPC Codes • Iterative Decoding (Belief Propagation) Edges



Check Nodes dc=4 ri



qi dv=(2,3) Variable Nodes 29



LDPC Codes Performance of DVB-S vs. DVB-S2
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LDPC Codes Performance of DVB-T2 vs. DVB-T
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Error Correction Codes in Wireless Communications and Broadcasting • • • • • • •



ATSC: TCM + R-S; DVB-T and ISDB-T: Convolutional + R-S; DTMB: LDPC(8k) + BCH; DVB-T2: LDPC (16/64k) + BCH; Wi-Max and WiFi: LDPC(0.5/1/2k) + BCH; ATSC M/H: Turbo + R-S/CRC product codes; 3GPP and LTE: Turbo + R-S;
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A Discussion:



Data Rate vs. Robustness for Terrestrial DTV
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Data Rate vs. Robustness • The Information theory is about to trade off between data rate and reliability; • Recently, DVB-T2 and NHK Super Hi-vision both aimed at higher data rate for higher spectrum efficiency, which might lead to less robust reception. • Question: Can terrestrial broadcasting system win the data rate race over satellite/Cable/IPTV? • Answer: Unlikely!!! 34



Data Rate vs. Robustness • The real advantage of terrestrial broadcasting – Mobile and Portable reception – “anywhere, anytime, at home, on the go”. • How to strike a balance between spectrum efficiency and reception robustness? Are there any alternatives?
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Recommendation • Using advanced audio/video coding to achieve better spectrum efficiency, so that more services are available within 6 MHz channel; • Using advanced error correction codes to achieve more robustness in reception; • Additionally, using diversity technology and distributed transmission to reach a greener terrestrial broadcast DTV eco-system.
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Thank You! Bo Rong Communications Research Centre Canada [email protected] 613-991-4438 37



























des documents recommandant







[image: alt]





Error Correction, Sensory Prediction, and ... - Reza Shadmehr 

5 cm. TMS. Control. Figure 2. Control of movements with sensory feedback is difficult .... first saccade is the starting point of the sec- ...... ASME J. Basic Eng.










 


[image: alt]





Contrasting Reinforcement Learning and Forward-Error Correction 

PDF distance (percentile) sensor-net. Lamport clocks provably introspective communication ... [4] A. Newell, S. Hawking, and E. Clarke, â€œA methodology for the.










 


[image: alt]





Model theory 6. Ordinals and cardinals (correction) 

The ordinal Î± + Î² is isomorphic to the disjoint union Î±âˆ� Î² (defined to be Î± Ã— {0} ... If Î² = Î³ + 1 and fÎ³ : Î± + Î³ âˆ’â†’ Î±âˆ� Î³ is an isomorphism sets, we define fÎ² : Î± + Î² ...










 


[image: alt]





Target Uncertainty Mediates Sensorimotor Error Correction 

Jan 27, 2017 - Debriefing question- naire. (PDF). S1 Dataset. Subjects' datasets. MATLAB (MathWorks) file .... Percept Psychophys. 2002; 64(4):531â€“.










 


[image: alt]





C. Shannon and W. Weaver, "The mathematical theory of 

[2] E. T. Jaynes, "Prior probabilities," IEEE Transactions on Systems Science ..... accounting for wavelet phase shifts and colored noise," in Proceedings of ... dimensional layered structures," IEEE Transactions on Information Theory, vol. ... [84] 










 


[image: alt]





Error Correction ErronÃ© Correct - FCC ID 

RF energy that are deemed to comply without testing of specific absorption ratio (SAR). This equipment complies with IC radiation exposure limits set forth for an uncontrolled environment and meets RSS-102 of the IC radio frequency (RF). Exposure rul










 


[image: alt]





review of error correcting codes - Cnam 

ni is a centered random gaussian variable with variance Ïƒ. 2. = N0. 2. â€¢ The ML .... Let c = [c1,c2,...,cN ] the associated codeword composed of N bits. We have ...










 


[image: alt]





Fundamentals of Error-Correcting Codes - CarteStraina.info 

The publisher has used its best endeavors to ensure that the URLs for external websites referred to in this book are correct and active at the time of going to ...










 


[image: alt]





Information Distance - Information Theory, IEEE 

that these definitions are equivalent up to an additive logarithmic term. We show that the ... C. H. Bennett is with IBM T. J. Watson Research Center, Yorktown Heights, ..... element of the same pair, and call them â€œstringâ€� or â€œnumberâ€� arbitr










 


[image: alt]





Problems in Network Coding and Error Correcting Codes 

problem in figure 2 has a solution if and only if the underlying alphabet does not ..... became clear that a key problem is to characterize and formalism what pieces of .... (e.g. a group, a ring or a vector space) of s = |A| elements, and let the.










 


[image: alt]





69-2063EFS-1 - EnviraCOM Error Codes - SupplyHouse.com 

Honeywell International Inc. 1985 Douglas Drive North. Golden Valley, MN 55422 http://yourhome.honeywell.com. Honeywell Limited-Honeywell LimitÃ©e.










 


[image: alt]





Fundamentals of Error-Correcting Codes - CarteStraina.info 

Error-correcting codes (Information theory) I. Pless, Vera. .... In 1948 Claude Shannon published a landmark paper â€œA mathematical theory of commu- ... message is the voice, music, or data to be placed on the disc, the channel is the disc itself,.










 


[image: alt]





Check-Irregular LDPC Codes for Unequal Error 

fix the pruned bits to zero. A great advantage of the pruning method .... [5] D.J.C. MacKay, S.T. Wilson, and M.C. Davey. Comparison of Constructions of Irregular ...










 


[image: alt]





Model theory 4. Cartesian and reduced products (correction) 

Claim 4.1 The reduced product âˆ�. F. Mi is isomorphic to the Cartesian product âˆ� ... to (aj)jâˆˆJ . We claim that Î± is well-defined and an L-isomorphism. If ((ai)iâˆˆI. ).










 


[image: alt]





Model theory 7. Elementary substructures and extensions (correction) 

Tp(Â¯a)Qq(Â¯a) for all 0 â‰¤ i â‰¤ n + m. By (2), one must also have. Qi(Â¯b) Â· T(Â¯b) Â· Sn(Â¯b) = âˆ‘ p+q=i. Tp(Â¯b)Qq(Â¯b) for all 0 â‰¤ i â‰¤ n + m, hence the decomposition ...










 


[image: alt]





Theory Crossover Information 

functional chord symbols. At the phrase ending, name the key and the cadence type. g. For the third and fourth phrase endings: i. Add a bass line at the cadence.










 


[image: alt]





Model theory 3. Formal proofs (correction) 

3. Formal proofs (correction). Exercise 1. Note that f2. A = fA holds for every sentential formula A, since 02 = 0 and 12 = 1. Claim 1.1 For any sentential formulas A ...










 


[image: alt]





Theory Crossover Information 

During Crossover Year 1 (September 1, 2016 to August 31, 2017), one set of theory examinations, designed to ... have based their preparation on the Theory Syllabus, 2009 Edition. Examination ... Complete the following for four voices (SATB).










 


[image: alt]





Limit and Enclosed Switches 

nals whose numbers are shown on the left and when white there is no circuit. ... The first digit is numerical and indicates the level of protection within the enclosure against the ... to the specific conditions that might exist in intended applicati










 


[image: alt]





Award BIOS Beep Codes: Beeps Error Message Description 1long, 2 

Either video adapter is bad or is not seated properly. Also, check to ensure the monitor cable is connected properly. Repeating. (endless loop). Memory error.










 


[image: alt]





AMI BIOS Beep Codes: Beeps Error Message Description 1 short 

The system clock/timer IC has failed or there is a memory error in the first bank of memory. 5 short. Processor error. The system CPU has failed. 6 short. Gate A20 ...










 


[image: alt]





Check-Irregular LDPC Codes for Unequal Error Protection under 

Abstract. In many optimization techniques of LDPC codes, the check node irregularity is usually ..... Product Decoding Low-Density Parity-Check Codes using a.










 


[image: alt]





CORRECTION : 

Rejoins par une flÃ¨che la parole de JÃ©sus et le dessin qui correspond. Moi, je suis le bon berger ;. Je connais mes brebis et mes brebis me connaissent. Jean 10 ...










 


[image: alt]





Scaling Conditional Random Fields using Error-Correcting Codes 

sender receiver communication channel. "one small step for a man". "one small step for man". Cohn (Sheffield). Scaling CRFs using ECCs. March 2010. 9 / 47 ...










 














×
Report Information Theory, Shannon Limit and Error Correction Codes





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



