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Information Retrieval Based Writer Identification A. BENSEFIA, T. PAQUET, L. HEUTTE Laboratoire PSI – FRE CNRS 2645, Université de ROUEN F76821 MONT-SAINT-AIGNAN Cedex, France [email protected] Abstract : In this paper, we apply an Information Retrieval model for the writer identification task. A set of local features is defined by clustering the graphemes produced by a segmentation procedure. Then a textual based Information Retrieval model is applied. After a first indexation step, this model no longuer requires image access to the database for responding to a specific query, thus making the process particularly effective. Image query are handwritten documents projected on the feature space prior to the retrieval of the suitable responses. The method is tested on a database of 88 writers and proves to give interesting results.



1. Introduction In this communication we present a methodology for the identification of the writer of a document. This task has been defined as the one of assigning to an unknown handwritten document its correct writer among a finite set of possible candidates Shrihari et al. (2001). The implicit hypothesis behind this task is the handwriting individuality. This assumption has proved to be founded since interesting performance have already been obtained in various experiments by Shrihari et al. (2001), Marti et al. (2001) and Zois et Anastassopoulos. (2000). Our works on handwriting identification are based on local features to characterize each handwriting. This choice leads to represent each handwritten input image in a high dimensional feature space in order to capture the whole variability over the database. As a consequence, the writer identification task consists in finding similar documents represented in a high dimensional feature space. In the field of Information Retrieval (IR), this problem has been intensively studied and is still motivating a large number of researches, especially due to the need for web document retrieval. In this communication we investigate the use of one of the most popular schemes used in IR Salton et al. (1975) and apply it to the task of writer identification. In section 2 we recall our previous approach. Section 3 is devoted to the presentation of the IR model known as the “vector space model” in the literature. In sections 4 and 5 we evaluate the proposed approach on a database that contains 88 different writers.



2. Writer Identification In our previous works by Bensefia et al. (2002), an original approach for writer identification has been proposed based on local features such as graphemes. This study has also shown that although prone to variability, each handwriting can be characterized by a set of invariant features also called the writer’s invariants. Writer identification can be efficiently carried out using the writer’s invariants instead of using elementary graphemes, without no significant loss in the identification performance. Let us recall that each grapheme is produced by the segmentation module of our recognition system, Nosary et al. (2002). In this system, letter hypothesis are analyzed up to the concatenation of 3 consecutive graphemes. Each handwritten document Dj is thus described by the set of graphemes xi it is made of :
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A similarity measure between an unknown handwritten document Q and a reference document in the database Dj can be defined according to the following relation : SIM(Q, Dj) =
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where yi, xj are graphemes that belong to documents Q and Dj respectively, and sim(yi, xj) is a similarity measure between two graphemes. Among many others, the correlation measure has been chosen for its average properties. Therefore, two documents will be all the closer as this measure will be close to one. The writer of document Q will be determined as the writer of the closest document in the database according to relation [3]:
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The first evaluation of this approach was carried out on a database of 88 writers that has been constituted in our lab. Two experiments were conducted: the first one was designed to measure the performance of the approach on large blocks of text; the second one was designed on small handwritten queries. The results were encouraging, giving rise to a correct identification rate of nearly 98% when working with large handwritten samples as queries (typically 3 lines of text). When dealing with small queries (typically 50 graphemes: 3 or 4 words) the correct writer was determined in nearly 93% of the cases. These results have shown the interest of using graphemes as local features for writer identification. Two major drawbacks of this approach can however be pointed out. The first one is that it is especially computationally expensive due to the pattern matching technique employed. Assume T is the average size of a document, then the complexity of the retrieval process is O(T²N), where N is the number of documents in the database. The second one arises when using invariant graphemes as features. In this case, when calculating the similarity between two documents, each feature is assigned the same weight, no matter its effective frequency in the document.



3. Information Retrieval Model Information Retrieval techniques have been designed in order to query textual documents described in a high dimensional feature (term) space. Therefore, the problem of binary feature encoding and document querying has been particularly studied in this field. An Information Retrieval system, Schaüble (1997), is characterized by: • The set of documents that constitute the database. • An Information Retrieval model that orders documents in the database according to their respective similarity with the query. • Document processing: documents are processed in order to gather statistical information. One of the most popular model in IR was proposed by Salton et al. (1975). Its first advantage is to propose a retrieval model that integrates the description of the documents and the query in a single high dimensional feature space. High dimensionality ensures a minimum loss of information when describing each document in the database as well as the query. The second advantage is that, once the feature space has been defined, each document can be described independently from the query, thus avoiding any other access to the document content when responding to a query. This last point is of particular interest regarding our problem of writer identification, which requires intensive image matching. Although very simple, this model is still popular in the IR community. Various kinds of features can be used to describe an electronic document. They can be words, n-grams, letters, html tags... In the feature space, a similarity measure will then be defined between the query and each document, thus giving an ordered list of relevant documents regarding the query content. Two distinct steps are required: the indexing phase concerns the processing of each document in order to obtain a high dimensional vector that describes the document; the retrieval phase concerns the calculation of the relevance score of each document for a particular query. 3.1. Indexing phase Assume a binary feature set has been chosen. Denote ϕi , 1 ≤ i ≤ m the ith binary feature. For IR purposes each feature is all the more relevant to describe a document as it is relatively frequent in this document compared to any other document in the database. Using this principle, each document Dj as well as the query Q, can be described as follows: r r D j = (ao,j , a1,j ,.... am-1,j )T and Q = (bo , b1 , .... bm−1 )T [4] where : ai,j and bi are weights assigned to each characteristic ϕi, and are defined by: ai,j = FF(ϕi, Dj) IDF(ϕi)



and



bi, = FF(ϕi, Q) IDF(ϕi)



[5]



FF(ϕi, Dj) is the Feature Frequency in document Dj . IDF(ϕi) is the Inverse Document Frequency and is the inverse of the number of documents that contain this characteristic ϕi, it is exactly defined by : 1+n ) IDF(ϕi ) = log ( [6] 1 + DF(ϕi )



in 11th Conference of the International Graphonomics Society, IGS'2003, Scottsdale, Arizona, pp. 320-323, 2003. where n denotes the total number of documents in the database and DF(ϕi) is the Document Frequency, i.e. the number of documents that contain this characteristic. Notice that IDF(ϕi) = 0 when ϕi occurs in every document. Such characteristics will therefore be given a null score and should indeed be eliminated from the feature set. 3.2. Retrieval phase Each document as well as the query being described in the same high dimensional feature space, a similarity measure between a document and the query is required to provide an ordered list of pertinent documents. Many similarity measures have been proposed in the literature. Most of them are defined on binary feature vectors such as Dice, Jaccard, Okapi measures. When dealing with real valued feature vectors, a similarity measure can be defined by the normalized inner product of the two vectors e.g. by the cosine of the angle of the two vectors. Therefore the similarity measure between document D and the query Q is defined by:
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where the two terms in the denominator are the lengths of the document and the query respectively. Compared to the direct pattern matching method, the retrieval process has a complexity of O(TN), where T is the size of the feature vector and N the number of documents in the database.



4. IR applied to Writer Identification In this section we discuss the implementation of the IR model for the writer identification task. The central point lies in the definition of a common feature space over the entire database. Then indexing and retrieval phase can be implemented following the definitions given in section 3. Let us recall that our initial works have implemented writer identification based on local features such as graphemes (see section 2). Besides, we have shown that writer identification can be efficiently carried out using invariant clusters within the set of graphemes of each writer. Therefore, the writer’s invariants can be viewed as binary features defined within the writer’s set of graphemes. In order to define a set of binary features common to all the handwritten documents it is required to cluster all the graphemes of the database. For this purpose, the procedure described in Nosary et al. (1999) is used. We briefly recall its main characteristics. Many sequential clustering phases are iterated with random selection. Each of them provides a variable number of clusters. The invariant clusters are defined as the groups of patterns that have always been clustered together at each sequential clustering phase. Figure 1 gives some of the most frequent clusters obtained on our database (see next section for details). These features can occur for different writers. A feature is all the more pertinent as it belongs to a low number of writers. Figure 1. Some invariant clusters of the database. TF-IDF scores will thus be calculated for each feature and each document during the indexing phase.



5. Experiment 5.1. Description of the database Our database contains 88 writers who have been asked to copy a letter that contains 107 words. The scanned images have been divided into two parts: two thirds for the learning base and one third of each page for the test base. As connected graphemes can be grouped together to produce either bi or tri-gram (a larger window could eventually be used), the writer identification has been carried out on these three levels. Indeed, if our previous study has shown that graphemes are good local features, it is however unclear whether concatenations of these features can better characterize a writing or not.



in 11th Conference of the International Graphonomics Society, IGS'2003, Scottsdale, Arizona, pp. 320-323, 2003. 5.2. Results Figure 2 gives the performance of our approach. It shows that the correct writer is determined in 93% (83/88) of the cases using first level graphemes. Identification rate rises up to 95.45% (84/88) using bi-grams as features, while tri-grams give only 80% (70/88) of correct identification. Let us recall that in our initial work, Bensefia et al. (2002) a correct identification rate of 97% was obtained on the first level graphemes but intensive pattern matching was required in this case. This first result shows that the vector space model of IR is pertinent for the task of writer identification when using local features. Furthermore bi-gram features may be even better features for the task. Two reasons can explain the lower performance obtained on trigram. The first one is due to the fact that tri-gram features being more numerous, each one of them is thus less frequent and Figure 2. Writer identification rates therefore cannot be as representative of a particular writer as lower level features (bi-gram or graphemes). The second reason is that tri-gram features may be more dependent on the textual content (figure 3). Therefore, while it may be a pertinent feature for the writer, its frequency may be so low (due to the low frequency of textual passage) that the size of our database does not allow to measure it. 105 100
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Figure 3. Textual content dependence of the tri-grams



6. Conclusion In this communication we have presented an information retrieval based writer identification method. The results obtained are comparable to those presented in our previous work, but the information retrieval model has a linear complexity which is one order less than our initial method. The method has been tested on a database of 88 writers. It performs very well, furthermore it is shown that bi or tri-gram features can also bring interesting information about the writer..
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