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Abstract – This paper describes a fusion approach to the problem of indoor localization of a pedestrian user, in which PNS measurements, cartographic constraints and ranging or proximity beacon measurements are combined in a particle filter approximation of the Bayesian filter. Some critical issues are also addressed, such as taking the constraints into account, monitoring the degeneracy of the weights and the sample depletion in terms of the effective sample size, detecting track loss, and recovering from a detected loss. Keywords: information fusion, pedestrian navigation system (PNS), cartographic constraints, ranging beacon, proximity beacon, particle filtering
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Introduction



In general terms, information fusion aims at combining different sources of information to reach a given objective, where each single source of information alone would fail to reach the assigned objective. Here, the objective is to estimate the position of one or several individual pedestrian users walking inside a building, so that a satellite–based solution, such as the GPS (global positioning system), could not be used in this context. Three different sources of information are used here: • a pedestrian navigation system (PNS) unit provides drifting measurements of the pedestrian heading, as well as noisy measurements of the walked distance, • noisy measurements of the distance between the user and a ranging beacon, or merely a binary detection information when the user is within some (small) distance of a proximity beacon: it is assumed that beacons are well–localized and well– identified, but there could be a limited number of these beacons in the whole building, so that these measurements are not frequently available, ∗ This
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• finally, information of a different nature provided by a map of the building, which lists obstacles (essentially walls) to the user walk: this really brings some useful information and should not be considered as a nuisance, and in some extreme cases, taking these constraints into account properly could already be sufficient to reach the localization objective, even with no beacon available around.
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Modelling



The localization problem considered here can be described as follows. The state vector xk = (rk , θk ) at time tk is defined as the user 2D–position rk and its orientation, represented as an angle θk or equivalently as the unit 2D–vector u(θk ) where   cos θ u(θ) = . sin θ Let dk = |rk − rk−1 |



and αk = (θk − θk−1 ) ,



denote the true walked distance and direction change in the time interval between tk−1 and tk . Clearly, the state vector xk is related to the state vector xk−1 and to the pair (dk , αk ) by the relation rk = rk−1 + dk u(θk ) and θk = θk−1 + αk . In practice, the true walked distance and direction change are not known, but noisy PNS measurements (dbk , α bk ) are provided instead, from which PNS estimates (b rk , θbk ) are obtained as rbk = rbk−1 + dbk u(θbk ) and θbk = θbk−1 + α bk .



These position and orientation estimates, based on PNS measurements only, are know to diverge from the true position and orientation, and additional measurements should be used. To merge the different sources of information, a Bayesian approach is adopted, and the idea
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is to exploit the PNS measurements (dbk , α bk ) in a different way, so as to obtain a random model for the evolution of the unknown position and orientation. Indeed, (dbk , α bk ) are noisy measurements of the true walked distance and direction change (dk , θk ), with the following random model for the error dk = dbk + wkwalk



and αk = α bk + bk + wkturn ,



with additive noises wkwalk and wkturn . The bias bk could be modelled either as a constant or as a Gauss–Markov random sequence, in which case it should be incorporated into the state vector. Only the simplest case where bk ≡ 0 has been considered in the numerical experiments presented in Section 5. Therefore, the model for the evolution of the unknown state vector is rk = rk−1 + (dbk + wkwalk ) u(θk ) ,



(1)



θk = θk−1 + α bk + wkturn .



and the correction or update or filtering equation



Next, if a ranging beacon located at position a is active at time tk , then it provides a noisy measurement of the distance between the user and the beacon, as zk = |rk − a| + vkrange ,



(2)



with additive noise vkrange . If a proximity beacon located at position a is active at time tk , then it provides a binary detection characterized by the probability of detection P[user is detected | |rk − a| = d] = P (d) .



(3)



as a function of the distance between the user and the beacon. Ideally, P (d) = 1 if d ≤ d0 and P (d) = 0 otherwise, where d0 denotes the range of the proximity sensor, but a less sharp form of the function P (d) could be used alternatively to take mis–detection into account. Clearly, the true position, and also the transition between two successive true positions, do respect the constraints. This information should also be incorporated in the localization procedure, by enforcing that the transition between two successive unknown positions should also respect the constraints. How to take these constraints into consideration is precisely the purpose of the next Section.
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of hidden states forms a Markov chain, characterised by its initial probability distribution p(x0 ), which represents the uncertainty about the initial hidden state x0 at time t0 , and by its transition probability distributions p(xk | xk−1 ), which represent the uncertainty about the hidden state xk at time tk , if the hidden state xk−1 at time tk−1 would be known exactly. It is also assumed that the measurements are mutually independent, if the hidden states would be known exactly, and the sensor model is characterized by the probability distribution p(zk | xk ), which is called the likelihood function, seen as a function xk 7→ p(zk | xk ) of the hidden state. The Bayesian filter satisfies the following recurrence equations: the prediction equation Z p(xk | z0:k−1 ) = p(xk | xk−1 ) p(xk−1 | z0:k−1 ) dxk−1 ,



Map–based Bayesian filtering



Estimating the user 2D–position and its orientation, based on sensor measurements and on constraints, can be formulated as a Bayesian filtering problem. In full generality, MMSE (minimum mean–squere error) estimates could be obtained in terms of the posterior probability distribution p(xk | z0:k ) of the state xk at time tk given a sequence z0:k = (z0 , · · · , zk ) of past sensor measurements. Here, it is assumed that the sequence



p(xk | z0:k ) ∝ p(zk | xk ) p(xk | z0:k−1 ) , which is simply the Bayes rule, providing the posterior distribution as the normalized product of the prior distribution and the likelihood function. The different terms involved in these equations can be made more explicit for the model introduced in Section 2. In view of (2), the likelihood function associated with ranging mesurements is easily defined in terms of the probability distribution of the additive noise vkrange , and in view of (3), the likelihood function associated with proximity detection is explicitely defined as the probability of detection. In view of (1), the transition probability distributions implicitely depend on the PNS measurements and are easily defined using p(xk | xk−1 ) = p(rk , θk | rk−1 , θk−1 ) = p(rk | rk−1 , θk−1 , θk ) p(θk | rk−1 , θk−1 ) = p(rk | rk−1 , θk ) p(θk | θk−1 ) , in terms of the probability distributions of the additive noises wkwalk and wkturn . For example, if wkwalk and wkturn are independent Gaussian random variables with zero 2 2 mean and variance σwalk and σturn respectively, then p(θk | θk−1 ) is a 1D Gaussian distribution with mean 2 , and p(rk | rk−1 , θk ) is a 2D θk−1 +b αk and variance σturn Gaussian distribution with mean rk−1 + dbk u(θk ) and 2 degenerate covariance matrix σwalk u(θk ) u∗ (θk ), nondegenerate in the direction u(θk ) only. Note that these transition probability distributions provide a model for a user walking in unconstrained space, i.e. without obstacles, and do not take constraints into account. Several different models are presented below, that take constraints into account, in the sense that invalid
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transitions (xk−1 , xk ), that do not respect the constraints, are not possible under these alternate models. In other words, the idea is to replace the unconstrained transition probability distributions p(xk | xk−1 ) with map–consistent transition probability distributions p(xk | xk−1 , map).



3.1



Restriction to a Voronoi graph



In the approach proposed in [8], a model is directly specified on a graph, which by construction respects the constraints. In the problem considered here, the PNS provides information of a quite different nature, namely a walked distance and a heading. This 2D information is indeed not necessarily consistent with restricting the transitions to a graph, which is a 1D structure. Of course, a transition could be first proposed in the unconstrained space and then projected back onto the graph, but the resulting transition could differ too much from the true transition walked by the user, since the graph edges are not necessarily oriented like the transition provided by the PNS. This would result in a prior probability distribution not consistent with the likelihood function, and a loss in accuracy.



3.2



3.3



Shortest path control (soft constraint)



Another simple way to measure whether a transition from x = (r, θ) to x′ = (r′ , θ′ ) does respect the constraints is to look at the shortest path a user would need to walk through within the environment represented by the map, to go from the initial position r to the terminal position r′ . This path is conditioned on local cartography, that is, walls or other obstacles or objects the user has to go around. A simple acceptance/rejection procedure is to look whether the shortest path length s(x, x′ ) in the environment, between the initial position r and the terminal position r′ , is consistent with the measured walked distance dbk provided by the PNS, as shown in Figure 2. One simple and sound way to achieve this objective is to use a cost function depending of the difference between s(x, x′ ) and dbk , associated with a Gaussian assumption for instance. The resulting map–consistent transition probability distributions are defined in this case as p(xk | xk−1 , map) (4) (s(xk−1 , xk ) − dbk )2 } p(xk | xk−1 ) . ∝ exp{− 2 σ2



Direct rejection (hard constraint)



In view of the discussion above, the preferred approach is to propose transitions in the unconstrained space, and then to reject invalid transitions. This could be achieved using a hard acceptance/rejection procedure, where a transition from x = (r, θ) to x′ = (r′ , θ′ ) is called invalid if the straight line joining the initial position r to the terminal position r′ crosses an obstacle, as shown in Figure 1. The resulting map–consistent transition probability distributions are defined as p(xk | xk−1 , map) ∝



  p(xk | xk−1 ) 



0



Figure 2: The shortest path illustration



valid transition



How to implement the shortest path approach will be explained later in Section 5.2.



invalid transition



4



Invalidtransition Wall Particle



Particle filtering



The key idea behind particle filtering is to use weighted samples, also called particles, to approximate the posterior probability distribution p(xk | z0:k ) of the state xk at time tk given a sequence z0:k = (z0 , · · · , zk ) of past sensor measurements. In other words



Validtransition



 p(xk | z0:k ) ≈ Figure 1: Invalid transition However, there is a risk that the probability of acceptance is too small, i.e. that too many proposed transitions will be declared invalid, with the result that the number of particles alive will decrease dramatically.



N X i=1



wki



δ



ξki



with



N X



wki = 1 ,



i=1



where (ξk1 , · · · , ξkN ) denotes the particle positions, and (wk1 , · · · , wkN ) denotes the particle (positive) weights. In its simplest and very intuitive version, these particles propagate according to the state equation and constraints are easily taken into consideration, and as new



2085



Authorized licensed use limited to: TELECOM Bretagne. Downloaded on January 20, 2010 at 11:40 from IEEE Xplore. Restrictions apply.



measurements arrive, the particles are re–weighted to update the estimation of the state. Beyond just weighting the samples, the weights could also be used more efficiently to resample, i.e. to select which samples are more interesting than others and deserve to survive and get offsprings at the next generation, and which samples are behaving poorly and should be discarded. There are many different ways to generate an independent N – sample from a weighted empirical distribution, which all reduce to specifying how many copies (or clones, replicas, offsprings, etc.) will be allocated to each particle. The simplest method is to sample independently, with replacement, from the weighted empirical distribution, which is done efficiently by simulating directly order statistics associated with a uniform N –sample. Other resampling procedures which reduce the variance are stratified sampling or residual resampling. For the model introduced in Section 2, the particles positions and weights are updated as follows. If the hard constraint approach is used, then for any i = 1, · · · , N , a particle ξki is proposed according to i the probability distribution p(xk | ξk−1 ) in the unconi strained space, and the transition (ξk−1 , ξki ) is accepted if it is valid, otherwise it is rejected, which results in the loss of the corresponding particle. If the soft constraint approach is used, then for any i = 1, · · · , N , a particle ξki is proposed according to i the probability distribution p(xk | ξk−1 ) in the unconstrained space, with the corresponding weight exp{−



i (s(ξk−1 , ξki ) − dbk )2 }. 2 σ2



The weights just act like weights coming from a sensor model, through the evaluation of a likelihood function, and they are used in a resampling step, to select the more realistic transitions. When a ranging beacon is active, the corresponding likelihood function is evaluated at each particle position to incorporate the ranging measurement into the particle weight, i.e. i wki ∝ wk−1 p(zk | xik ) ,



(zk − dik )2 }, 2 2 σrange



(6)



where zk is the ranging measurement and dik = |rki −a| is the distance between the active ranging sensor located at position a and the i–th particle ξki = (rki , θki ) located at position rki . Notice that the orientation θki does not appear explicitly in the expression of the weight wki .



Effective sample size



Resampling can avoid the degenerate situation where all but one of the weights are close to zero. However, especially if hard constraint is used, the rejection of particles corresponding to invalid transitions results in a loss of the diversity of particle population, which in turn can induce a tracking loss, given that state estimation provided by PNS measurements alone has a growing error with time. One strategy to benefit from the positive effect of resampling but to keep diversity is to reduce the resampling frequency, or even better to resample only when the degeneracy problem is detected. One suitable measure of the degeneracy problem is the effective sample size [4, Section III], defined as Neff =



1



,



′



N X



(wki )2



i=0



wki



where is the normalized weight of the i–th particle. The effective sample size is always smaller or equal to the number N ′ of particles alive, i.e. with positive non– zero weights. Equality means that all the particles have the same weight. A too small effective sample size value indicates a severe degeneracy problem, and an adaptive startegy is to resample when the effective sample size value is smaller than a threshold Neff < β ′ N ′



0 < β′ ≤ 1 .



with



With the hard constraint model, the number N ′ of particles alive can only decrease. Before Neff attains the prescribed threshold, it may happen that there is already not enough particles alive. As the reduction of the effective sample size is induced by the degeneracy of the weights distribution and by the decrease in the number of particles alive, the definition of criterion should be modified. Instead of comparing Neff with N ′ , it is advisable to compare it with a fixed population size N , which is the desired number of particles alive, i.e. the number of particles after the last resampling step, or in other words



(5)



where w k−1 is the weight of the i–th particle at time tk−1 . If the additive noise vkrange is Gaussian, with zero 2 , then mean and variance σrange i wki ∝ wk−1 exp{−



4.1



Neff < β N



with



0 
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