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PREFACE In this work we have brought together results from several previous projects. At the same time we have expanded these results in the aspect of the importance of information exchange for the controllability of logistics systems. Finally we have performed case studies on the previous projects to test and validate our theories. The basic idea for this project was the fact that design and management of transport systems to a large extent can be regarded as variety management. When variety management is regarded as a primary concern, much of the characteristics that have evolved of the logistics systems can be understood and explained. This perspective opens up many possibilities for further study of the systems. For instance one may investigate the variety caused by complex organisational structure or the effect of introducing barriers by specialisation etc. In the work we have taken the standpoint that a logistics system can be modelled as an information processing system. A change of the value of any variable can be regarded as a message this variable is sending, Conant (1976). In principle, if there were enough information channels with sufficient capacity all these messages could be collected and used for control. According to this view, the information present in a logistics system is not limited to the messages sent in the various communication channels of today. Quite contrary, in this view information is constantly generated throughout the system, it is the currency of all the processes in the system. Whether we make use of this information or not, does not limit its existence. The focal point of the study is the fact that the exchange of information is important for the controllability of the systems. A major source of variety is uncertainty and indeterminateness of probabilities. Both uncertainty and indeterminateness can be reduced by improved exchange of information. Present-day design, of both the logistics systems and of their management, is to a large extent based on the historical situation, when today’s possibilities of information and communication technology (IT & ICT) were not available. This means that it cannot be taken for granted that the possibilities of improved exchange of information could be exploited in the existing systems. If not, the driving forces for implementing such systems will be weak and for some parts even non-existent. With better use of information and communication technology, future logistics systems could be made more efficient for the benefit of both the environment and the economy. But if the driving forces are not there, how can we ensure that the future design of logistics systems do exploit the possibilities of IT and ICT? We must by reason identify and describe the benefits that can be obtained when logistics systems are designed taking full advantage of the possibilities. To better understand the role of information, we have let us free of the constraints of today’s IT and ICT and. We have studied general theories of information and control, in particular cybernetics. By adopting these theories to logistics systems we seek to develop a frame of reference by which managers of logistics system can analyse their systems from an informational point of view.
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ABSTRACT The development of information and communication technology has made it possible to look upon the logistics and transport chains in a quite new manner. Real time information flows between the actors in the chain are updating the information about the system’s status at once. The question is however: is the information exchange improving the controllability of the logistics systems? When somebody wants to control or manage a system he will undoubtedly have to make certain decisions. The decision is normally based on information about the system status. Most logistics systems can be regarded as systems with high complexity, i.e. the systems have a large variety. This large variety puts high requirements on the availability of information in the systems. Whenever there is a lack of information an uncertainty is created. Information is a reducer for uncertainty and thus variety. In an ideal situation, where everyone has all the information about everything in the right time, no uncertainty could exist. Circumstances in the real systems make the ideal situation nothing more than a target. Another problem for someone who wants to control or manage the logistics systems is the limited possibility to influence the handling of other actors. An entire logistics system is itself built of numerous subsystems and the controlling and managing functions are often restricted to managers of the subsystems. The mission for the top supply chain manager carrying business in different subsystems has therefore to be analyzing preferences of the other managers and play some game to work their will. Information is indeed important also in this case, but in another form. Here we are dealing with information about norms and utility functions of the actors involved. In this work we are presenting a conceptual model that can aid in analysing the role of information and its exchange in logistics systems. The model is principally made up from theories in cybernetics, system science and game theory. It aims to be applied on logistics systems as a tool both for evaluation and negotiations. The model contains two parts; a process chart and a prospect matrix. The first part is describing the conditions and information exchange in the logistics and the latter is for evaluating the possibilities of information exchange for certain activities among the supply chain actors. As TFK have been participating in many projects concerning information exchange and transport chains, we have used two old project cases to validate the applicability of the conceptual model. Results from the validation confirm the fact that creating generic models is a difficult task, but nevertheless have the prospect matrixes confirmed the usefulness of the model. The old projects also contribute with experiences about how information and controllability is closed related. Key words: Complexity, Information theory, Game theory, Logistics systems, Cybernetics, Transport systems, Management.
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OUTLINE In this work models for understanding the value of information for control of logistics systems are presented. The models address different levels of abstraction and are presented in three layers. At the lower tiers are information and control theoretic models. These have not been developed in this work but are here applied to logistics systems. The model at the top tier is a tool for analysis of information exchange in a logistics system. At the first layer we argue that logistics systems may be understood in terms of information processing systems. An analogy would be to say that we chose to regard the model instead of the real world, as if we studied a computer simulation. To understand the implications of this “information processing perspective” we study Shannon’s definition of information entropy and its relation to entropy. We also discuss different kinds of information and their importance for controllability. The second tier consists of four building blocks, which are put together in a conceptual model of the control problem. As the first building block, Conant’s law of partitioning of information rates tells us how the total information processing capacity can be allocated to different tasks. In short, Conant distinguishes between three tasks. The first task is blocking of information i.e. the work spent on processing information that is of no “value”, or even threatens to corrupt the system, and which should not influence the system’s behaviour. In a logistics system this could correspond to e.g. tracking information that just tells that the cargo is where it should be. The second task is the processing of information that should influence the systems behaviour i.e. that part of the processing which influences the system’s output. The third task that Conant recognises is coordination. When a task is too large to be handled by a single part of the system then that task has to be divided into pieces. This creates a need for co-ordination. Finding the right balance between work distribution and co-ordination is considered a key-element in designing efficient supply-chains where the parties in the chain have to decide what to do by themselves and what to outsource. The next building block at this level is Ashby’s law of requisite variety which tells us that there is a general law determining the capacity of a regulator. When the system is regarded as an information processing system the requirement on the regulator becomes a requirement on the regulators information processing capacity, or its capacity as a communication channel, as shown by Casti (1985). The third block contains Beer’s idea that complex systems can be and are managed by selfregulation in that the different parts of the system each control their local environment. This may be regarded as the system reaches a Pareto-optimum through the “game” played by the different parts. This fits nicely to logistics systems where the work is distributed among several players and where, frequently, no one has sovereign control over the system. Building on the work by Ashby and Beer we suggest, as a fourth building block, that control of logistics systems is a matter of managing complexity / variety. We argue that the potential complexity of a transport system is dealt with in two different ways: on the one hand complexity is avoided by various simplifications, on the other hand complexity is dealt with by sophisticated information exchange and processing.
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The third and final tier is a tool by which the information exchange in a logistic chain can be analysed. The two lower tiers provide us with an understanding of the role of information for control purposes and about the laws governing controllability and information processing. Having understood this we may regard a particular logistic chain and assess the different parties’ ability to handle and make use of information exchange.
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1 INTRODUCTION As all journeys have to have a starting point we will try to make this chapter a proper take off for the reader of this report. Therefore a background for the problem and our point of view of logistics is described.



1.1 BACKGROUND This work investigates the impact of information exchange on the controllability of intermodal transport chains. The objective is to develop conceptual models that can improve the understanding of the role of information in this context. There are two main reasons for choosing to work on a conceptual level. The first is that we are not (yet?) able to represent the transport system in a formal model expressed in mathematical terms or some other logic system. The second is that even if we were to be able do this, not everyone that needs to understand the role of information would be able to understand such models, and so the need for conceptual models remains. A number of questions arise as soon as one sets out on the way to investigate the role of information for the control of intermodal transport systems. Just to mention a few: What is information? What is a system? Who is controlling what? (Why) is the system difficult to control? The study of transport systems spans over several disciplines. Even within the same discipline there are different schools of thought. This work is mainly influenced by a school of thought that is developing at the Department for Transportation and Logistics at Chalmers University of Technology. That is, to develop a certain kind of models of logistics systems to describe its manner of functioning. These models can either be used as they are for gaining better understanding of logistics or be adapted for further study in other disciplines e.g. economics or operations research. This school of transport systems has not yet reached the stage that Kuhn (1970) calls “normal science” i.e. when science means puzzle solving within a given framework. This means that to some extent certain basic questions, such as what constitutes a good model of the system, are recurring topics of research in this school. This work being no exception. Furthermore research in this area touches upon many different subjects such as control and complexity theory, which themselves are vast areas of research. Consequently, the search for our “model” winds through a landscape for which the map has not yet been drawn and where what seems to be a grove may turn out to be a jungle of research, which we are only able to touch upon. In some cases it would have been desirable to study these areas more thoroughly. At the risk of being superficial we have chosen to instead make headway by scanning several topics that we find relevant. When science is regarded as a linear process where new chapters sequentially are added to the book of knowledge, our method of work may seem less “scientific”. However, as resources are always limited we are convinced that at the current stage of development logistics research should be iterative rather than linear. Our approach is thus more similar to engineering than the linear model of science. Evans (1959) describes engineering design as an iterative process, sequentially returning to the same questions but in successively greater detail and with more parameters fixed, see Figure 1.
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Phase Concept Design Preliminary Design Contract Design Detail Design



Figure 1: Engineering design as an iterative process. Source: Evans (1959)



1.2 WHAT IS LOGISTICS? CLM1 defines logistics as “the process of planning, implementing, and controlling the efficient, effective flow and storage of goods, services, and related information from point of origin to point of consumption for the purpose of conforming to customer requirements.” This definition has some shortcomings, which makes it necessary to complement it with another meaning of logistics. In everyday language it is possible to talk about the logistics of something meaning something like “the totality of how things interact and the pattern flow of things” e.g. the logistics of a conference or information-logistics. The CLM definition clearly focuses other aspects. Furthermore logistics is according to CLM by definition efficient and effective, which is a limitation hard to accept in this work. For the purpose of this report we need to use the term logistics also in the everyday language meaning above. Therefore, we need yet another definition of logistics. In logistics we analyse systems that can be described in terms of flows. Other perspectives are necessary to understand the limitations and prerequisites for these flows, but it is the flows that make the system a logistics system. “With the logistics of a system of flows is meant the totality of all the interactions among the elements (physical as well as immaterial) involved to produce a particular outcome, including both internal interactions and interactions with the environment.”
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To study the logistics of a system is hence to study how the various elements and processes interact. According to this definition, and way of seeing things, the informational processes are an integrated part of the logistics. It is impossible to separate the information handling from the rest of the system without “destroying” the logistics as here defined. Furthermore, logistics as here defined is a property of systems; there is no logistics of individual elements. This has implications for the possibility to analyse the logistics of a system by dividing it. The definition leaves room for further specification of various aspects of logistics. Which the relevant elements are has to be identified as part of the analysis and depend of what particular aspect of logistics is studied. Physical objects may for instance be goods, vehicles and cargo carrying equipment while immaterial elements may be information or ownership2. This way of regarding logistics is well established in the literature, even if it is not explicitly expressed. In an article on research opportunities in logistics Hall (1985) states that ”But logistics is much more than the sum of its parts. /…/ Successful logistics research provides us with a better understanding of the interdependencies and intricacies of logistics” In this report it should (hopefully) be clear from the content which of the above definitions the term logistics refer to.
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Ownership is an example of something which, depending on the language and structure of the model representing the system, can be an element or a property of an element in the model. In the definition element should be given a wide interpretation including both possibilities. 3
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2 DEVELOPMENT OF A MODEL The intention of this chapter is to provide a base of theories within the areas of modelling, cybernetics, information theory and game theory. This is necessary to understand the implications of the model we develop in later chapters. The chapter also explains our view of models and systems. We have chosen to regard logistics systems as information processing systems. In our model world, not only the current information flows, but also the rest of the whole system with its tangible and intangible parts is regarded as information. It is important for the understanding of our reasoning that also the reader assumes this view.



2.1 MODELLING In this section we will try to describe the modelling and the relation to system science. The purpose of studying these areas in this work is mainly to be able to create a conceptual model of our own. 2.1.1 MODELLING AND SCIENTIFIC RESEARCH It is hard to think of a world without models. If you do not immediate recognise this, read the sentence again, this time with a comma between world and without. Actually it is hard to think at all without models. We use mental models all the time, in fact there are psychologists claiming that our whole conscious mind is just a simulation. Such mental models are our own private ones and there is no way of telling whether two persons share the same model of a certain phenomena or if they have completely different ones. However, in this work we are not concerned with the representation of such internal models in the brain but with the correspondence between the real world system and our models of it, be it internal fuzzy and unarticulated models or explicitly stated formal models. All too frequently people mistake the model for the real-world system and make statements about the system when they really talk about the model of it. When there is a risk of ambiguity or a need to make a clearer distinction we will henceforth use the term natural systems for the realworld thing. Models are needed for many reasons. Models of a system enable us to communicate our views of a system. A regulator or manager of a system must have a model of the systems behaviour in order to know when there is a need for intervention and choosing the appropriate measures. Conant and Ashby (1970) have shown that the simplest optimal regulator is a model of the system it regulates. Furthermore, the system designer must have models. The model is a representation of some subset of the natural system expressed in a modelling language. In some cases there might be tools available for manipulating the model, which cannot be applied to the system directly. If, for instance, the model is a mathematical model there are various mathematical tools that we can use in order to predict the behaviour of the system. Other important tools that, depending on the modelling language, can be available are for instance electrical control systems and computer simulations. Thus, by making models of the system we open up a great many possibilities for improving it and controlling it. Furthermore the same model may apply to many different natural systems. This means that theories that have been developed for other systems may by analogy be applied to the system 4
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under study. Thus by modelling we may gain access to more knowledge of the systems behaviour.



Theories



Processes of applying and developing theories



Processes of tool improvement



Toolbox



Model system



Processes of natural system to model mapping and vice versa



Processes of adapting tools to the model and vice versa and of translating between model and tool



Natural system



Figure 2: Four different kinds of processes



In figure 2 four different kinds of processes are indicated. Starting from the natural system we have the processes of mapping the natural system to the model and vice versa. There is the process of adopting the model so that various tools may be applied to it as well as fitting the tools to the model. There is also a process of improving the tools, e.g. finding new more efficient algorithms or building better simulation models. Finally there is the process of developing new theories, by induction from empirical data or by logical deduction, and the process of applying existing theory. Obviously, whether the things we do with the model have any relevance to the natural system, i.e. in the real world, depends on the mapping between the model and the natural system. It is also here that you find two of the cornerstones of science: collecting empirical evidence and testing of hypotheses. The mapping between the natural system and the model is not a one-to-one mapping. Only a subset of the reality is represented in the model. Maxwell noted that “the success of any physical investigation depends upon the judicious selection of what is to be observed as of primary importance.” Logistics is a relatively young science where the object of study is under constant development. You might expect then, that very much effort is spent on the process of mapping different subsets of the natural system to different kinds of models. However, the reality looks a bit different. Much of the scientific work that is presented under the heading of transportation research is actually concerned with the improvement of various tools without giving especially much attention to the consequences of the choice of subset of the natural systems for the applicability of the results. In his book about mathematical model building Casti (1989) comments on the lack of consideration of such basic questions in the following manner: 5
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“As Noted by Rosen, in dealing with the idea of a natural system, we must necessarily touch on some basic philosophical questions of both an ontological and epistemological character. This is unavoidable in any case and must be addressed at the outset of a work as this, because our tacit assumptions in these areas determine the character of our science. It’s true that many scientists find an explicit consideration of such matters irritating, just as many working mathematicians dislike discussions of the foundations of mathematics. Nevertheless, it’s well to recall the remark of David Hawkins: “Philosophy may be ignored but not escaped; and those who ignore most escape least.” The tools put requirements on the models, not only in terms of the modelling language but also in terms of how much of the reality that can be allowed in the model. Therefore those aspects of reality that cannot be captured by the tools have to be left out of the model. Unfortunately, not only does this limit the validity of the results to the natural system, it also means that many important aspects of logistics systems are not given sufficient attention. Other models must therefore complement the various powerful tools. Such models are often better expressed in other modelling languages than mathematics. (In fact they may not even be possible to express mathematically.) Another reason to why the mapping of natural logistics systems to models ought to be given more consideration is the new possibilities opened up by computer simulation. Computer simulation is a tool by which we may explore many of the properties of logistics systems, which previously have been limited to the capacity of our own reasoning. However, in order to exploit these possibilities we must have models. 2.1.2 THE CONCEPT OF SYSTEMS AND SYSTEMS SCIENCE There are some minimum requirements for something to qualify as a system. A natural system must: • • •



be a distinguishable part of the reality, consist of more than on entity, and have relations between the entities making up the system.



The requirement for relations between the entities distinguishes between an arbitrary grouping of things and a system. Another property of many natural systems, such as those we are studying, is that they are open and have an interaction with their environment. A system S is possible to describe by: 1.) a set of entities, 2.) the relations between these entities, 3.) the input from the environment and 4.) the output to the environment. The first bullet point above states that a system must be distinguishable from the environment. The demarcation of system and environment is an important stage in the analysis. To illustrate the difficulty we may regard a rule for identifying the environment given by Churchman (1968): 'In each case, we must ask, "Can I do anything about it?" and "Does it matter relative to my objectives?" If the answer to the first question is "No," but to the second is "Yes," then "it" is in the environment.'
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This may seem like a nice and easy rule but once you try to apply it to identify the system rather than the environment you will run into several difficulties. Churchman points out that it is frequent that system managers underestimate their powers of control and regards things that they actually have an influence over as matters of the environment. (One may note that this is true not only for managers.) Should we then consider those parts of the environment as parts of the system? What about the opposite, should one consider things that we would intuitively identify as a part of the system but which we cannot do anything about as belonging in the environment? In fact when it comes to systems that interact with the environment there is no simple and unequivocal rule for defining a system and its environment. Both the divisions into parts and relations and the demarcation of the system and the environment can often be made in many different ways, and there is consequently often several ways to define the system. As pointed out by many authors (se e.g. Klir (1991) and references therein), since what is a system is a choice by the observer one may well say that “systems” do not exists by themselves but is a way for us as observers to understand the reality. According to Klir (1991) this constructivistic view of reality is predominant in contemporary systems science. The subjective element of the distinction of a system highlights the need for models as means of communication. As soon as the reality studied reaches some degree of complexity the number of possible definitions of a system becomes large. When co-operation is needed for the management of such a system it can be of utmost importance that those co-operating understand the system in the same way, or at least understand each other’s views. Rosen (1986) notes that the term systems often is supplemented by an adjective or other modifier e.g. economic system, and means that this suggests that certain properties are subsumed under the adjective, “thinghood”, and others under system “systemhood”. This indicates that there are some general properties of systems, independent of the properties subsumed under the adjective. Klir (1991) defines systems science simply as - a science whose objects of study is systems with the restriction that system science focuses the properties subsumed under system and not under the preceding modifier. There are some different branches of systems science. There are two main branches, which we may term the soft and the hard. In the soft branch the modelling language is everyday language. In the hard the modelling language is a language belonging to some formal logic system, mostly mathematics. There are also hybrid approaches, such as management cybernetics, which mix the soft and the hard. In the hard approach it has been common to use set theory for the analysis of systems. While applying set theory to systems have given valuable insight in the systemic properties Rosen (1986) means that it is also the cause of much confusion. Systemhood is much more than just “set-ness”. Rosen (1986) also points out that in the analysis of systems one must realise that some properties of the system depend on the “thinghood”, some on the “systemhood” and some on both. Logistics systems can have a range of adjectives, in addition to logistics, in front of them. They may for instance be termed socio-technical, socio-economic or techno-economic systems. This indicates that for logistics systems, the “thinghood” is a compound and complex part of the systems properties. “…/ it is up to General Systems Theory to divide the pie between what we have called thinghood, set-ness and systemhood, and study the hybrid properties which depend on more than one of these primitives.” Rosen (1986) 7
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Cybernetics may be regarded either as closely related to systems theory or as a part of it. Cybernetics focuses mainly on how system functions; How is a systems controlled and what laws govern the communication among its parts and between the system and its environment? Cybernetics, especially as expressed Ashby is somewhat of a hybrid approach. As a biologist Ashby was concerned with systems that could not easily be described by continuous mathematical functions. Ashby therefore chose to work with sets and tables, which makes the theory more generally applicable. Furthermore, Ashby expresses most of the cybernetic concepts and principles in everyday language. 2.1.3 MODEL BASICS In this work we are dealing with natural systems. Our interest is not of constructs in a formal system, which has no counterpart in reality. In the context of this work a model is an expression in a modelling language that corresponds to a subset of the natural system. Take a natural system NS and a model MS such that there is a correspondence between NS and MS. The way of mapping between the two systems is given by some set of correspondence rules. Normally only a subset of the reality is modelled: those parts that we distinguish as the natural system. The model can be isomorphic or homomorphic. An isomorphic model is obtained by a one-to-one transformation i.e. each element in NS is represented by an element in the MS. Normally the model is simplified by making a many-toone transformation, meaning that parts of the NS is grouped together and represented by a single entity in the MS. Such a model is termed homomorphic. If the same model, MS, should turn out to be isomorphic to more than one NS, then we say that these NS are isomorphic to the extent expressed in the model. If there is a one-to-many mapping from an NS to an MS such that the homomorphic model MS becomes isomorphic with another NS, then the second (and simpler) natural system is said to be a homomorphism of the first. Frequently we want to be able to use our models for more than talking about the system. We want to be able to manipulate with the model in order to predict the effects of corresponding manipulations to the natural system. We would like that there where inference rules in the model system that corresponded to the causal dynamics in the real system. Many times the inference rules of mathematics enable us to make such predictions. However, the ability to manipulate a model system in such a way that the behaviour of the model mirrors that of the system can be extended beyond pure mathematics. It can for instance be possible to make a computer model that simulates the behaviour of the system. Beer (1965) has given a group theoretic analysis of the modelling methodology pointing out four requirements on successful modelling: 1. Models should be made in such a way that it does not limit the domain of knowledge that can be utilised. In other words, interdisciplinary research teams are more likely to come up with good models. 2. The model will not work at all unless the encoding is well defined. 3. The model will not be able to tell us about the behaviour of the system if a particular set of outcomes is grouped by the decoding so that they cannot be discriminated in the natural system. 8
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4. The model cannot be used for control of the real system unless what has been identified as the natural system really captures the systemic character of the real system. (As has been pointed out earlier, when the real system is complex what we conceive as the natural system is actually only a subset of the real system) Encoding



Causal dynamic



Model System



Natural System



Inference rules



Decoding Figure 3: The relation between the natural system and the model



To identify the homomorphic models of an NS that can be isomorphically mapped to another system is the basis for identifying scientific laws. For instance, a bolted connection, belt drive, and a mass and a spring are all examples of linearly elastic systems. These means that certain aspects of the theories of linearly elastic systems apply to all of them. It is also a basis for learning and reasoning. As a colleague in one of our research projects, Ole Brevik of SINTEF, phrased it “People like to think that they are logical, but in fact they are analogical.” The forth of Beer’s requirement above once again puts the finger on that critical part of modelling - what variables to include. Certainly, some of the disappointment with the theories and tools of systems science, which in their early development were claimed to be able to solve almost any complex problems, is due to the fact that we simply cannot model the systems. How then, do we know if the model provides us with correct results? This question is one of the core problems in science and the pursuit for a general “law” or procedure by which models can be proven right or wrong goes like a story through modern philosophy of science. Modelling often goes through several phases in which the model is refined and expanded, figure 4.
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Systems that, according to the correspondence rules, have the same structural relations as the model.



Systems that, according to the correspondence rules, have the same structural relations as the model.



Reality Figure 4: The proposed methodology for scientific model building. Modified after Hultén (1997)



Since a system may be modelled in many different ways a prerequisite for the model to be valid is that the variables affecting its behaviour and their relationship is incorporated in the model. But, how do we know this? Well, basically there is only one way of finding out: testing. If we have the ability to test the behaviour of the model against natural systems, which the model is isomorphic or homomorphic to, we can either disprove it or validate it, (but not prove it). But as soon as we enter the area of predicting what no corresponding natural system has yet done, then we are only making hypotheses. This is because as soon as we have a system of some complexity, there is no foolproof way of telling whether we have managed to take account of all the necessary variables and relationships for making the prediction. Our confidence in the models ability to make predictions for a corresponding natural system would be increased if we had have a chance to compare the behaviour of the model with that of the system over a range of situations. A major problem for research on logistics is that, at least until now, there has been no laboratory in which we have been able to test our models. With the advent of computer simulation there is hope that our ability to model complex systems shall improve. The last test for such models will however be the same as for any other model. Only when its behaviour has proven to mirror that of the natural system can we trust it, and so the requirement for testing and gather empirical evidence remains. Beside the test for correspondence with the natural system, there are some other qualities that characterises a good model. The ultimate qualifier is the model’ usefulness: “A model is neither true nor false: it is more or less useful.” Stafford Beer (1985) The truth in Beer’s statement is perhaps not self-evident. However, all natural systems may be mapped to a particular model under some transformation, but models requiring very strange transformations may not be particularly useful. Good models are often simple models. A model should be understandable and not be unnecessary complicated. One should try to 10
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express relationships in the shortest possible way. Neither should it be more detailed than what is necessary to answer the questions being asked. A more detailed model is not automatically better than a coarse grained one. A too detailed model can be hard to find errors in and there is little use with a finer level of detail than the data available. Models may be classified according to their purpose. In Figure 4 above the models are termed descriptive, explanatory and predictive. A descriptive model expresses the topology of the system but is more like an image than a program. The various interactions have not been expressed in such a detail that it is possible to understand the behaviour of the system. In an explanatory model the relations have been better modelled and it is possible to understand the current and previous behaviour of the system. A good example of an explanatory model is Darwin’s theory of survival of the fittest, which can explain the evolution. However since Darwin’s theory is unable to predict future mutations and the whole complexity of the ecosystem, its power of predicting the future is limited. The last type of model is called predictive because it can be used to predict the future behaviour of system. A predictive model does not necessarily have to be more complicated than an explanatory. If the systems behaviour is regular and completely determined by some set of laws, e.g. Newtonian mechanics, then the explanatory and the predictive model may be the same. Finally one may distinguish between “routine” and “one off” models. Routine models are those which are incorporated in the various tools such as route planning software that the logistics manager uses, while “one-off” models are the kind off models the manager has to develop to solve a specific one-off problem, Sussams (1992). Sussams (1992) points out that the development of the one-off models is facilitated if there is a set of “model modules” which can be modified and re-used.
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2.2THEORETICAL FRAMEWORK An essential base for our way of dealing with logistics questions is the close relation between information management and logistics management. Information management contains several subjects but here we will only go through information theory, complexity and cybernetics. 2.2.1 AN INFORMATIONAL VIEW OF SYSTEMS In his paper Laws of Information Which Govern Systems Conant (1976) argues that systems be viewed as networks of information transfer. Entities that interact in the system are in this perspective regarded as being in communication with each other. Fluctuations in the value of a variable in the system can be viewed as messages it sends to the other parts in the system. According to this view, the information present in a logistics system is not limited to the messages sent in the various communication channels of today. Quite contrary, in this view information is constantly generated throughout the system, it is the currency of all the processes in the system. When systems are regarded in this way their behaviour may be analysed using information theory. Einstein taught us that matter and energy are two different manifestations of the same thing. However, in our daily life most of us do not perceive all the matter around us as manifestations of energy. But try for a while to imagine all that you see around you as energy in different forms. Then pick out two things and picture that you had the ability to transform one of the objects to the other. What would you need to do provide to the energy for it to do the trick? Besides supernatural powers, you would definitely need to provide information. We do no perform such transformations between different forms of matter in our everyday life but we take advantage of the fact that information can be used to control energy all the time. Instead of moving energy and information together from one place to another, we transfer information and energy separately, taking advantage of the fact that information can be more easily transported than can energy. To draw the picture in your TV, it uses energy from the outlet but it is information from the antenna or cable that controls the use of that energy. Similarly you walk around with the energy in the battery of your cellular phone, but it is the information that comes through the antenna that determines what you hear. Despite the fact that we do not regard matter as being freely convertible, we frequently speak of systems as if they were capable of doing the trick. We speak of logistics systems as being heterogeneous and composed of humans and all sorts of different things. And we speak of subsystems and exchange between them across various interfaces. But does one particular sort of thing ever convert to another? Do they not only couple together? What is it that really passes through these interfaces? And what is that govern the coupling? Our view of systems is that if you divide a system by classes then all objects remain in their classes as the system operates. However objects of different classes may be bound to each other by information. Only information can pass trough the interfaces between objects of different classes. In previous research on information in logistics systems it is common to regard the “flow of information” as a separate flow. Our view is that information is not a separate flow but completely interwoven in the logistics system. It is information that connects the various parts of the system and governs their behaviour. 12
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The need for definition of logistics given in the introduction should now be clearer. For sake of clarity we give it once more: “With the logistics of a system of flows is meant the totality of all the interactions among the elements (physical as well as immaterial) involved to produce a particular outcome, including both internal interactions and interactions with the environment.” To further elaborate on this view of things, let us perform another experiment of thought. Recall the two things you imagined to transform previously. Now think of a model of each of them in a computer simulation. Then imagine that you would transform one to the other. This time it is not so hard to imagine. We frequently see the trick done on music videos. This time it is not the real thing you convert. The model is made up of information, and you change the information. When we make mental models, models in natural language, in mathematics, or some other logic system, on a drawing, or in a computer we essentially make models of information. Our proposition to view information as that which connects the various parts and governs their behaviour hence equals to study not the natural system but our models of it. And, as was stated in the chapter about modelling this is what we in fact always do. What we are proposing is to change the previous mental models where information has not been given this prominent position, to new models where information is the core of the models. 2.2.2 INFORMATION THEORY This work is about information or more precisely about the exchange of information. Even though using the term information comes naturally in everyday language it has proven difficult to define it. Shapiro and Varian (1999) states that “Essentially anything that can be digitized - encoded as a stream of bits - is information”. At first sight this seems to be a definition well suited for our purpose since we are interested primarily in the exchange of digitised information between systems. But even this broad definition fails to capture some kinds of information. There is a wide range of different kinds of information with different qualities. Sometimes the information is in a form that we do not even recognise it as information. Well-designed products can be used without first reading the manual. When you drink out of a jug you know that you should use the handle. Obviously the jug has communicated some information to you about how it should be used. A particular difficulty is presented by false information. How can this be recognised and measured? A measure might be found by informally applying Shannon’s definition that “information is that which reduces uncertainty” since false information does not reduce and might even increase uncertainty. However, we still have the problem of recognising it. False information is of great practical importance - it can ruin a system. Still, in the literature we have studied it false information is rarely mentioned. Dretske (1981) suggest that false information is no more information than a decoy duck is a duck and therefore false information cannot be included in a theory about information. In this work we will use the term information in two ways. Sometimes “information” refers to the strict and precisely defined amount of information developed independently by Wiener 13
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(founder of cybernetics) and Shannon (founder of communication theory). Secondly information is used to denote the everyday meaning of the word. The amount of information Shannon presents a general description of a communication system, which is given in the figure below. Information source



Receiver



Transmitter



Signal



Received signal



Message



Destination



Message



Noice source Figure 5: Schematic diagram of a general communication system, Shannon in Shannon and Weaver, 1949



The basic idea in Shannon’s and Wiener’s measures for the amount of information in a message is to define this as the amount of uncertainty it removes. Hence, to determine the amount of information a recipient receives in a message Shannon (1949) starts with all possible messages that could have arrived. Assume that the number of possible messages is W and let p =1/W. Furthermore let pi denote the probability that message pi is transmitted. Shannon defines the amount of information as information entropy, which is calculated as



I = −k ∑ pi log p i With k=1 and 2 as the base of the logarithm, we get the quantity of information in bits where one bit is defined as the choice between two alternatives. If the message we are expecting is a character of the English alphabet, then the other 25 characters represent the uncertainty removed. If all characters are equally probable (pi=1/26) and we convert to 2 as base of the logarithm we get I =−



1 1 ∗ ln = 4,7 bit ln 2 26



as the amount of information in one character. Shannon’s and Wieners definitions differ in that Shannon multiplies the sum with minus one, whereas Wiener does not. This leads some authors, see e.g. Nørretranders (1991) and references therein, to state that Shannon’s and Wiener’s definitions are each others opposites. However, as pointed out by Ashby (1948) when we are interested in the gain in information the sign makes no difference. 14
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There are two requirements that have to be met before we can measure Shannon-information. Firstly there must be an uncertainty - that is the question must precede the answer. Secondly the uncertainty must be measurable. A drawback of Shannon-information is that in itself it bears no direct reference to meaning. However, when the concept is used more loosely one may read in the meaning in the “uncertainty removed”. A reason for using Shannon-information is that it fits nicely into the theory of sets and is applicable to the set-ness of a system. Furthermore, it is suitable for the purpose of discussing the role of information in regard to control. While Shannon developed the measure for the purpose of studying communication systems, Wiener developed it to study also control of systems. We will return to the topic of information for control later on, but will first discuss some more aspects of “information”. Frequently we will use the precisely defined Shannon-information somewhat loosely, since we believe that the concept underlying Wiener’s and Shannon’s definition has a wider applicability than the cases where the mathematical formulae can be strictly applied. The meaning of information Information is in everyday-language associated not only with amount but also with meaning. Shannon’s information theory is weak in this regard. When applied rigorously it wills actually assigns a larger amount of information to a random sequence of characters than to a sequence of characters making up a word. In fact Weaver, in Shannon and Weaver (1949), states that Shannon’s information “must not be confused with meaning”. When humans talk we use a communication channel with quite a low capacity. The bandwidth is less than 100 bit/s, see e.g. Nørretranders (1991) and references therein. Still it seems as if we are able to pass on much more information. Nørretranders (1991) describes this process as a “tree of speech”, se figure below. The sender has an idea that he wants to communicate. He condenses this idea by encoding it using models and metaphors. If the receiver shares the same models and metaphors he will be able to decode the information and by association expand it. Nørretranders “tree of speech” shows large similarities with Shannon’s schematic diagram. Shannon’s diagram is really general in that it is not limited to ”technical” communication systems, where the message is transferred in a wire or by radio waves etc. It is equally valid for paper based systems. Beer, see e.g. Beer (1985), stresses that the message may be corrupted at any stage of the system. Beer points out that the transduction i.e. when the message is translated from the type of message sent in the communication channel to the kind of message understood by the receiving system is a week spot. For instance, when a paperbased message is received and read by the recipient, there is a risk that the message is not correctly understood even if it is present in the text.
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Figure 6: Nørretranders “tree of speech”. By using common models and metaphors information can be “compressed” before it is communicated.



A criticism against Shannon’s and Wiener’s measures for the amount of information is that it is not concerned with meaning. This can be attributed to the fact that it does not include the interpretation of the information. In our reasoning about systems we have tried to instead of relating the amount of information to the data passing to the communication channel, use the concept of Shannon-information in a loosely way by referring “the amount of uncertainty removed” to that removed after interpretation. We have found that, when the amount of information is interpreted in these terms, the works in cybernetics and systems science have great explanatory power for the behaviour of logistics systems. Of course, one has to take great care in trying to apply any rules developed for the strict definition when using it in this way. Conant (1976) comments on the usage of information theory in a less restricted way: “There are obvious dangers in applying information theory, designed for use under the severe mathematical conditions of stationary and ergodicity, to real world systems not thus constrained. The fact is, however, that there is currently no satisfactory quantitative theory of information applicable to such systems, and the choice faced by systems scientists is harsh: be content to say nothing about information, or try to use results from the formal theory by judicious interpretation and generalization. For this writer the latter course seems far preferable. For example, although human beings do not qualify as “channels” in the rigorous formal sense, useful measurements of human channel capacity have been made; as another example, there seems to be valuable insight gained by informally applying to humans the formal result that whatever output a channel produces beyond the limit of its own channel capacity must be pure noise, unrelated to input.” Conant (1976) 16
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The interpretation has importance also for the meaning or value of the information for control purposes. The value of the information will be limited without the proper models needed to interpret it. In practice this means that real-time information about events in the system has to be complemented with information on how these events influence the system.



This is a phenomenon that will be re-occurring as we discuss the importance of information exchange for the controllability. The focus at present, due to the new possibilities with increased access to on-line communication, is on the real-time event-based information. However, one must not forget that this information has a meaning only when it is interpreted on basis of other “long-term” information, which must also be exchanged between the parties. One may say that information range from data to knowledge. However, while knowledge obviously is related to information it is not certain that we can communicate it. Tacit knowledge is important for decision making in logistics systems, but we cannot communicate this tacit knowledge easily between the players in the system. Conant’s model of information processing in a system Improved exchange of information can lead to an increased amount of information entering the system, i.e. we do not only facilitate the transfer of the information exchanged before, but adds new items of information, e.g. tracking of consignments. It is reasonable to assume that the system’s information processing capacity is limited. Therefore, it is of interest to know if there are any general laws governing the information processing in a system, so that we may evaluate the effect of increased inflow of information. To put the question differently, is more information always the better? Conant (1973 & 1976) studies partitioning of information processing in different tasks in a system. By studying the rate of information transfer Conant allows for taking knowledge based on the system’s history into account when determining the uncertainty that is removed by new information. Conant’s work uses Shannon’s definition of information. The total rate of information flow, F, in a system can be partitioned into Ft - Throughput rate Fb - Blockage rate Fc - Co-ordination rate Fn - Noise rate



The throughput rate, Ft , measures the input-output flow rate of the system and can be interpreted as the information flowing through the system as a communication channel. It is also a measure for the strength of the relation between output and input. The blockage rate corresponds to the rate at which information, or input, from the environment is blocked within the system so that it will not affect the output. The idea is that the system is more affected by its environment or in other words carries more information about its environment, than what is reflected in the output.
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The co-ordination rate is a measure for the internal co-ordination between the entities in the system, i.e. it measures the degree to which they are in communication. It is hence a measure for the relatedness or non-independence of the variables and as such a measure for the degree to which the group of entities acts as a system and not a group of independent, unrelated, entities. Finally the noise rate is a measure for the rate at which the system produces information that is unrelated to input. It is a measure for the indeterminateness of the system given complete information about its input from the environment. All four types of information flow rates into which Conant has partitioned the total rate of information flow have relevant interpretations in a logistics system. The noise rate is the one that is most difficult to understand since it relates to a rather philosophical question about the determinateness of human systems The system Blocking
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Figure 7: Information handling in system according to Conant



A deterministic system can have a total rate of information flow that exists of the following parts: a rate devoted to the blocking of irrelevant information, a rate devoted to internal coordination, and the throughput rate. If the system have a fix capacity of information flow then there is a trade-off situation between these three parts, i.e. when we need more output we will have to cut the rates for blocking or co-ordination. To reduce the capacity of the system in the best possible way we should, according to Conant, try to: 1. Push the amount of output to its minimum, i.e. do not let the system produce any unnecessary information 2. Reject as much irrelevant information as possible before it is going into the system, i.e. do not let the system work with any unnecessary information. By that method we could reduce the blocking rate inside the system. 3. Reduce the internal co-ordination as much as possible without changing the system performance, i.e. try to make the system as simple as possible. 4.



Let each and every component in the system do what it does best, i.e. try to have all components working as near its maximum capacity as possible. 18
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If all of these four statements are fulfilled, then we have made the reductions we are capable of. Point 3 & 4 shows the conflict between flexibility and specialisation. Both handling complex tasks and having flexibility can have positive consequences for the individual. However, Conant’s model shows that for a system that needs to be capable of handling complex task it can be inefficient to let the tasks be complex also at the lowest systemic level. This seems to be in favour for the principle of only having simple tasks at the lowest level, often referred to as “Taylorism”. But this is jumping too soon to conclusions. What is best under static conditions may be inappropriate in a dynamic environment.
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2.2.3 INFORMATION, ENTROPY AND ORDER In the previous section Shannon’s and Wiener’s measure for information was presented. According to this measure the amount of information is defined as the amount of uncertainty it removes, Shannon (1949). To illustrate the concept, we presented an example where the message was a letter of the alphabet and the uncertainty removed was “Which of the 26 characters is transmitted?” In the context of this work we are interested in the value of information about a systems state. Fortunately, the definition by Shannon and Wiener works well also for this purpose. Wiener (1948) introduced his definition in his work on cybernetics, and it was from the beginning used as a measure of information for control. Below we present how information is related to the uncertainty about the state of a system and suggest how the value for control purposes may be understood. This is closely related to the concept of entropy. Therefore, we discuss the concept of entropy in general and how it in particular may be interpreted in a logistics system (Recall that Shannon named his measure information entropy.) This section starts with an introduction to thermodynamic entropy and to entropy as a general concept independency of thermodynamics. The difference between entropy and disorder in general is pointed out, and it is then shown how a general definition of entropy can be applied to logistics systems. Finally the relation between information, entropy and order is summarized. The section is based on Hultén (1997). Entropy The perhaps most well-known use of the concept of entropy is that used in thermodynamics. Thermodynamic entropy may be conceived as a measure for the molecular “disorder” which results in an indeterminateness of the system at molecular level. According to the second law of thermodynamics in a closed system, entropy can never decrease and for all non-reversible processes in the system the entropy increases. All exchange of energy is hence made at a cost of an increase of entropy. The second law of thermodynamics is often formulated according to Boltzman's statistical definition, which relates the entropy of a macro-state to its microstates. A macro state can be described by a number of properties e.g. temperature and pressure. These properties are in fact averages and the properties at the molecular level differ from this average. Several different states at the molecular level leads to the same average at the macro level. In other words, a certain macro-state can be represented by a number of microstates. If we only know the average properties of the macro-state, we cannot determine what particular microstate is at hand. In other words, if we only have information about the macro-state, then there is an “indeterminateness” of the detailed specification of the system based on our information. At first sight, you may think that in a logistics system we do not measure average properties like temperature. But in fact we do work with statistical averages and generalised descriptions for many things. For instance, in the planning process we may use the average demand, the position of resources may be given on a larger scale e.g. number of containers in Sweden, while the exact position is unknown, etc. Hence, the concept of a macro-state is equally valid in logistics systems.
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The entropy, H, of a macro-state is defined by Boltzman as the logarithm of the number, W, of micro-states of equal probabilities that belongs to it: H = k ln W



or



H = − k ln p where p=(1/W).



If the microstates have different probabilities pi the entropy can be calculated as: H = − k ∑ pi ln pi This formulation is almost identical with the measure of information proposed by Shannon and Wiener, except for the choice of base for the logarithm and the choice of constant. "Quantities of the form H = − ∑ pi log pi (the constant K merely amounts to a choice of a unit of measure) play a central role in information theory as measures of information, choice and uncertainty." Shannon (1949)



Shannon calls his measure “information-entropy” and it is often denoted I instead of H. For a better understanding of what is measured by entropy and its relevance for control consider the following. For control purposes it is of interest to know not only what states can occur but also the likelihood of the different states occurring. Assume that the likelihood of the different states occurring varies. To save resources one may choose not to be able to handle all the situations and accept, that for the most unlikely situations the system has no response. If all states are equally probable, this discrimination cannot be made. The two situations are conceptually depicted in the diagram in figure 7. The entropy of a statistical distribution is maximised when all states are equally probable.



Figure 8: When it is known that certain outcomes (states) are less probable than others, resources in the system can be allocated to the most probable outcomes



"Consequently it is important to have a quantitative measure of the indeterminacy of different probability distributions, so that we may compare them in this respect. The entropy successfully provides such a measure of indeterminacy /.../" A. N. Shiryaev (1989) 21
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Information and entropy The question of whether there is more than a formulaic similarity between the thermodynamic entropy and information-entropy or not has divided the scientific community. According to Leff and Rex (1990) the believers of a direct relationship are more numerous, but the criticism from the non-believers is strong. For our purpose the thermodynamic entropy is of less interest. However, the concept of entropy can be used as general concept independent of the applications, see e.g. Jauch and Báron (1972). Jaynes (1957a) ascribes the mathematical facts concerning maximization of entropy to Gibbs and means that Shannon has demonstrated that: "...the expression of entropy has a deeper meaning, quite independent of thermodynamics." Jaynes (1957a)



As a general concept, entropy as a “quality” or “property” of a system means the property of being indeterminate. However, one may say that it is not the system as such that is indeterminate; it is our knowledge about the system that is incomplete. Hobson (1971) suggests that rather than speaking of the entropy of the physical system, one should speak of the entropy in the data. The debate about if there is a relation between entropy and information, or if the similarity is there just because Shannon and Wiener defined information that way, is also a debate if a system can “contain” information. That is to say, in some systems we can discover more things than in others. This is not only a question of the number of things in the system, in which case the answer would be obvious, but even more so a question of the arrangement of the system. (This is relevant also for the concept of complexity, which is discussed in another chapter). According to some authors there is more information in a haphazard arrangement, see e.g. Nørretranders (1991) and references therein; according to other authors, notably Wiener (1961) and Beer (1959), there is more information in an ordered system. To clarify the latter standpoint; if a man-made system is “ordered” in the sense that it can be easily described by e.g. a set of equations, then it contains as much information as was needed to make this arrangement. Before it was arranged, when the parts where in a haphazard arrangement, then there was entropy in the system, when it is ordered it “contains” information. Furthermore, according to those claiming a relationship between information and entropy, we can feed the system information and change its entropy. Is information the currency of control? The debate about the relationship between entropy and information is “theoretical”, abstract and sometimes seems circular. But this debate is perhaps one of the most central for the understanding of what the hard-to-define concept of information really is. If indeed information is a property that is needed to bring systems to higher levels of structured arrangements, then information is clearly the currency of control. But without going into these “philosophical” questions we can use the concepts as Hobson (1971) suggest; we may speak of entropy as an incompleteness of our data. With the 22
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information at hand a system may be more or less indeterminate. If the system is indeterminate to us with our current information about it, e.g. if we do not know what state it is in or we do not know how it behaves, then this has implications for our possibility to control it. So also in that sense information is the currency of control, and its value is related to our uncertainty. The higher the uncertainty is about the system, the higher is the information-entropy; more uncertainty can be reduced by the information and if it does, the value of the information is higher. Entropy and Shannon-information in logistics systems Hultén (1997) suggests how the concept of entropy can be applied to transport systems. This idea adheres to the macrostate-microstate relationship which in central to the general concept of entropy. Thereby, it makes possible to use Shannon-information as a measure for the gain in information associated with better knowledge about the microstates. In essence the proposed definition is an adoption of direct application of the general concept of entropy. Which for the thermodynamics has been defined by Jaynes (1979): "The entropy of a thermodynamic system is a measure of the degree of ignorance of a person whose sole knowledge about its micro-state consists of the values of the macroscopic quantities Xi which define its thermodynamic state". Jaynes (1979)



For a logistics system entropy may be considered in the following way: Entropy is defined as a measure for the indeterminateness of a logistics system. The indeterminateness can be;  



in terms of lack of specification in a description of the logistics system, or in terms of an “inherent” indeterminateness of the state of the logistics system.



It may be argued that there is in theory no difference between the two ways above to define the indeterminateness of a logistics system. For practical reasons, however, it is meaningful to distinguishing between the two, because our possibility to influence them differs. In theory it might be possible to reduce the seemingly stochastic behaviour of some processes in logistics systems to underlying definite causal relationships. However, in practice there are things e.g. an individual person’s future demand for products, which we are unlikely to ever have full knowledge about, on the contrary they are likely to remain inaccessible to us as observers. Entropy in terms of lack of specification is a relationship between a system and a description of this system. It is a measure for the indeterminateness of the system according to the description. When the system is described in terms of macrostates, i.e. aggregated states, then the entropy is a measure for the number of microstates that can be represented by that macrostate. Entropy in terms of “inherent” indeterminateness of the state of a system can be expressed in statistical terms as a measure of the outspreadness of a statistical distribution describing the probability of the system being in different states. The entropy of the system has its maximum when all states are equally probable. To show how this definition of entropy can be applied to transport systems a material flows system is taken as an example. Assume that it is desired that a certain number of parts arrive 23
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in a certain sequence. The macro-state "everything in order" can only be represented by one microstate. The entropy of this state is if Boltzman's entropy-analogue is used: 1 H = − k ln = 0 1



In order to comply with the information entropy the constant k is chosen as k=



1 ln 2



The parts can arrive in a less orderly fashion. Some parts may, for instance, have fallen of a conveyor belt and been put back arbitrarily. Assume that we do not know which parts, then the number of micro-states W that correspond to the macro-state "m items in a group of n items have changed places at random" is given by n W =  * m!  m



If for instance in the group of 5 elements 2 change place at random, the entropy of this macrostate is H=−



1 1 ln ≈ 4, 3 ln 2 20



In accordance with the intuitive expectation, the more items that are switched, the higher the entropy. Brillouin (1964) has suggested to use the entropy decrease as a measure for the information gain associated with a reduction of the uncertainty about a system’s state. Consider a macrostate that can be represented by W0 equally probable microstates. Assume further that our knowledge of the system improves and we learn that it can only be in W1 micro-states, W1 < W0 . Brillouin (1964) defines the information gathered as: W  I = K ' ln 0   W1  Where K' is a positive constant. Hence Brillouin defines this information gain as the difference between the Shannon information of a specification of the microstate, when the a priori knowledge is that there are W0 equally probable microstates and when the a priori knowledge is that there are W1 equally probable microstates. Consider the aforementioned material flows system. If we obtain information about what particular parts are rearranged but not how, then the entropy will decrease. The number of possible microstates decreases from
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n   * m! to m!. The entropy decrease and hence the information gain is  m 1 n I = H 0 − H1 = ln  ln 2  m 



The entropy of a logistics system as defined here can hence be reduced by information since the entropy has been defined as the absence of knowledge about the systems microstate. This entropy is, in accordance with Hobson (1971) and Denbigh (1981), primarily incompleteness in the data about the system. It establishes a direct relationship between the entropy of a logistics system and the information about the system. Thereby it provides a means of appraising the value of correct information about the system. Order Another concept of interest for control is the state of being in order. Entropy is sometimes confused with disorder in general. However, as mentioned above we distinguish between order and entropy in that we use entropy as a measure for indeterminateness. Order is in this work understood as defined in “The concise Oxford dictionary of current English” (1990) and is according to this definition conditional in that it depends on a specification of "right". Order is: "the condition in which every part, unit, etc. is in its right place" The concise Oxford dictionary of current English (1990)



The relation between entropy, order and information The relation between entropy, order and information as understood in this work is illustrated in figure 8. Entropy is a relation between the true system and our map of the system while order is a relation between the map of the system and the target state. The relation between the target state and the real system is unknown to us since we have to work with more or less accurate maps of the system based on observation.



Entropy



The map of the system



Order



The state of the system



The target state for the system Information New map of the system



Order



Relation



New target state for the system Information



Figure 9: The relation between Entropy, Order and Information



The map of the system can be more or less detailed. Entropy is a measure for the indeterminability of the system with our present map of it. When we obtain more information the uncertainty about the current state of the real system decreases. The amount of 25
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information depends on how much the uncertainty is decreased by the information and hence depends on our a-priori knowledge. Should we obtain information about in what particular state the system is, all uncertainty disappears and also the entropy as here defined. As we, with more detailed descriptions of the real system, unfolds and in a sense "enter" it the entropy we experienced from outside vanishes. If the system according to our map of it is not in correspondence with the target state, then order can be established in two different ways. Either the system can be influenced so that it changes to the target state or the target state can be redefined to that of the system. Redefining the target state to that of the system depends on accurate information about the state of the system. The argument highlights the importance of information. In a container port the containers might be arranged in a completely haphazard arrangement and if we have no information about this arrangement it could cause a substantial problem. If, on the other hand, we have perfect knowledge about the position of each container we can redefine the target state to that of the system and in a sense the disorder disappears. Order hence is, as stated above, subjective.
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2.2.4 VARIETY, REQUISITE VARIETY AND INFORMATION In this section the concept of variety and its relation to controllability of logistics systems is described. Variety and requisite variety In a system the various entities and relationships that constitute the system may be in different conditions, and the state of the system is the totality of all these conditions. A systems variety is the number of different states it can be in Ashby (1956), similarly there is a variety in the systems input and output. Variety can hence be interpreted as a measure of one aspect of systemic complexity, Beer (1984). One of the cornerstones of cybernetics is Ashby's "Law of Requisite Variety" which establishes a relationship between the capacity of a regulator and the controllability of a system, Ashby (1956). Consider a system with a regulator R. Assume further that we want the system to remain at a particular state. The system is under the influence of disturbances from its environment that threatens to drive the system away from its desired state. Ashby’s law of requisite variety gives a minimum requirement on the R’s capacity for the system to be controllable. According to Ashby’s law of requisite variety, for a system to be success-fully controlled the variety of the regulator must match the variety of the disturbances, "only variety can destroy variety", Ashby (1956). Ashby's law is not limited to any particular kind of system but is a general systemic principle. Assume that the system is in the desired state, and that a particular disturbance acts on the system. If R has a response for this particular disturbance, the desired state can be maintained. The system may be exposed to a variety of disturbances. Whether the desired state can be maintained or not, depends on the R providing a variety of responses that match these disturbances. The law may seem obvious and too simple to be true as a general law for controllability of any system. However, Casti (1985) shows how to relate the law to classical control theory for a single-input / single-output system and, furthermore, how that particular case may be generalised to a wider range of systems and situations. The simplicity of Ashby’s law is in a sense elusive. It prescribes a capacity of the regulator, but it says nothing about how the regulator should be designed or how the regulation is to be realised. But the sine qua non of Ashby’s law is that it states that controllability is a matter of dealing with variety. The law of requisite variety has been applied to management science by Beer (1984). "/.../ Ashby's Law stands to management science as Newton's Laws stand to physics; it is central to a coherent account of complexity control. ‘Only variety can destroy variety.’ " Beer (1984)
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Along the same line Waelchli (1989) argues that Ashby's law "/.../ is also a root law of organisations. Manifestations of the law are everywhere visible in historical and contemporary management theory and practice /.../" Waelchli (1989)



Entropic variety There is a close relationship between entropy, information and variety. Variety can also be measured as the logarithm of the number of states, taken to any convenient base. If we multiply with the likelihood of each state occurring and sum over all possible states we get a measure that takes account of the different probabilities. In so doing we obtain a measure of the same form as entropy and information. We denote this measure of variety as entropic variety. Consider a system that has to match the variety of its environment. The various states in this variety have different probabilities of occurring. The inherent entropic variety is defined as the outspreadness of this probability. Assume that our knowledge is incomplete about the probability of the various states occurring, and that we always make an estimate that is conservative, in that we do not overestimate the determinacy of the system in terms of the likelihood of the different possible states occurring. The perceived entropic variety is defined as the outspreadness that we assign to the variety. The perceived entropic variety depends on our knowledge about the system. The perceived entropic variety decreases if we obtain more information about the system and has as its limit the inherent entropic variety. The value of the information obtained depends on how much the uncertainty decreases. Variety and information The variety, with regard to the demand that a transport system needs to meet, is the set of possible origin-destination combinations (in time as well as space). The most difficult situation for the system to handle is when all possible events are equally likely, which would be what the system perceived if it was totally uninformed about the environment (here the market). If the system obtains information about, for instance, what origin-destination combinations the market demands, then the variety the system has to match decreases. Information, hence, can be seen as a variety attenuator. Over time a transport system evolves through different states in order to meet the demand from its market. In hindsight it will be known what particular chain of events the system has gone through during a certain period of time. If there is no information on beforehand all that is certain about the future of the system is that, in order to meet the requirements from the market, it will follow one of all the chains of events possible. The more distant the future, the larger will be the number of possible event chains. For a transport system facing a high variety market there will be a "combinatorial explosion" and the variety that the system must match becomes enormous with time. Even if the system does not have to be planned in detail long in advance, also in relatively short periods of time the situation would be unworkable without advanced information. It goes without saying that early information about the requirements from the environment means that the time available for planning is longer, but seen in the light of the law of 28
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requisite variety another advantage with early information hence becomes evident; the size of the planning problem is reduced. Information about that the system, or a part of it, at a future point of time will be in a certain state, among many possible, means that all the other possible states can be ruled out. The "combinatorial explosion" mentioned above is thereby moderated. The longer in advance the information is obtained, the larger the reduction of the planning problem. To offer a high service level can be costly in a high variety environment if this is achieved by at all time having resources available to meet all possible situations. With better information about the future less excess ("buffer") resources has to be kept available for unforeseen events. To summarize In this and the preceding section , we have considered information as data about a system’s state. We have showed that the concept of entropy in a generalised form provides a good measure for that part of a systems indeterminateness that is related to the lack of information an observer has about the system. By relating this lack of knowledge to that of the state of the system we obtain a measure that we call entropic variety. This measure for entropic variety is of the same form as Shannon’s and Wiener’s measure of information. This means that the same measure is used for the gain of information and for the resulting decrease in entropic variety. We used Ashby’s law of requisite variety to show how information, as a reducer of entropic variety, influences the controllability of a system.
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2.2.5 COMPLEXITY Controllability and complexity Today, when considering the difficulties of controlling logistics systems the notion of complexity comes readily to ones mind. In the past few years complexity has become a major buzz-word, or as Edmonds (1999) nicely phrases it “The label of ‘complexity’ often performs much the same role as that of the name of a desirable residential area in Estate Agent’s advertisements. It is applied to many items beyond the original area but which are still somewhere in the vicinity. It thus helps in the item’s promotion by ensuring that a sufficient number of people will enquire into the details, but that does not mean that this wider use is ideal if you want to perform a more precise analysis.”



Moreover, one may argue that since much work remains before there is a decent theory of complex systems, Casti (1997), applying the concept of complexity to the analysis of logistics system would be of limited use and perhaps nothing more than sophistry. However, we believe that the widespread use of expressions like “the increased complexification of logistics systems” does reflect real changes in the systems. Furthermore, while lacking a unifying theory many of the concepts developed in complexity research are relevant to the analysis of logistics systems. Actually, the idea that controlling transport systems is a matter of coping with complexity is not a new one. Cybernetics or “the science of control and communication in the animal and the machine”, Wiener (1961), is concerned with the control of complex systems. In his pioneering work “An introduction to cybernetics” Ashby (1956) states that a “virtue of cybernetics is that it offers a method for the scientific treatment of the system in which complexity is outstanding and too important to be ignored”. A management model that builds on Ashby’s work is the Viable System Model (VSM) developed by Beer (se e.g. Beer, 1985)3. Keys and Jackson (1985) reviews different conceptual models for management of transport systems and argues that cybernetic models and in particular the VSM is best suited for understanding transport systems and improving the operations of transport organisations. What then is complexity? Well, to this there is much debate. When digging into the subject it appears as if there are almost as many interpretations of complexity as there are authors writing about it. Before we look at different definitions we can conclude that there is even a debate as to whether an objective complexity exists in natural systems. Some authors argue that complexity mainly resides in the model and has less or nothing to do with the natural systems, e.g. Edmonds (1997). Others argue that the notion of complexity is only relevant given a particular observer and thus a subjective measure, e.g. Casti (1989). However there are also those who claim that complexity is really an objective property of some natural systems e.g. Heylighen (1996). Being diplomatic we believe that all these three views are correct to certain degree. To begin with the view here represented by Edmonds that complexity resides in the model rather than in the natural system highlights the fact that certain aspects of perceived the complexity is model dependent. Edmonds argues that the degree of complexity in the model depends on the model language. According to Edmonds, changing model language can lead to simpler model 3



See references therein for an account of Beer’s earlier work on developing the model. 30
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that still represents the same aspects of the natural system. Furthermore, using the epicycles of the geocentric planetary model as example and comparing it with the ellipses of the suncentred model, Edmonds argue that at least the same behaviour of a system may be described with more or less complex models. Thus, there must at least be a possibility that part of the complexity in the model has little to do with the complexity of the real system. (This is closely related to the notion of a good model. If the model should be used for investigating the complexity of a system, then this obviously places certain requirements on the model.) The subjective element of complexity is related to the modelling problem. Two persons with different knowledge can see different aspects of a system. The more educated might se more as when the novice only see a seemingly simple grey stone while the geologist sees a complex mixture of different minerals. It may also be the other way around as when an engineer see a machine whose behaviour is governed by a set of perfectly understandable interactions while the novice seas a seemingly complex and hard to understand behaviour. Still, even if one can come up with objections as the ones above and some more that are given below, some natural systems appears to have an objective complexity regardless of the model and the observer. Heylighen (1996) sets out from the original Latin world complexus and means that this may be interpreted as the property of being made up of parts, which are joined in such a way that it is difficult to separate them. Heylighen further suggest that intuitively a system would be more complex if more parts could be distinguished and if more connections existed among them. To this may be added that along the same line of reasoning the nature of these interactions would also influence the complexity. Natural systems can thus have a complexity per se, regardless of the model and the observer. The relation between complexity and controllability lies in that complex systems are harder to model and that as shown by Conant and Ashby (1970) the simplest regulator of a system is a model of the system it controls. This is not to say that the model in the regulator must copy all the complex intricacies of the system. It suffices that the regulator has a model of the systems behaviour. In many instances only a sub-set of all theoretically possible states of the system and its environment are relevant for its normal operation, and thus it is not even necessary to model all theoretically possible behaviour of the system. But for the system designer or for someone who wants to find out the limits of what is possible to achieve with the system it is necessary to understand and have a model also of the inner workings of the system. Hence the complexity a system manager and a system designer experiences from the same system may differ widely. Measures and aspects of complexity That there are many distinguishable parts and many interrelations between them is not sufficient requirement for a system to be complex. Seemingly complex patterns can sometimes arise by joining together the same (simple) component. Fractals like the Mandelbrot look exceedingly complex but can be completely described by a short formula. Furthermore such fractals repeat the same pattern as we zoom out or in to the picture. Hence, there must be more aspects that characterise complexity. For this work it is not critical to unambiguously measure the degree of complexity. It is however desirable to understand what makes a system complex. By reasoning of the abovementioned requirement on the regulator to have a model of the system, and of something 31
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called Ashby’s law of requisite variety, the complexity of the regulator and of the system must equate. If we want to change a logistics system in such a way that it becomes more complex per se, i.e. more inherently complex, then we must also improve the ability of the regulator. By understanding how complexity arises, we may also be able to avoid increased complexification of the system when altering it. There exists no single definition of capturing all the essence of complexity, but by considering some measures we can get a better grip of what constitutes complexity. To investigate all the different measures of complexity is beyond the scope of this project. Waidringer (2001) studies the applicability of different complexity measures to transport systems and develops a model for complexity in logistics systems. We return to Waidringer’s model below.. The reader with a general interest in complexity is recommended to visit The Principia Cybernetica Web where links can be found to most of the scientific community working with complexity as such. What follows is a list of some measures and aspects of complexity. The text is mainly based on Gellman, Heylighen, Casti, Edmonds and Nørretranders. We do not go into the details of the various measures. For an extensive list of complexity measures and aspects of complexity the interested reader is recommended to consult The minimal description of a system can be defined in different ways. The algorithmic (or Kolmogorov or Chaitin or Solomonoff) complexity refers to minimal length of a computer program that describes the system. This measure captures the aspect that a system is considered as complex if it consists of many different parts and relations. A self-repeating system or a system with a high degree of symmetry can be reduced and is thus not considered as complex according to this definition. A shortcoming of the measure is that it ascribes a high complexity to completely random patterns, as these cannot be reduced at all. As pointed out by among others Grassberger what we would like to call complexity is somewhere between complete order and complete disorder, a distinction that measures of minimum description cannot make. If some aspect of the system can be expressed as a problem, then the computational complexity is a measure for the amount of computer resources, e.g. time and memory, needed to solve the problem. Bennett combines the two measures and thereby captures a relation between complexity and information. Bennett defines logical depth as the computational resources needed to calculate the result of a program of minimal length. It can hence be regarded as measure of the work the sender of a message has carried out in order to formulate the message. Before Bennett defined his logical depth Löfgren suggested a somewhat similar approach to measure and define complexity. Löfgren defines descriptive complexity as a measure for the complexity of the process of making a minimal description of the system. The descriptive complexity is measured as Kolmogorov complexity. He also defines interpretational complexity as the complexity of the process of interpreting this description. The latter complexity being measured as computational complexity. In relation to control descriptive complexity would be associated with the problem of designing the regulator and feeding it with information about the system while interpretational complexity would be associated with the problem of operating and interpreting the results of the regulator. 32
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Edmonds, who as mentioned earlier associates the complexity with the model instead of the natural system, defines complexity as “That property of a language expression which makes it difficult to formulate its overall behaviour, even when given almost complete information about its atomic components and their inter-relations.”



Edmond means that his definition fits nicely with Kauffman’s measure of complexity as the number of conflicting constraints in a system. Exchanging “system” for “language expression” in Edmonds definition would translate it to a definition of complexity of the system itself. Beer (1985) suggests that variety as defined by Ashby i.e. the number of distinguishable states of a system can be taken as a measure for complexity. Casti (1997) lists a number of fingerprints of complex systems that make their behaviour “surprising” and hard to predict. Mechanism Paradoxes Instability Uncomputability Connectivity Emergence



Surprise Effect Inconsistent phenomena Large effects from small changes Behaviour transcends rules Behaviour cannot be decomposed into parts Self-organizing patterns



Figure 10: The main surprise generating mechanisms. Source: Casti (1997)



There is nothing metaphysical about the uncomputability. Casti gives examples of problems of apparently simple systems for which there at present time exists no solution, nor a possibility to mathematically formulate the problem. A criticism against the notion of complexity in general is that in a system, which is not selfrepeating under scale transformations, new features that were not visible on the previous level of study can become visible as one zoom in on the system. Therefore basically anything can be defined as complex if you only zoom in to a molecular level. To this may be countered that in many cases there exists an appropriate level of detail for studying a system in order to describe its behaviour. The criticism thus might have a theoretical relevance but is not a problem in the case of logistics systems. So far the discussion has not paid any intention as to what the components in the system do, except for that there should be relations between them. At Santa Fe the research focus on complex adaptive systems. Such systems are characterised by a medium-sized number of intelligent and adaptive agents who act on local rather than global information. There is hence a distributed decision making in the system.
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To the above may be added that complexity also is somehow related to uncertainty in that a deterministic system is easier to predict than a probabilistic. By the same token complexity is related to entropy as this measures the “outspreadness” or indeterminacy of the probability. Most of the measures we have found of complexity focus on the “systemhood” of the systems, and the “thinghood” is only implicitly considered. In algorithmic complexity, for example, the thinghood is considered since it makes the description longer, but you cannot tell from the measure that it is exactly this or that thinghood which makes the system complex. Still thinghood is important. The introduction and study of intelligent agents is one example. This recognises the importance of thinghood for complexity in so far as the agents are “things”. Considering the many references to heterogeneity as a source of complexity, and the proposition by Bertalanffy (1968) that a driving force behind the evolution of the Systems Approach was the development of heterogeneous systems, an explicit measure for the contribution of thinghood to system complexity is needed. This would be of great use in the analysis of logistics systems where the heterogeneity is a source of system complexity. To summarise, Complex systems have many distinguishable components (variety, heterogeneity), which interact (connectivity) and are intricately dependent of each other. The number of components is to large to treat them individually but to few to treat them statistically, their interactions to complicated to divide the system without loosing information and the components are to few for statistical treatment. In addition, a complex adaptive system has a medium-sized number of intelligent and adaptive agents who act on local rather than global information. Complexity is to a certain degree subjective in that it both depends on the ignorance of the person examining it and in that the complexity is depend on in which framework it is considered. Thus, the complexity faced by the designer is larger than the complexity faced by the manager.
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2.3 INFORMATION AND COMPLEXITY IN LOGISTICS SYSTEMS 2.3.1 AN EVOLUTIONARY PERSPECTIVE In the discussions on complexity and on requisite variety we have noted that these concepts only can be defined at a particular level of abstraction. In the following we will assume that there is a level of abstraction, which is the appropriate for determining the systems behaviour. If we want to understand how a mechanical clock works we will study the interactions between the spring, the cogwheels and the balance wheel but not between their atomic components. To avoid ambiguity we will let both complexity and variety refer to that of a model sufficiently detailed to mirror the systems behaviour but not more detailed than necessary. Management of a logistics system includes identifying the demand for services and finding the most efficient way to allocate resources to the different tasks. A different system of flows is the electrical circuit with its flow of electrons. As we close the circuit the electric field will spread through the system at the speed of light and start to pull the much slower electrons through the system. The system will at each given moment “calculate” the optimal flow of electrons through the system and the electric field will route the electrons accordingly. In a logistics system there is no such automatic calculation of all the generalised costs in the system. Good management of logistics systems therefore requires much information processing. This information processing is done by humans and by computers for the parts where we have sufficiently formal models. A prerequisite for successful control is that the required information about the state of the system is available. This information will consist of data with different lifetime and the need to update the data will vary accordingly. There are a number of factors further complicating the control problem in logistics. For instance, contrary to electrons, the units transporting and being transported are unique identities and not freely interchangeable. Furthermore, both the demand and the various processing times vary in an unpredictable way. It is possible to make a long list of factors that complicate the situation in logistics systems and we will return to this subject later. But lets first take on a question resulting from the proposition that logistics systems are in fact complex. If they indeed are complex, how can they be managed? People have transported things across the globe for hundreds of years without aid of fancy computers and communication technology. Ashby’s law of requisite variety has always applied. Consequently, if the variety of the managerial system was lower the logistics system must have been less complex. Looking back we can see that this is also a fact. There are several ways in which the systems were less complex before. In earlier times the number of vessels and vehicles under control of the same manager was lower, and they were run pretty much independently of each other. Thus, the problem was not how to find the best routing of all vehicles, but to find a route for a particular vehicle. The full variety caused by the uncertainty in demand was not allowed to proliferate into the system. At one time the ships were in harbour until they had managed to collect enough cargo, later this was substituted by schedules according to a fixed schedule. By dimensioning the capacity at each sailing after the highest demand sufficient capacity will always be available, however at a low average utilisation. Similarly offering more frequent transport than is actually 35
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required will reduce the average waiting time but also at the expense of low utilisation. Even today, many transports are made according to a fixed schedule, but the last years there has been a growing supply of on demand courier transport. Another way of avoiding complexity is to split the system in parts and let there be buffers between them. The various parts can then be run independently of each other. The buffers can be more or less visible. They can be diffused throughout the system as for instance when a train makes a number of short stops or drives slowly in order to let other trains use the track. But they can also be collected to one particular place as a warehouse or container depot in a port. Such concentrated buffers are located at terminals and one of the major variety reducers in the system is thus the terminal. With improved knowledge and technological advancement it has been possible to handle systems with reduced buffers and to offer more customised solutions. Successively the complexity of the logistics systems evolved. More complex systems can be developed through qualified systems engineering but they can also evolve as a result of trial and error. More stable solutions will survive and if they facilitate the forming of similar solutions the number of such systems will grow (autocatalytic growth, Heylighen 1992). 2.3.2 COMPLEXITY IN LOGISTICS SYSTEMS Indeed, many logistics systems fit nicely in the above framework. This has caused some authors to exploit the implications of complexity in logistics systems. Lately much work has been done by the research group at the Department of Transportation and Logistics at Chalmers Univerity of Technology. Lumsden has developed a large number of models where various aspects of complexity in logistics systems are identified. Most of this work is still unpublished. One of the latest contribution from this group is the PhD dissertation by Waidringer. Waidringer studies complexity in three different perspectives, network, process and actor perspective and places various aspects of complexity in a triangular model, see the figure below.
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Figure 11: The properties of transportation and logistics systems’ complexity (Source: Waidringer, 2001)
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Waidringer (2001) states that the complexity of a logistics system primarily resides in three core properties: the network, the process and the stakeholder properties. Transportation and logistics systems’ complexity resides in the nature of the network, process and stakeholders. It is a measure of the possibility of modelling these properties and their dynamic interaction in a way that allows of implementation of control mechanisms, forcing the system under study to meet required service, cost and environmental demands. Waidringer (2001)



In this work we have used variety as a measure for complexity. Even if has limitations as a measure of complexity, we have chosen to work with this measure because of its applicability in problems of control and information exchange. But which are the driving forces for more complex logistics systems? The environment faced by the logistics system is a high variety environment. We have already mentioned the uncertainty in demand. Another factor is the requirements from the shippers. As the shippers compete with their products they will continuously strive to develop their systems, which leads to changing requirements on the logistics systems. Similarly, variety is generated as the various logistics operators redesign their systems. Since competitive advantage means being comparatively better, there is a built in mechanism for variety generation. Try and try again or be out of business. In the preface we talked about the risk that the driving forces for redesigning logistics system are too weak for the redesign to be made. This might seem contradictory to the above proposition about competition and to the rapid introduction of IT and ICT that we witness today. It is however important to realise that there are two distinctly different kinds of changes, first and second order changes. First order change is when a system adapts to maintain stability without changing its basic structure, in cybernetic terms it is called homeostasis and is a common form of regulation in biological systems. Plus ça change, plus c’est la même chose - the more it changes, the more it remains the same. Second order change is something completely different. Second order changes are radical. The system is re-engineered. There is however barriers against such complete re-engineering. They often mean that large values are lost and they are expensive to carry out. Yet, they might very well be profitable in the long run. What we mean when we say that the full advantage of IT and ICT is not being utilised is that what we see today is to a large extent first order changes and the second order change is yet to happen. 2.3.3 A LOGISTICS SUBSYSTEM - THE TRANSPORT SYSTEM This chapter gives a brief description of how a system of transport within a supply chain can look like. The main idea is to point out how complex even the smallest of these systems are and discuss ways to handle the complex situation. Cybernetic concepts as variety are used for dealing with the complexity. A transport is a service that gives the buyer increased value in time and space (Lumsden, 1997). The movement can concern passengers as well as goods. If we talking about goods the 37
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transport handles a system including a set of producers and a set of consumers or at least one of each other. When the goods are moved from one place to another it might not be moving in the direction to the end-customer. It will though for some purpose increase value for the transport service buyer to have the goods in the specific place and time, e.g. an assembly line, a global distribution centre or a local inventory. The globalized markets of the recent years have indeed enforced remarkable networks of combined transport services. A usual way of describing the physical interfaces between the different sub-networks or sub-systems is to call them gateways. Common examples of gateways are ports, airports, terminals, distribution centres and cross-docking facilities. Gateways are divided in intermodal and intramodal ones. An intermodal gateway connects different types of networks or systems, e.g. a port where shippers and carriers exchange goods. An intramodal gateway connects networks of the same type, e.g. a terminal where carriers exchange goods with other carriers.
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Figure 12: Logistics complexity – nodes as gateways (Source: Lumsden, 1999)



Lets take a closer look at one of the gateways, take for instance the terminal. The main function of a terminal is to reload the cargo from one transport system to another transport system, i.e. transhipment. The purposes of the transhipment vary, sometimes it is consolidation and in some cases, like in the port terminal, it is to change the means of conveyance. Terminals are though giving other opportunities as well. They can have inventories, create collective consignments, and carry out other value-adding activities as assorting and marking. The terminal can also be quite simple, e.g. when we are dealing with company internal terminals, but on the other hand we have the great port terminals with almost infinite complexity. In a system-science point of view this type of terminal is of interest partially because of its function as a boundary between different sub-systems. But also according to the fact that the terminal itself is a complex system with lots of inbound variables. In the terminals of the logistics networks many different flows of goods, transport resources and information have to be co-ordinated. 38
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2.3.4 THE COMPLEX TRANSPORT NETWORKS AND THEIR VARIABLES The terminal was an example of a gateway or a node in the transport network. Dependent on the functions it holds and the number of actors involved it could be a more or less complex system. These conditions also pass for the transport system. Transport system will have as many looks as there are supply chains to serve. Every transport system might have numerous of sub-system and the whole makes up an excellent example of what we have called a complex system or a system with large variety. In order to give you a quick view over a few variables that may affect the transport system we bring you a list over some properties: Product properties – producers – demand frequency – time-to-market – cycle-time or perishability – value density – packaging density – stackability – unit loads



(everyone who are able to produce the goods or services) (who wants the products) (the period from idea to first product sold) (the period in which a product is usable) (the value of products per m3) (the number of colli per volume unit) (the ability to stack goods) (standard handling equipment etc.)



Transport properties – supply chain actors – marketplaces – customers – transport managing – cycle-times – traffic situation – delivery time – shipment size – IS



(who are involved in the transport system) (where do they sell this product) (requirements on transport services) (who is managing the transport / supply chain) (transport routes, resources etc.) (circumstances for transporting) (according to transport system/situations) (full or half truck load) (ability to exchange information)



Overall Supply chain properties – supply chain actors (who are involved in the supply chain) – relationship (for how long will they corporate) – information sharing (what information is available) – profit/risk sharing (contract issues) – IS (ability to exchange information)



These variables will also vary in the number of possible states from supply chain to supply chain. A common way to treat this kind of problem is to use sensitivity analysis. Unfortunately there are two main obstacles in that theory: the variables must all be known and quantifiable. One should however not be dejected but instead face the opportunities. Information will indeed lead to higher efficiency if it is processed, transmitted and presented in the right way to the right person!
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2.3.5 VARIETY IN A TRANSPORT SYSTEM In order to give the reader a more tangible picture of the complexity of a transport system we will make up an invented transport case. This transport system is extremely simple but still has the desired properties that will give us a complex situation to handle. The transport service contains the following moments: -



pick up the goods at the producers in the foreign country transport the goods by road to the port in the foreign country ship the goods from a port in the foreign country to a port in the home country transport the goods by road to the customers in the home country



The system contains of the following actors and variables: 2 Producers 4 Road freight transport companies 2 Ports 2 Customers Transport Routes Container Load



Producer P1 and P2 Carrier C1, C2, C3 and C4 Port A and B Customer x or y 2 different for each transport moment (East or West) Yes or No



Producer P1



Producer P2



Carrier C1



Country A



Carrier C2



Port A



Port B Country B



Carrier C3



Carrier C4



Customer x



Customer y



Figure 13: The invented transport case



Every thick arrow in Figure 13 represents the two-way option (East or West) for road carriers and shipper. Products can be loaded in containers, but not necessary. The supply chain manager have opportunities to handle the system in every way he or she wants to. A vector with ten objects, which all consist of one bit, will totally represent the system. The problem for the supply chain manager is to handle a transport system (or vector) with a variety of: 40
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Producer Container load Foreign carrier Pick up route Port delivery route Shipping Home carrier Pick up route Port delivery route Customer



2 2 2 2 2 2 2 2 2 2



Total variety



1024 = 210
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(P1 or P2) (Yes or No) (C1 or C2) (East or West) (East or West) (East or West) (C3 or C4) (East or West) (East or West) (x or y)



One shipment in the transport system has 1024 different system states. In order to determine exactly what state the system is going to, one has to get 10 bits of information. What problems may occur then? 1. According to the requisite law of variety we have to find a regulator with the same variety as this model to be able to completely control this system. For every particular state the system is moving to we have to have the right answer. It could be very expensive to invest in such a regulator and we may have to compromise. 2. If the communication channel from the system to the manager does not manage this information exchange or we are not able to select the proper information in the information flow, then we do not have the complete picture. 3. One of drivers is not letting the supply chain manager decide which way he or she will drive (East or West). The most straightforward solution to problem number one is finding ways to reduce the variety using the likelihood of the different variable states. If carrier C1 only take the east route (E) in case of snowstorms we have statistical data about the weather to make forecasts about the outcome of future routes. Say for instance that we have snowstorms in 1% of all delivery days then we may not have to take the variety of this variable in count. If carrier C3 has the same fixed cycle-times for both of his routes (E and W) then this variable also has the variety of 1. Next step could be reducing the number of producers and so on. This simplified example is showing how variety reducing affects the modelling of the system to be less complex and more controllable. In the second problem we can see that there is no guarantee that variety reducing actions will be found and in cases like this it may be proper to invest a great deal in an information system. An information system, which can transmit a lot of information and present it in a suitable way to the different managers, may give the same output. Which of Conant’s rates of information (blocking, co-ordination or throughput) that should be given these extra efforts have to be determined in each specific case. The last problem is concerning one of the subsystems of the whole transport system. It might seem like a silly situation but the aim is to show subsystem act out of our own control. We have four road carriers probably operating in a larger fleet of carriers, two ports with high inbound complexity, two producers most likely with more customers than these two and two 41
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customers who also are buying goods from others. There are things in this supply chain that affects us but we are not able to control them! The key figure in this situation is to be able to predict the driver’s choice. If we know how the driver is drawing his or her conclusions about going east or west then we will be able to have a proper answer to that action. Pro-action and not re-action!
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2.4 GAME THEORY The general problem of how to make decisions in a competitive environment is a very common and important one. The fundamental contribution of game theory is that it provides a basic conceptual framework for formulating and analyzing such problems in simple situations. As life is full of conflicts and competition, game theory help us to predict the behaviour or strategies of the actors taken part in “the game”. Game theory is a mathematical theory that deals with the general features of competitive situations in a formal and abstract way. 2.4.1 HISTORY The game theory derives its origin from many different scientist of the past but the real founders of the subject have to be Von Neumann and Morgenstern. In 1944 they published “The Theory of Games and Economic Behaviour”, which is the first book in this subject. During the period from 1944 until today several scientists have developed the game theory. The first graduate level microeconomic textbook to fully integrate game theory into the standard microeconomic material was Krep’s “A Course in Microeconomic Theory” published in 1990. Nowadays almost everyone dealing with microeconomic questions have to be familiar with the subject. 2.4.2 THE THEORIES Game theory is a distinct and interdisciplinary approach to the study of human behaviour as interacting decision-makers. The disciplines most involved in game theory are mathematics, economics and the other social and behavioural sciences. Since economy has been the area of most game theory applications the theories emphasizes that the world is built up by rational decision makers. The difference between game theory and decision analysis lies in the active role of the other parts. In decision analysis the environment are supposed to be passive but in game theory every actor is playing the game. The aim of game theory is to find out the strategies for the players of the game. Two key assumptions are made to state preferences in every game: 1. Every player is rational 2. Every player chose strategy solely to maximize their own pay-off Therefore you know for example that a person prefers more ice cream to less and feels no compassion about everyone else getting nothing at all. The simplest case of game theory is the two-person zero-sum game. In informal terms it is a game in which one player wins whatever the other player loses, so that the sum of their net winnings is zero. The most well known example of this game is two persons playing “Heads or Tails”. Each player has a coin that he can arrange so that either head side or tail side is face-up. The game payoff is settled by the strategies of the two players and is showed in Figure 14. The payoff of player one is the first number in the squares and the payoff of player two is the second number in the squares.
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Player two



Player one



Heads Tails



Heads



Tails



-1,1 1,-1



1,-1 -1,1



Figure 14: The payoff table of the game of Heads or Tails



In a game of this type it is particularly simple to analyze the strategies of the players. Unfortunately very few games of interests in real life are as simple as this example and in fact very few of them are zero-sum games at all. But nonetheless will game theory help us to analyse many cases. 2.4.3 GAMES WITH INCOMPLETE INFORMATION As the game theory developed it soon became clear that the participants in the games did not have complete information on what the other parts do. In 1967-68 Harsanyi published a series of three papers “Games with Incomplete Information Played by ‘Bayesian’ Players, Parts I, II and III”, where he presents a way of looking at these games in a systematic manner. The key to the Harsanyi approach is to put all of the uncertainty that one actor may have about another into one variable. This will lead to a situation where every strategy is weighted by this “uncertainty variable”. In case one actor will get additional information about another they can update their beliefs about the uncertainty variables of the other players based on the actions they have observed (Varian, 1992). 2.4.4 THE APPLICABILITY OF GAME THEORY Game theory contains a toolbox, which is of great interest for anyone that has to deal with decision making processes. It is no accidental circumstance that people in economics, sociology, psychology, biology etc. have tried to apply this theories within their own subject. One should however consider the fact that there is a gap between what the theory can handle and the complexity of many competitive situations arising in practice. Therefore, the conceptual tools of game theory only play a supplementary role in dealing with these situations. Research is continuing to extend the theory to more complex situations (Hillier & Liebermann, 1995).
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3 THE CONCEPTUAL MODEL In this work we present a conceptual model. When you create conceptual or generic models you always face the difficult task; how general to be? A model is uninteresting to the users if it is so general that it can not answer questions about the users’ specific system. Models too specific may not apply at all to more than a number of situations and systems. Our ambitions within this project have been to create a conceptual model applicable to most logistics and transport systems. The aim of the model is to point out how cybernetics and information theory are useful tools to describe the management challenge of these systems. We have focused on four of these general theories: 1. 2. 3. 4.



Conant’s Partition Law of Information Rates Ashby’s Law of Requisite Variety The question of control when no one is in charge Two ways to handle complexity:



In order to explain the connection of these theories with logistics and transport system we have to use a process chart.



3.1 THE PROCESS CHART The basis for our model is made of process chart that divides every system in three different processes: planning, executing and control (NEVEM-workgroup, 1989). Starting with any piece of the system one will see that each task is made out of these three parts. The task is given from a higher level and the result is reported as feedback. Inside every system the planning process make norms for the execution of the task. The norms are sent to the control process for comparison with feedback from the real execution, i.e. the sub-systems. The result of this comparison is reported back to the planning system that will use it for reporting feedback to the higher level. For a person watching any of these systems from the outside not knowing what is going on inside it will look like a black box performing a transfer function of the information given in the task.
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(b) executing process “seen” from Level 2 (c) executing process “seen” from Level 1



Figure 15: Process chart for different levels of systems according to NEVEM-workgroup.



In Figure 15 three levels of systems is shown. On the highest level (level 3) the task is given to the red pentagon, i.e. that is the execution process watching the system from level 3. The red pentagon (level 2) is itself a complete system containing a planning, a control and an execution process. The execution process of level 2 is the blue pentagon, a system that also has the three processes inside. This system is to be called level 1. Finally we have the execution process of level 1, which is just a pentagon not divided into any subsystem.
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3.1.1 THE PROCESS CHART APPLIED TO A TRANSPORT SYSTEM The model is easy applicable to a transport system. Consider a forwarder who is given a task from a manufactorer. In this case we say the actions undertaken by the forwarder are represented with the largest pentagon, level 3. When he has received his order the first thing he will do is to start planning the cargo shipment. After a while he finds out that the cargo have to picked up at 08:00 next morning and delivered to the port of Gothenburg at 15:00 later on the afternoon. This information is the norm when he contacts a fleet manager for executing the operation. The forwarder’s executing process is represented by the middle pentagon in the model, level 2. Given this information from the forwarder the fleet manager starts his planning process in order to carry out the operation. He will contact a specific driver and arrange the pick-up at the manufacurers place. The fleet manager’s executing process is represented by the circle with a (c) inside, level 1. The information he has been given from the forwarder is transformed into proper information for the driver. In the fleet managers point of view the driver is doing the execution process.



Level 3: Forwarder



(a)



Level 2: Fleet Manager



(b)



(c)



Level 1: Driver



Figure 16: The process chart applied to a transport system



As soon as the driver picks up the cargo he will report to the fleet manager who compares this information with the stated norms that he created during his planning process. The result will be send to the forwarder according to what has been said about feedback between them in the first task. The forwarder closes the loop by reporting to the manufactorer. The complete transport system will contain thousands of relations of this kind. The number of different levels will also be high. We have restricted this example on a level were the driver execute the lowest level, but the driver’s planning and executive process would also be represented by a new pentagon on a still lower level Information exchange will have a special role in this modelling of the system. Every task and feedback arrow represent a channel of external information exchange. The planning and control system will be dependent on internal information exchange to be able to compare the stated norms with the given results.
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3.2 CONANT’S PARTITION LAW OF INFORMATION RATES When we are building a complete model of a transport system containing hundreds of subsystems of this kind it will soon turn into a quite complex situation. In each and every level the decision-makers have to decide what information to use. He or she will act according to Conant’s theories. Either will the information be blocked, i.e. they will pay no attention to the feedback in the model. Or the information will affect the decision right away, i.e. they use the differences between norm and result to adjust or formulate a new task. The last and perhaps most difficult way of handling the information will be to co-ordinate feedback from different subsystems to make proper decision, i.e. create new tasks for some of these subsystems. When a task is outsourced the co-ordination must be done across company borders. Conant’s law of information rate tell us that the sum of these three information rates (throughput, blocking and co-ordination) is constant, i.e. the information flow through the system cannot be adjusted and therefore it has to be a trade-off between these three parts.
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Figure 17: Conant’s Partition Law of Information Rates applied to the process chart
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3.3 ASHBY’S LAW OF REQUISITE VARIETY The theories of the law of requisite variety have strong connections with this management model. Planning and control processes act like a regulator in each of the systems. As long as the planning process has an answer (new or adjusted task) to each of the differences between norm and result in the control loop we can consider the system controllable. Differences create problems
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Planning process



Result



Control process



Task Feedback



Adjusted tasks solve the problems



Execution process



Figure 18: Ashby’s Law of Requisite variety applied to the process chart



The arrows in Figure 17 are showing the applicability of Ashby’s law on the management model. While the planning process sends a task to the execution process it sends a norm to the control process as well. The control process is also taking care of the feedback from the execution process. If the result from the control process differs from the stated norms of the planning process a problem arises. The most natural thing to do in a situation like this is to adjust or set a new task to the execution process. The ability to make these changes depends on the variety of the whole system. Ashby’s law tells us that if the planning and control process do not have requisite variety, then the execution process is out of control. In such a situation the variety of the execution process must be reduced or the variety of the planning and control system must be increased. When there is a mismatch between norms and result, there might be opportunities to redraw the map of norms as well. But in then there often have to be negotiations with the higher level. The norms are based on the originally task given by the manager of the higher level. If one wants to change these norms it will most likely affect the output of the whole system (the execution process in the view of the manager) and therefore it will require a complete new proceeding.
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3.4 THE QUESTION OF CONTROL WHEN NO ONE IS IN CHARGE The complete transport system has no one capable of calling himself or herself in charge for the whole system. There may be persons who claim their rights to get their way by using their power, but to be able to have full controllability of the whole system one has to have possibilities to affect every subsystem. Taken it from there it is not difficult to understand the problems concerning transport and logistics systems. In these systems barely no one can claim that they have the ability to affect every other part of their system. As one starts to apply this model on a real transport chain with all its actors it will most likely be quite a complex situation. When you try to add all the other relations of the involved actors it will soon turn into what most people call chaos.



Level 1: Manufacturers



Level 2: Forwarders



Level 3: Fleet Managers



Level 4: Drivers



Figure 19: The chaotic logistic system



Every circle in Figure 19 should actually be a pentagon containing the different processes: planning, executing and controlling. Information will flow externally between the actors as well as internally within each circle (or pentagon). A completely other way of describing this situation is made in Figure 20. The hierarchy in one supply chain is made up in a triangle form with the highest level on top of the triangle. The system complexity comes from the other dimension where different supply chains use different actors in the network. Boundaries between the actors in these systems are not at drawn at the same spot for every supply chain. Consequently, the responsibilities spans also differ. That means a difficult situation for the top manager who wants to control the flow of goods. Figure 20 also illustrates a dilemma when outsourcing. The company taking on your outsourced tasks may gain its competitive advantage through economies of scale by taking on assignments also from other companies. The goals of the different customers might vary. Consequently, a compromise must be reached. When an activity is outsourced it is therefor not at all certain that you have the same ability to influence the performance, or specify the details, of the task as you had when it was carried out within your own system.
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Level 1: Manufacturer



Level 2: Forwarder



Level 3: Fleet manager



Flow of goods



Figure 20: The complex transport system viewed in three dimensions



The most reasonable thing to do when one cannot control the other subsystems seems to be adaptation. Beer (1965) suggests that since a complex system survives when no one is at charge the “management” must be carried out within the system. If you split the system in two halves the one must “control” the other. But re-active adaptation is not sufficient for the supply chain managers who are aiming for the “ideal supply chain”. Their solution might be to find out the norms of the insubordinate decision-maker and use game theory to understand the effects of their own decisions. The key success factor is thus information transfer regarding norms or utility functions. Knowing the strategies of your partners in the supply chain you will be able manage the situation without use of power. The game theory also has tools for handling situations where there is no complete information about the other actors. One should however bear in mind one conclusion from the earlier framework chapter of game theory: the tools of game theory are not yet capable of dealing with problems with large complexity. Consequently, we have to transform the complex situations somewhat idealistic or otherwise we cannot use the game theory.
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3.5 VARIETY MANAGEMENT IN LOGISTICS SYSTEMS As we have mentioned several times in this report complexity and information are concepts central for today’s logistics and transport systems. Complexity is closely connected to variety, which in turn is close connected to uncertainty and information. The main idea of this chapter is to explain two completely different ways of handling the potential complexity in a logistics system. We term this variety management. As a starting point we again consider Ashby’s law of requisite variety. The variety of the controlling and controlled system must equate. If the controlling system does not have requisite variety it must strive to amplify its variety or attenuate the variety of the controlled system. COMPANY SYSTEM ENV.
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Figure 21: The need for attenuators and amplifiers, modified after Espejo (1989)



From the figure above it can be seen that variety management occurs at two levels. The company must match the environment of the environment and the management system must match the variety of the operating system. We argue that in logistics variety management has traditionally been focused at avoiding complexity. Waidringer, 2001, means that this strategy in turn can be divided into network, process and actor strategies. With this work we want to point out the possibilities of another approach, that of being able to manage a more complex system by improved availability and exchange of information. It is important to distinguish between that part of the variety which is caused by uncertainty and that caused by other properties of the system. The part caused by uncertainty represents a loss whereas the part caused by other properties of the system can be used in a constructive way e.g. realising synergies through co-ordination, or offering a service more adapted to the customers need. Of the total variety that the management system can produce, some is consumed by the operating system and the remainder can be focused at the environment. Many of the variety reducing activities that are taking place today focus on the operating system. Through various simplifications the management system strives to get a system which they can easily manage. For instance, by letting an external partner do some of the tasks variety in the operating system may be outsourced. (Or if you wish to draw the system borders differently management variety imported.) We will return to the variety reducing activities later but will first take a closer look at the interface between the environment and the company, here considered as the system. Consider 52
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when the environment consists of the shippers and the system studied is a logistics service provider. In potential variety of the environment is enormous: demand for transport of different products between different locations occurs at different times. Since the logistics service provider cannot meet the full variety of this demand, it chooses only to offer transport in certain cargo carrying equipment at certain times. The value added of the service offered is limited by the fact that there is a mismatch between the “true” demand and what is offered. If we distinguish between the inherent and the perceived entropic variety of the demand function, we see that it is possible to reduce the variety with more information. Instead of filtering out the variety the company can reduce it. This means that more value added can be offered. Within the company system, the traditional way to handle complexity is to avoid it through simplifications and by creating ‘slack’ in the system. Examples are to segregate the supply chain and create over-capacity e.g. buffers and inventories. This is equivalent to managing only the macro-states, we manage a “coarse grained” system. The buffers and the over capacity may in themselves be costly, but furthermore there is a risk of efficiency losses at the micro-state level, which are not discovered. Also within the system we may distinguish between the inherent and the perceived entropic variety. With better information uncertainty may be reduced and the perceived variety decreased. When losses due to uncertainty are reduced, this means that with the same variety of the control system, a system with more inherent variety can be managed, i.e. a more complex system. In the above examples information was used as a variety attenuator by reducing uncertainty. Information technology and information may act as a variety reducer in another way; with improved means of exchanging information, less variety is created in the process of transmitting and interpreting messages. An interesting question is if information can also increase the variety. Offering additional information to the environment can be seen as an increase in the variety towards the environment, but is done at the expense of information processing capacity. But can information as such actually improve the variety of the management system? That is to say that besides the fact that less resources are consumed in managing uncertainty, can the variety also increase in other ways? Let us first consider not the information as such but the communication channels. In an extreme situation where the control system is cut out of information, it would not be able to transmit any variety to the system. So if we regard the communication channels as a part of the control system, the answer is undoubtedly yes, improved exchange of information can amplify the variety of the control system. To answer the more difficult question if the information as such can increase the variety of the control system we return to Ashby’s definitions and to Conant’s model. According to Ashby variety of the control system means being able to provide the adequate countermeasure to disturbances. It seems safe to say that this is dependent of the control system having adequate information about the disturbances and the systems behaviour. So in this sense the answer appears to be yes, information can increase variety of the control system. If we also consider Conant’s model we learn that if we with a given information processing capacity wants to increase the output, then we must decrease blockin or co-ordination. From 53
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this we learn that the answer is not unequivocally yes. As long as there is remaining information processing capacity the information can lead to increased output and higher variety. Furthermore we learn that, if the information is of such a quality that it can lead to less co-ordination, then it is beneficial but if it leads to increased blocking, then it is not. Consequently Conant’s model tells us that the more information is not always the better. To avoid complexity by simplification is not an ideal solution. Economic commitments might require a more risky but eventually a more efficient approach, which means to cope with complexity by trying to manage the situation with an increased use of information exchange. This will most likely lead to case where management has to handle integration between the different actors in the supply chain. At a first glance the task complexity of a particular transport may seem low. Consider for instance a port where the task is to transfer a container from a truck at the gate to a ship at the quay. Without further restrictions the complexity of this task is not particular high. But when you add the requirement that costs should be minimised for the trucking company, the shipping company and the ship, then the task gets more complicated. This means that resource utilisation should be maximised and that economies of scale have to be exploited by combining flows from many trucks, trains and ships. To get a better understanding of the task complexity in the port, you can imagine seeing the port from above. You would then see trucks and trains and vessels arriving at the gates and quays to load or unload containers. Furthermore you would see a number of internal handling equipment, some stationary and some moving between the vehicles, vessels and storage areas. The true task complexity may be realised by looking at this system from above and regarding the complexity of the network, the many processes and the many actors. Cost minimisation is achieved by being able to handle this complex flow to exploit synergies and economies of scale. If the variety becomes greater than the control system can manage, the benefits would not arise and the cost might actually increase. The system would be easier to handle if the flows where separated, but many opportunities lost. The manager of a logistics system must constantly find the right balance between complexification and simplification. A keyword for the supply chain manager of tomorrows is dynamic. The manager will definitely have a great deal of his time spent on dealing with question concerning the dynamics in the logistics system. The fluctuating demand, the loosening of long-term relationship and the new deliveries to e-commerce customers are just a few examples of things that request dynamic logistics solutions. We are convinced that improved exchange of information will facilitate this.
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4 THE CONCEPTUAL MODEL AND COMMON SUPPLY CHAIN THEORIES There is always a risk for misunderstandings when one is dealing with problems of the reality on a high level of abstraction. Without being insolent to the reader we assume that the last chapter may have caused a bit of confusion. The aim of this chapter is to give tangible samples of common supply chain theories, which indeed are close related to the building blocks of the conceptual model. As samples we will discuss variety reducing activities and integration within the supply chain.



4.1 VARIETY REDUCING ACTIVITIES A main concept in this paper is variety. As we have seen the variety will have a direct affect on the ability to control the system. Therefore there are many reasons to look for variety reducing activities. The ones that we have included here might be obvious for some of you and perhaps you will come up with a number of more activities. These are however qualified as examples. 4.1.1 EXCLUDE SUPPLY CHAIN ACTORS The number of actors and participants in a supply chain is not a constant given from an outside authority. When we are talking about reducing lead-time and cutting costs we have to consider the possibility to exclude one or more actors from the chain. That goes for suppliers, production plants, transport companies and end-customers. The last one, the end-customer, may not have been considered as a variety creator but it is indeed. Although their demand is necessary for all the actors in the supply chain there may be some markets that is unprofitable and therefore should be closed. A more common way to analyse the supply chain is to hunt for redundant intermediate links. Bear in mind that outsourcing, still one of the most obvious trends for solving problem areas, is working in the other direction i.e. creating more intermediate links. Another trend that is working in the same direction is globalisation. If you want to operate on all markets then you have to co-operate with more actors unless you find a global supplier, logistics company, retailer etc (Paulsson, 2000). In the world of transport and logistics we can observe a consolidation between actors. Large companies like Deutsche Post are buying different smaller logistics and transport companies. The result is a huge global network company with lots of different knowledge and functions (Eriksson, 2000). For a transport service buyer it may seem easier to have one logistics service provider but is the real number of actors reduced when you are using the global megacompany? Another trend that influences the number of actors in the supply chain is long-term relationship. If the market is going from a “shopping around” culture to closer buyer-supplier relations then there is less variety in the supply chain as a whole. The extreme situation is when all activities in the supply chain are predestined and the variety is moving towards one.
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4.1.2 STANDARDIZE, USE MODULES AND POSTPONE Complexity and variety in the product is common explanations for expensive supply chain solutions. The cause of this large variety product is naturally the highly sophisticated demand from the customers. A family that is going to buy a new car wants a vehicle that matches their special needs and expectations. If a car dealer will not have the ability to deliver a redmetallic station wagon with air condition and four-wheel drive in let say 8 weeks, then the family might choose another brand or dealer. But how do you make this customer-control production and delivery within such a short time horizon? The key to success in this area is to standardize the production and delivery but withhold an opportunity for individual choices to the customer. A well-known case in logistics is the solution of fashion company Benetton: they produce their clothes in unpainted cotton and dye them afterwards. In this case the postponement of dyeing is making the supply chain more able to response to the actual demand on the markets and forecasting become less important (Bryntse, 2000). In logistics and cybernetic terms the Benetton case can be described as follows. The product, let say a T-shirt, is a characterised by three variables: model & style, material and colour. One can say you build a T-shirt out of three modules. Imagine there are three alternatives of each module that will make a complete variety for t-shirts of 3*3*3 = 9. If we postpone the dyeing of the t-shirts we will be able to reduce the last variety-producing factor and therefore receive less total variety. In the transport sector standardization and use of modules already have been in great use. The container is an outstanding example of how cargo equipment can be standardized in order to raise interoperability. A container cargo ship is in this reasoning built up by modules of cargo and as long the goods is packed in these unit loads the variety in cargo handling is kept low. 4.1.3 FIX THE CYCLE-TIMES A special case of standardization in logistics is the use of fixed cycle-times. In the last chapter we discussed product and cargo equipment standardization which both are tangible resources. Fixed cycle-times are intangible products. Nevertheless is the subject a potential variety reducer. The concept of cycle-times is not only an intangible product it can also contain both physical and non-physical scenarios. Physical resources, e.g. ships, carriers and planes, all have different cycle-times according to the current route and other circumstances, but there are also plenty of “non-physical” cycle-times, e.g. planning-cycles, market-cycles and season-cycles. A well-known problem for marketing managers has been the cycle-time: Time-to-Market. The most common definition of the term Time-to-Market is the time from the start of the product development until the product reaches the first customer on the market (Christopher, 1997). The Japanese automobile industry is examples of industries that have reached comparative advantage by extremely shorten their cycle-time, Time-to-Market. They can be more adoptive to market responses in demand than other competitors. What about the cycle-times connected to the transport system? The customers who buy transport services are demanding more frequent transports and the ability to send smaller packages (Kanflo, 1999). The Global market and world wide shopping have created new business opportunities. 56
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Actors and relations in the transport system can easily be described in matters of node and links and the whole system then map up an entire network (Lumsden, 1998). Within such a network one can make different cycles according to what is happening in the transport chain. The main obstacle is to cover all possible ways of transporting the goods. An operational planner has lots of variety reduced if the cycle-times in the network could be considered as fixed. 4.1.4 EXCLUDE REDUNDANT INFORMATION There is always a risk for copies of information in a system. The risk is a lot higher when the information exchange has been developed during a long time and by many different people. In worst cases the information package specification have not been documented and no one seems to know completely what is sent and received. In a case study of an international freight transport from Sweden to Italy five main transport documents was sent between the actors (the consignor, the consignee, the logistics company, the ports, the railway companies, the road hauliers, etc). The total number of information fields in the five documents was 174. By comparing these fields 56 copies were found, all of them of course redundant information. The information exchange could be reduced by more than 30 percent if all redundant information were to be taken away (Woxenius, 1997).
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4.2 THE SUPPLY CHAIN AND INTEGRATION As a wide concept including both transport and logistics system the term supply chain works very well. The term has been given enormous publicity during the 1990-ies even though some have proposed for the term ‘demand chain’ instead, to point out that the goods should be pulled out of the chain rather than pushes out. In this chapter we will focus on the possibilities and obstacles for an ‘integrated supply chain’, i.e. working together with other companies in the supply chain. 4.2.1 SUPPLY CHAIN INTEGRATION There is no exact definition of integration in a supply chain. We think the most suitable way of handling the concept is to look upon it as an evolving process. By doing that we can adopt the ideas of Alter (1996). He explains integration as a process carried out in five steps: 1. 2. 3. 4. 5.



Common culture Common standards Information sharing Co-ordination Collaboration



Holmberg (2000) makes an interesting application of this model. He claims that these steps are not always gone through in straight order, one stage finished before the next one is started. Instead many actors are working simultaneously with different steps and also going backwards among them at some times. No matter if one is adopting the evolving process of supply chain integration or not, everyone has to face the facts that integration is more than a “buzzword”. The evolution is excellent expressed in daily terms by Prynn (1997): “Once upon a time there were freight companies. They tended to be shippers, air carriers or hauliers by air, sea or land. Then, about a decade along came ‘logistics’ a more integrated customer-sensitive and scientific approach to age old problem of getting goods from A to B.”



Integration between companies or actors mainly comes up in two different forms: vertical and horizontal. Horizontal integration is when all actors along a specific producing chain cooperate and vertical integration is when companies at the same part of chain join together for some reason. The latter can be e.g. a marketplace on the Internet where customers with the similar demand meet each other and collect a bigger ordering value to get lower price from the sellers. Supply chain integration though is in principal a form of horizontal integration. There have been thousands of articles written about the benefits of supply chain integration. To summarise the thoughts one could say that we should leave the company-orientated (often ERP based) production plans and create most end-customer value together with all of the other supply chain actors. The aim is naturally to do it at least possible costs.
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Figure 22: Supply chain integration. (Source: Christopher 1997)



The supply chain integration is typically achived by having greater transparency between the actors. Openness, trust and willingness to share information are main concepts to reach the ultimate information flow. The most valuable key information in logistics are according to Christoper (1997) transparency of costs and shared information on demand and supply. “An integrated supply chain is linked organisationally and co-ordinated with information flows, from raw materials to on-time delivery of finished products to customers. Partnering-oriented business relationships are established between, and among, all supply chain members to facilitate co-ordination of supply chain activities.”



Sabath (1995) “Integrated supply chains are leading to a “sell-one, order-one, make-one” approach with greater variation in order sizes and delivery schedules.”



Ody (1999) Ody describes what often is called the ‘pull-mechanism’. The products are pulled out of the supply chain by real customer orders and not pushed through the system by some forecasting of future demand made by the producers. In order to deliver the products within appropriate time perspective there have to be smooth handling from origin to end-customer. One method to reach increased integration in the supply chain is to have the suppliers in the same place as the main company. A well-known Swedish integration of this kind is when the seat-supplier Lear moved their production to join car-company Volvo in Torslanda. By this kind of change the transport from supplying companies’ production to assembly in the next part of the supply chain was no longer a cause of problems. The new information era has given the integration believers a whole set of possibilities. Most famous of these new concepts are undoubtedly Michael Dell’s ‘virtual integration’. In an interview with Harvard Business Review editor Magretta in 1998 he described the term like this: “We focus on how we can co-ordinate our activities to create the most value for customers. /…/ Virtual integration means you basically stitch together a business with partners that are treated as if they’re inside the company. You’re sharing information in real-time fashion. /…/ Virtual integration lets you be efficient and responsive to change at the same time.”



Michael Dell has exploited the term vertical integration with information exchange that makes the original vertical integrated supply chain into a flexible and responsive one. When our world is moving faster than ever before towards new solutions and products this way of using information exchange seems to be a good one. 59
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4.2.2 SUPPLY CHAIN BOUNDARIES Although supply chain integration is a way to success for lots of companies, most real cases are filled with obstacles. Two of these obstacles are named barriers or boundaries. We make no clear distinction between the terms saying e.g. that boundaries are natural and barriers are created for some purpose. But we do observe that barriers often are built on system boundaries. There have been barriers and boundaries between companies for many years but the supply chain integration will frequently have to demolish or move these walls. A question that rises is where the boundaries are going and what happens to the responsibility? “The existing boundaries must be considered as linkage rather than separators.”



Ramirez (1998) A very common way to bridge over these boundaries is to use interfaces between the systems. The interfaces can vary a lot in look but they all have the same purpose: to exchange information between the current actors. “There appear to be two main barriers to reshaping the logistics chain. Within organizations different functions or departments often have disparate or incompatible systems and agendas, creating a technical barrier to progress. Externally, supply chains with customers and suppliers are not homogeneous. Participants often have different communications infrastructures, with language, currency and cultural barriers and legislative differences.”



Halhead (1995) Another main barrier, which is not covered by Halhead but considered by many companies, is the legal conditions. In an integrated supply chain fundamental conditions of legal agreements have to be set between the parties. The European law of competition is not at all supporting co-operation of this kind. Boundary-less organisations have therefore a risk to end up in contractual disputes with both national and international authorities. (Norinder, 2000). “A highly legalistic approach is both unnecessary and unprofitable.”



Doubler & Burt (1996) There are for reasons like Doubler & Burt insinuate not easy to legally perform supply chain integration, but it will nevertheless be a main competitive advantage to reach highest endcustomer value for least supply chain costs. Another matter of barriers and boundaries are the management issue. When information is shared in real-time the benefits are based on fast decision that will affect all of the participants of the supply chain. But who will make the decisions? “Overall, he argues, the information transfer – for companies, consumers and, indeed, all players in the marketplace means that the markets will exhibit a greater degree of ‘connectedness’. Company boundaries are becoming more porous. /…/ Cisco Systems, Dell, Sainsbury, Asda and Yoko-Itado are examples of this increasing porosity in company boundaries.”



Sahay (1998) 60
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The last statement, made of Sahay, verifies that companies who are well-known for their highly developed supply chain integration also have erased boundaries. The information exchange or transfer has to be supported by smaller barriers and more porous boundaries if the result should be state-of-the-art. 4.2.3 SUPPLY CHAIN RELATIONSHIP Supply chain integration is basically a question of creating a valuable relationship with the other actors in the supply chain. It goes for everyone in the supply chain, not only high technology third-party logistics companies but also for the smallest end-customer and the third tier companies. The relationship is a matter of increased information exchange as well as dealing with such things as education, quality checks, and adjusted tasks. “Colin Beesley, UK marketing director at UPS, says the relationship between leading multinational clients and logistics suppliers is close to true partnership with the logistics company having to find ‘impossible’ solutions to apparent intractable problems. /…/ Just where logistics will draw boundaries of its domain and how far manufacturers are prepared to go in handling over control of their functions to ‘virtual company’ suppliers remains to be seen.”



Prynn (1998) Boundaries must not be wiped out but the responsibilities are changing and the matter of management as well. No one can disregard the possibilities of supply chain integration and the ability to handle relations will be an important asset for the companies. “Information has to be shared between many different partners in the supply chain. – This implies a whole new openness in the matter of letting information to others and to trust that partners in the supply chain act in a way that will yield the best output for you.”



Hultén (1999) The question of trust in supply chain relations was discussed in an interview series with thirdparty logistics companies made by Bolin in 2000. One of the companies thought that ‘virtual integration’ with customers would be difficult when they have two or more competitive companies to handle. They said their loyalty must be questioned. An answer to that came from one of the other 3PL-companies. They had co-operated with two large competitors who both knew that they were using the same company for logistics. As long as their relations to the customers were professional and based on confidence from both parts there were no problem at all dealing with two competitors at the same time.
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ESYNCHRONIZATION



In the world of supply chain integration a lot of consultant companies have found a market for business. Their approach is based on supply chain solutions reachable by use of modern information technology especially the Internet. They have also developed models for the integration that of course is of great interest for us. Here we will study two models developed by Accenture KB. Both of them have their final goal in the state “eSynchronization”. Berger (1999) presents the first one, Figure 23, in an article about the five steps to reach eSynchronization. Bedman (2001) presents the second one, Figure 24 in an article about fourth party logistics (4PL). Complex Executive Decision Support
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Real time complexity management



Planning



Execution New business models and relationships Infrastructure



Internal Single Business Unit



External Collaborative



Capability to manage relationships Figure 23: Routes to the eSynchronized world. Modified after Berger (1999).
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Collaboration



Synchronization



Ability to manage supply chain relationships Figure 24: Supply chain management – evolution to e-synchronization. Modified after Bedman (2001).



These two models have a lot in common and may be two version of the same product. It really does not matter if it is so or not, the interesting thing here is to observe how the models deal with the two words supply chain relationship and complexity. It is very obvious that these model-makers are familiar with the questions that we have raised earlier in this report: How to use information exchange to handle complexity in supply chains? 62
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Bedman (2001) points out the problem of new contracts in the eSynchronized world or whatever you will call it. There is in fact an absence of a commercial model for sharing the value from managing the totality of the supply chain. As long as you will make the decision within your company it is obvious that the value will be collected by your own men, but how do you share a reduced inventory cost at the 2nd tier made by better forecasts from the retailer? Berger (1999) draw attention to the fact that we have to deal with complexity: “Operations which have traditionally been regarded as too complex to manage as a whole, have nevertheless been integrated, both internally and externally, and required to respond globally and in real time.”



The person who wants to respond globally and in real time definitively has to trust the management of information. No one can be successful at the helm of this ship without using the ability to have fast communication with every other actor onboard. Berger (1999) also states a new role for the supply chain manager: “Management – whose traditional role has been to plan around the expected and then deal with the unexpected – will find that, in an increasingly unstable world where the expected becomes rarity, the critical capability will be to optimise around the unexpected.”



This statement may seem like a contradiction to what we previously have said about variety reducing activities. We were talking about using the likelihood to reduce the number of answers for the regulator. The most improbably states would not be handled. Berger is telling us to focus on the most unexpected, but he also says that the expected becomes rarity. In that case the most probable states will be the unexpected and therefore our variety reducing activities have to keep the answers for them in our regulator.



4.3 SUMMARY The concepts of variety reducing activities and integration of supply chains have been hot issues in logistics during the last years. The question of controllability and information exchange is very close related to these subjects. One could easily say that cybernetics and information theory have been dealt without using the specific terms. By this reason we feel strengthened in our belief in the theories we have presented.
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5 THE PROSPECT MATRIX The conceptual model were our way of trying to explain information processing within logistics systems. The focus was kept on the structure of the network and how the information exchange was to be done in order to control the output of the system. By now we assume that everyone have an understanding of the role of information for control purposes within a certain system.



5.1 EXPLANATION OF THE MATRIX In this chapter we like to be far more concrete. We are therefore presenting a prospect matrix, which in our opinion will work as a tool for communicating the messages of improved information exchange. The consequences of functional exchange of different types of information have been widely discussed in the previous chapters, but a main question in this arguing is: Are we technologically and organisationally prepared to exchange this type of information?



Our reasons for dividing this capability to exchange information in two parts are important. The e-commerce hype of last years has clearly pointed out that there could be an enormous difference between technological and organisational skills within a business firm. Just because you have got the right networking tools, such as servers and applications running on them, does not mean that you are aware of what information that has to be passed to your clients via the infrastructure of your own. On the other hand there are of course many experienced firms with the organisational possibility to use information exchange to improve the logistics business, which do not have the technological skills or infrastructure. According to what we have been discussing in the earlier chapters there are different kinds of information to be exchanged. For that reason we have chosen to use three approaches when we are evaluating the possibilities of information exchange: 



Exchange of data Data refers to information about the current status of various processes, information that after interpretation can be used for assessing the performance of the processes. An example of data is tracking information. Performance measurement takes place in three categories of process data: inputs, conditional variables (data related to the condition of a process) and output. The corresponding control methods are feed forward, feed back and screening control. Exchanging data in a logistics system does not pose any real technical difficulties but there might be organisational hurdles to overcome since certain data is considered as business secrets.







Exchange of norms If someone request that at a task should be carried out, then it is important that the one undertaking to perform this task fully understands what is expected. In order to understand fully the customer's requirements, we need to know how the service or product we are offering bring value to the customer, i.e. we need to understand the utility function. While the three items, tasks, norms and utility functions the possibility of exchanging them in a logistics system differs. Normally the task is separated from the norms and utility function. The tasks can be 64
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standardised, as for instance booking messages, and exchanged electronically where as the norms are expressed in the terms of the contract and the utility function only expressed orally when negotiating the terms of the contract. Exchanging this kind of information in a logistics system poses both technical and organisational difficulties. 



Exchange of transfer functions When information is exchanged, the recipient may change as a result of having this new piece of information. Frequently it is of interest to know how the recipient will react, i.e. how the output will be affected. We term the reaction to the information "transfer function". One of the barriers for sharing information in a logistics system is uncertainty about how the other partners will react to the information. The barrier is not particular for electronic messages only, but the kind of judgement we do when the information is transferred orally becomes more difficult. For example: "Should I inform the customer that the product might arrive late, or should I wait and see if we manage to make up for the delay". It goes without saying that exchanging transfer functions electronically poses difficulties.



To make our approach a bit more extensive we have, besides dealing with information related questions, added a dimension regarding the resource related possibilities. It is in fact quite a natural step to take when we are thinking about the value of information exchange. Do we have situation where we can benefit from the information exchange or are the resource related constraints to heavy? This goes for both technological and organisational matters. We have let the possibility to handle changed norms, the horizon of planning and the inertia of the resources be our choice of resource related issues. The first task concerns how to live up to operational changes. The second one is dealing with how much time there is before the final solution has to be settled. The last one is depending on the flexibility of the physical resources.
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5.2 THE MATRIX In this matrix we have put information exchange and complexity handling in the rows and supply chain activities by the actors in the columns. For each and everyone the aim is to fill in this matrix with two main aspects; how organisationally and technologically ready is our supply chain? PRODUCER
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Figure 25: An example of a prospect matrix



The number and participants in the columns have to be set by the people who want to examine their supply chain, in Figure 25 we give an example of a quite general approach where few supply chain actors are named. We have only divided the supply chain in two major parts; producing and logistics. Besides these two we have added a third part which can indeed be a subgroup of any of the others according to the actual situation. For other purposes it could be preferable to have all the actors strictly defined. In our case studies we have used the prospect matrix in the latter way.
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The objective of the matrix is to give every supply chain participant a tool for examination of how information exchange can approve their supply chain and where the bottlenecks are. In every non shadowed square of the matrix in Figure 21 we should rate the possibilities of the different actors. We suggest a rating scale as follows: 0 I II III



= = = =



No possibility Small possibility Medium possibility Great possibility



There have to be situations where some of these criteria are not relevant to the actors or activities. In these cases we suggest a ‘non applicable’ choice, i.e. it receives no actual rating according to the previous stated suggestion. Depending on the originator of the prospect matrix it will contain several different levels in the process chart described earlier in this chapter. A suitable way of applying this tool is to let every participant in the specific supply chain evaluate their own matrix and compare the results with each other. Similarities will then confirm comprehension and differences will lead to discussions. Besides being a tool for measurement it can also work as a language for negotiations among supply chain actors.
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6 CASE STUDIES TFK has been involved in quite a few projects concerning information exchange and intermodal transport chains during the last ten years. In this chapter we will try to apply the conceptual model on two of these projects. Both of the projects were partly founded by the European Union within the Fourth Framework. The application principally can be regarded as a test and validation of the model, but is also a way of collecting knowledge from the projects from the past.



6.1 INTERPORT INTERPORT is the acronym for an EU-project about “Integrating Waterborne Transport in the Logistics Chain”. The objective of INTERPORT was to implement and test a system for the automatic identification of vehicles and containers in ports with the information flow through an EDI-network. 6.1.1 BACKGROUND Intermodal transport is highly depending on timely and correct information. It must be available before next step in the transport chain can be executed. Information is also needed for transport chain management and for quality control on the services provided. Hence, information on when a unit arrives or leaves, when it is picked up or set down is important information, which is linking the physical unit to a position, to a responsibility or to a document. Better information handling is seen as an important measure to be able to cope with growing traffic and higher quality requirements. INTERPORT provides a module for real-time control that is integrated with the other management and communication systems used by the terminal. A basic part of such a module is a unit, which is able to automatically capture information about the cargo handled and the equipment used. Automatic equipment identification or AEI plays an important part when improving information management in intermodal transport chains There is a growing need for small and medium sized ports to improve communication and information management due to competition and generally raising awareness of the need to co-ordinate and control every step in the transport chain. The manual procedures for data capture and input are error prone and labour intensive. 6.1.2 PROJECT OVERVIEW INTERPORT was focusing on information handling in the port as a hub in the logistics chain and in this context it was natural to look at the terminal, which is the entity performing the transhipment services of the port. The automatic data capture was done by AEI-systems based on Radio Frequency (RFID) tags and smart cards. The choice of the RFID-tags was based on the assumption that this will become the prevailing technology for identification in the transport sector once the standardisation issues have been sorted out. This has still to happen, but work in CEN is progressing. The technology was used in medium sized RoRo and LoLo port terminals 68



Information Exchange and Controllability in Logistics



Bolin & Hultén 2002



linking the identification system to the management systems of the terminal and via EDI with the terminal’s customers. The work was focused on:   



developing a common basic system architecture, including a data model integrating the technical components to a working, real-time control system integrating the identification system with existing terminal systems and EDI connections



The solutions were tested and evaluated in six port terminals in close co-operation with the management and the customers of the terminal. 6.1.3 RESULTS AND CONCLUSIONS The INTERPORT project presented the following results:   



Experiences from the design, implementation and evaluation condensed in a "handbook" from planning to evaluation and organisation of an AEI-system System architecture and a supporting data model for intermodal transport (TRIM Transport Reference Information Model) Business cases for a real time control system for intermodal terminals, indicating a payback period of 1-3 years



The logistics requirements are steadily increasing due to globalisation, environmental considerations etc. This means increasing importance for intermodal transport solutions. However, such transport options can only be accepted if they can offer good quality that means control of the load units along the transport chain. AEI is an important part of any such real time control system. 6.1.4 INTERPORT AND THE CONCEPTUAL MODEL In Figure 26 all of the data flow in and out of the INTERPORT integrated system is viewed. The number of participants, functions and relations are huge and the situation is without hesitation complex.
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Figure 26: Context Diagram of the INTERPORT Integrated System. Source INTERPORT (1997).



INTERPORT also presents a new way of looking at a transport as showed in Figure 27. The model provides an interesting view on transports, introducing a hierarchy from the physical bottom layer via the handling and movement, right up to the masterminding of transport. According to conclusions made in INTERPORT, projects mainly focus on layers three, four and five.
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Figure 27: Layered Approach. Source INTERPORT (1997)
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The model in Figure 27 is very closely related to the process chart presented in the last chapter of this work. They have indeed thought of the same steps in process: control, management (planning) and execution. A difference between the approaches is that Figure 27 tells us nothing about the relation to the other actors in the transport system. 6.1.5 THE PROSPECT MATRIX Our way of presenting the theoretical ideas has been rather abstract. Therefore it is important to present illustrative examples of the consequences of our thoughts. In Figure 28 we will apply the prospect matrix to the generic framework of INTERPORT, i.e. the matrix is filled with actors and activities collected in the generic model of port terminal handling.



Figure 28: INTERPORT prospect matrix
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The rated values in the different squares are presumably of no interest to the reader, but the composition might be worth considering. Here we have five actors participating in the prospect matrix. Most of the actors play the simple roles of just picking up or delivering the cargo. The port terminal is the key operator within this project and this is reflected in the content of the matrix. If the prospect matrix was set up by one of the other actors in this supply chain it might have looked in a different way.
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6.2 INFOLOG INFOLOG is the acronym for the project “Intermodal Information Link for Improved Logistics”. INFOLOG wanted to ensure the effectiveness and attractiveness of intermodal transport. To achieve this, the Transport Chain Management System (TCMS) was developed. 6.2.1 BACKGROUND The goal to be achieved by INFOLOG was to demonstrate how the efficiency of intermodal transport based on waterborne and rail transport as a core could be improved through better information and communication possibilities. Hence the project addressed one of the most critical issues for successful intermodal transport chains. Better means of generating and accessing information is the key to achieving the necessary amount of control and flexibility needed to compete with door-to-door transport by truck. 6.2.2 PROJECT OVERVIEW The work that has been done in the project has more or less concerned the development of the Transport Chain Management System (TCMS). The TCMS consists of a generic set of system components capable of performing transport planning and monitoring functions and can be described as a toolbox. It consists of around 30 different forwarding functions. In brief, the TCMS:    



provides administrative support customised to the needs of the users and their organisation provides the necessary functions to plan, book, carry out, monitor and follow up the transport is flexible; can be used on several levels in the transport chain management hierarchy and it can be adapted to existing systems and communication solutions (EDI, www) uses a comprehensive data model (TRIM) developed during the Fourth Framework Programme (Interport, Infolog) and through co-operation in CEN



6.2.3 RESULTS AND CONCLUSIONS The software system TCMS assists enterprises with the organisation of multimodal transport. It handles the information and document exchange along the entire transport chain, to a great extent automatically.



Figure 29: Transport manager’s perspective with and without TCMS. Source INFOLOG 73
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The main advantage with TCMS is the automation of the exchange of information and documents needed for the organisation of intermodal transport in such a way that the user has no additional effort compared to a single modal transport. Are you able to manage a transport by road inside your own country, TCMS will bring you similar ability to handle transport chains made by road, sea and rail. Investments made for implementing the TCMS have been paid back in 2-3 years time according to the calculations made at two of the demonstration sites. The general conclusion is that the TCMS-concept is well received because it improves the level of service and service quality through better monitoring and control to a realistic price. 6.2.4 INFOLOG AND THE CONCEPTUAL MODEL In INFOLOG they have used the concept ‘transport chain management’ to describe the controllability of the transport system containing shipment by sea. An illustration of a system is made in Figure 30. Wagons/ Vehicles
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Figure 30: Complete transport chain from manufacturer to customer. Source INFOLOG (2000)
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Further more they observe the fact that ‘someone’ must take the responsibility for managing the complete chain. Otherwise it will be virtually impossible to optimise the performance and to solve problems efficiently as the transport progresses along the chain. The system in Figure 30 shows the information exchange between the Chain Manager and the actors involved in an intermodal transport chain. The responsibilities in the supply chain (or transport chain) can, of course, be carried out by sub-contractors in various combinations with the top management of the chain. In Figure 31 four different ways of handling responsibilities in INFOLOG case studies is demonstrated. Mill Hylte Mill Hylte
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Figure 31: Organisation of the responsibilities in four cases of INFOLOG. Source INFOLOG (2000)



All of these four different ways of organise the management responsibilities in the transport chain is examples collected from real cases. If we compare this to the process chart of the conceptual model in the last chapter we can observe many similarities:   



The top level has to set norms for the lower levels in order to get the job done in a proper way. Planning, execution and control processes are carried out on each of these levels. Information is the enabler both internally and externally.



If you take a close look at Figure 31 you will see that in three of these four examples the Port of Gothenburg is an actor in the transport chain. The interesting thing to observe is that the management for the local transport system including the port is carried out by different actors. It is this fact that makes the transport system containing several parties such a complex system difficult to control. 75
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6.2.5 INFOLOG PROSPECT MATRIX For evaluation of the matrix we will consider one of the Northern demonstrators within this project, Avesta Sheffield. They transport steel from a mill in Sweden to customers in France and Switzerland. Avesta Sheffield and its logistics department have the overall responsibility for the organisation of the transport. The transport chain includes rail, sea and road transports. TorLine carries out one part of the logistic chain, from the Port of Gothenburg to the Port of Gent. Mill Hylte
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Figure 32: Avesta Sheffield transport chain from mill to customer
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Figure 33: INFOLOG prospect matrix



The INFOLOG prospect matrix is dominated by the producer, i.e. Avesta Sheffield. The other actors are contributing with the similar three activities. Pay attention to the use of ‘not applicable’ for some of actors and some of the criteria.
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6.3 SUMMARY These two cases concerning intermodal transports and information exchange have been useful to us both for influences and for evaluation of our theories. All of the experiences concluded from the cases have been supporting our strong beliefs in information management as the key to successful control of supply chains. Even though both of the cases were strongly focused on the ability to create and implement a management system for intermodal transports, they have dealt with information on a quite generic level. The main things we have used from the projects are the layer approach of INTERPORT (Figure 27) and organisation charts of INFOLOG (Figure 31). Our attempts to create prospect matrixes should be treated just as examples. Readers interested in this tool could hopefully find useful parts to further develop. If we compare the two matrixes (Figure 28 and 33) we can notice a higher degree of details in INFOLOGmatrix. All of the activities are also more information orientated in this one. We will think both of these approaches will work depending of the actor’s objectives.
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7 CONCLUSIONS AND DISCUSSION Transport and logistics systems are without hesitation illustrative examples of complex systems. A complex system is according to the theories presented earlier in this report a system with large variety, i.e. it can be in numerous different states. Nevertheless there are needs for controllability of these systems. Supply chain managers all over the world are searching for better ways to manage their own supply chain. One of the keys to success in this matter is improved information exchange. Unfortunately there are a few other more abstract things to investigate about this controllability. These things are mainly dealing with the handling of the information. For an uninitiated person the question of information exchange might seem to be an easy one: give all the information to everyone in real time! Total transparency has been a popular concept to describe this “ideal supply chain situation” that makes it possible. Another frequent used term is CPFR (Collaborative Planning, Forecast and Replenishment), i.e. a supply chain collaboration strategy built upon highly developed communications. A key requirement for the latter one is of course real-time information! The problems are though rising when we have to consider how to handle this amount of information. A centralized solution with a database linking the actors together will presumably minimize the information exchange between the different actors. There have been many good examples of ways to exclude information communication channels through this type of systems. In a logistics perspective it reminds a lot of the traditional hub-and-spoke network compared with the network of single distributions. Just as the hub-and-spoke logistics network have to hold information about the consignor and consignee, we still have the face the problem to select which parts of the enormous amount of information in the database that should be exchanged with the each actor. Although the number of interfaces between the systems is kept to a minimum the interfaces have to be designed by great accuracy. The interfaces cannot be left undefined and they must have the ability to ‘talk to each other’, i.e. exchange data. The case studies support our thoughts of centralized databases as systems particularly containing information of status type. Such information normally carries data about where the system is at the moment and perhaps also what the possible transformation states are. But this is not good enough! In our conceptual model we are stating that information about norms and utility functions have to be exchanged as well. Is it possible to standardize this type of information and put it in a database format? We do not believe it is at the moment! This subject is though of main interest for the ones who wants to control their supply chain. For that reason we think a lot of resources should be put on how to discover and communicate the norms and utility functions. The communication certainly depends a lot of the question of trust between the actors in the supply chain. If you decide to let this type of information be passed to your customer then you do not want to end up knowing that your main rival in business have got it too. Modern technology will not be able to increase trust. We think the key element is openness and the ability to show good purposes.
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A usual way of handling the complexity of any system containing different subsystems is to integrate processes, functions and other parts in whole system. Supply chain integration and synchronization have been “buzzwords” in the area of logistics for almost half a decade. The integration enables managers to handle more complex systems with assistance from better information exchange according to the believers. It also gives us dynamic solutions instead of “stand-alone” solutions. We are totally agreed with these statements, but we want point out that better information exchange might be a hard nut to crack referring to our discussion above. The legal aspects of supply chain integration also have to be considered as an area demanding a lot of work. In this discussion we have spent much effort to describe the possibility to handle complex logistics systems with support from better information exchange. Earlier in this report we presented another way of managing the supply chain complexity: find variety reducing activities! The examples given there were:    



exclude supply chain actors; standardize, use modules and postpone; fix the cycle-times; exclude redundant information.



All of these examples also reduce the need for information exchange and therefore they will create possibilities for other information to be handled by the affected supply chain actors. One could easily say they give us great synergies! As almost everyone running supply chain business is more interested in tools and models than a long section of wise words we have focused our work on producing a conceptual model and a prospect matrix. The aim of these two are actually to be tools for evaluation and negotiations around the information exchange and controllability in the logistics system. Consequently we look upon them as a language to speak between supply chain actors involved in different networks. Identifying both the bottlenecks in the information flow and the reasons why they have arisen is crucial when you try to optimize the supply chain performance. We think the reasons should be divided in a technological and organizational part. Many firms have a high-developed information system, but are missing the organizational structure and management to benefit from the exchanged information. In such a situation the firm is considered to be a bottleneck in the logistics system according to our prospect matrix. Besides being a tool for evaluation and identification of bottlenecks in the information exchange the model is also explaining information processing within and between supply chain actors. The main thing in this discussion is the fact that every system can be divided into a planning, execution and control process. Depending on who in the supply chain network you ask this question the different processes will either be a processes inside your company or systems connected to your own system. Accepting this framework makes it easier to understand the importance of the ability to exchange both status information and norms and utility functions. The management of the logistics system is indeed a complex issue and a process chart like this often helps the manager in identifying cause and effect. We also think it is a useful tool for describing cybernetics and system science matters to the logistics network.
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In the fast moving world of supply chain excellency many firms struggle for the front position. Reaching that goal without mastering information exchange is hardly likely. In fact, we will state information exchange as the most critical factor to successful supply chain management. The rarity of this statement is not great at all, but our way of using cybernetics terminology to describe the management of the logistics systems is though. If a supply chain manager finds this terminology and models applicable to some of his day-today struggles with management issues, we think our goal is reached. It might not give him the direct solutions, but it could work as guideline to make a tangible map of the current problem. Knowing the situation of ones own is in many cases a huge step forward from the first position. Remember the first sentence in the introduction chapter of this report: As all journeys have to have a starting point, we realise that this step could be the crucial one.
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8 FURTHER RESEARCH During the time we spent on this project a lot of questions have been raised. The aim has certainly been to come up with answers to most of these questions, but we do know that we have not fulfilled this quest. A sarcastic person might say we have brought more questions than answers. Our ambition has not been to create the whole picture for dealing with information exchange and logistics system. We wanted to give a snap shot of this subject referring to the experiences from previous TFK projects. Hopefully these snap shots have given a sufficient support for our thoughts and ideas. The conceptual model has been the first step to visualise our ideas. Developing the model with inputs from information theory, cybernetics and game theory have caught much of our time and resources. We have been forced to use the previous projects not only as sources of inspiration, but also as validation platforms. A natural continuation of the project is therefore to validate and refine the model in co-operation with different supply chain actors. How can the conceptual model help us to understand the controllability of the activities in the supply chain? How can the prospect matrix help us to identify bottlenecks and opportunities for improvement in the supply chain? This type of questions will definitely give feedback about the applicability and usability of the model. Another area for further research is simulation of logistics systems. In order to examine how information exchange affects the controllability of logistics systems the simulation tool is well suited. There has been some previous work, mainly done by operations researcher, in this area. However, we stress the importance of more research in this field. Controllability is indeed demanded by most actors in the supply chain and will be more required in the evolving flows of the future.



82



Information Exchange and Controllability in Logistics



Bolin & Hultén 2002



REFERENCES Ashby, W. R., 1956, An Introduction to Cybernetics, (London: Chapman & Hall Ltd.) Ashby, W. R., 1958, Requisite Variety and Its Implications for the Control of Complex Systems, Cybernetica 1, 83, reprinted in Klir (1991). Alter, S., 1996, Information Systems – A Manger’s Perspective, 2nd Ed., (Menlo Park: Benjamin/Cummings Pub.). Beer, S., 1965, The World, the Flesh and the Metal – The prerogatives of systems, in Nature – A weekly journey of science, 1965, vol. 205, (London: MacMillan Ltd) p. 223-231. Beer, S., 1985, Diagnosing the system: for organizations, (Chichester: Wiley) Bryntse, K., 2000, Leverantörsrelationer ur ett flödesekonomiskt perspektiv, in Flödesekonomi – Supply Chain Management, 2000, Tryggestad (ed.) p.74-92, (Lund: Studentlitteratur). Casti, J. L., 1989, Alternate Realities: Mathematical Models of Nature and Man, (New York: Wiley & Sons Inc.) Casti, J. L., 1997, Would-be Worlds - How Simulation is Changing the Frontiers of Science, (New York: John Wiley & Sons, Inc.) Christopher, M., 1997, Marketing Logistics, (Oxford: Butterworth-Heinemann) Churchman, C. W., 1968, The Systems Approach, (New York, Dell publishing Co.). Conant, R. C., and Ashby W., R., 1970, Every Good Regulator of a System Must Be a Model of That System, Intl. J. Syst. Sci. 1(2), p. 89-97. Conant, R. C., 1976, Laws of Information Which Govern Systems, in Facets of System Science, Klir, G.J. (ed.), 1992 (New York: Plenum) p. 419-448. Doubler, D. and Burt, D., 1996, Purchasing and Supply Management – Text and Cases, 6th Ed., (Singapore: McGraw-Hill). Dretske, F. I., 1981, Knowledge and the flow of information, (Oxford: Blackwell) Edmonds, B., 1997, Complexity and Scientific Modelling, Paper presented at the 20th International Wittgenstein Symposium, Kirchberg am Wechsel, Austria August 1997, printed as CPM report 97-23, Centre for Policy Modelling, (Manchester: Manchester Metropolitan University) Ericsson, D. (1999), Virtuell integration revolutionerar affärslogiken, Inköp & Logistik, nr. 4, p. 70-74 Evans, J. H., 1959, Basic Design Concepts, Naval Engineers Journal, November. 83



Information Exchange and Controllability in Logistics



Bolin & Hultén 2002



Espejo, R., 1989, The VSM revisited, in The Viable System Model: Interpretations and Applications of Stafford Beer's VSM, edited by R. Espejo and R. Harnden, (Chichester: John Wiley & Sons Ltd.). Halhead, R., 1995, Breaking down the barriers to free information exchange, Logistics Information Management, Vol. 7, No. 2. Hall, R. W., 1985, Research opportunities in logistics, Transpn. Res. A, Vol. 19A, No. 5/6 pp.399-402 Heylighen, F., 1992, Principles of Systems and Cybernetics: an evolutionary perspective, in Cybernetics and Systems '92, R. Trappl (ed.), (World Science, Singapore), p. 3-10. Heylighen, F., 1996, What is complexity, http://pespmc1.vub.ac.be/COMPLEXI.html Hillier, F.S., and Liebermann, G.J., (1995), Introduction to Operations Research, 6th Ed., (Boston: McGraw-Hill) Holmberg, S., 2000, Supply Chain Integration through Performance Measurement, (Lund: Department of Design Sciences, Lunds University) Hultén, G. (1999), “För många är supply chain management bara en jargong”, Inköp & Logistik 2/99 Hultén, L. 1997, Container Logistics and its Management, (Göteborg: Department of Transportation and Logistics, Chalmers University of Technology) INFOLOG (2000), Intermodal Information Link for Improved Logistics, Final Consolidation Progress Report, European Commission, September 2000 INTERPORT (1999), Integrating Waterborne Transport in the Logistics Chain, Final Report, European Commission, June 1999 INTERPORT (1997), Integrating Waterborne Transport in the Logistics Chain, Deliverable D5.2 Design of an Integrated System, European Commission, June 1999 Jaynes, E. T., 1979, Where Do We Stand on Maximum Entropy?, In R. D. Levine & M. Tribus, (ed.), The maximum Entropy Formalism, a conference at MIT, (Cambridge: The MIT Press). Kanflo, T., 1999, Information in Transportation Chains, (Göteborg: Department of Transportation and Logistics, Chalmers University of Technology) Keys, P. and Jackson, M. C., 1985, Managing Transport Systems - A Cybernetic Perspective, (Aldershot: Gower Publishing Company Ltd.) Klir, G. J., 1991, Facets of systems science, International Federation for Systems Research International Series on Systems Science and Engineering, Vol. 7, (New York: Plenum Press). Leff, H. S., and Rex, A. F., 1990, Maxwell's Demon: Entropy, Information, Computing, (Princeton: Princeton University Press). 84



Information Exchange and Controllability in Logistics



Bolin & Hultén 2002



Lumsden, K., 1998, Logistikens grunder, (Lund: Studentlitteratur) Kuhn, T. S., 1970, The Structure of Scientific Revolutions, First edition 1962, revised edition (Chicago: The University of Chicago Press) Magretta, J. (1998), The power of virtual integration: an interview with Michael Dell, Harvard Business Review, March-April, p. 74-84. NEVEM-workgroup (Netherlands Association for Logistics Management), 1989, Performance indicators in logistics, (Kemspton: IFS Publications/Springer-Verlag). Nørretranders, T., 1991, Märk Världen : En bok om vetenskap och intuition, (Stockholm: ALBA). Ody, P. (1999), Survey – FT Information Technology Review: How the right data can keep shoppers happy and loyal, Financial Times 6 Oct 1999. Paulsson, U., 2000, Flödesfokusering i en föränderlig värld, in Flödesekonomi – Supply Chain Management, 2000, Tryggestad (ed.) p.163-166, (Lund: Studentlitteratur). Prynn, J. (1997), Survey – FT Exporter: The age of integration dawns, Financial Times 9 Oct 1997. Rosen, R., 1986, Some comments on systems and system theory, Int. J. General Systems, Vol. 13, p.1-3. Ramirez, R. (1998), Survey - Mastering global business 4: Unchaining value in a new economic age, Financial Times 20 Feb 1998. Sabath, R. (1995), Volatile demand calls for quick response: the integrated supply chain, Logistics Information Management, Vol. 8, No. 2. Sahay, A. (1998), Mastering Marketing – Competitive strategy in the information age, Financial Times 28 Sep 1998. Shannon, C. E., 1949, The Mathematical Theory of Communication, a reprint with minor changes in Shannon and Weaver, 1949, original article occurred in Bell System Technical Journal, July and October 1948. Shannon, C. E. and Weaver, W., 1949, The Mathematical Theory of Communication, (Urbana and Chicago: University of Illinois Press). Shapiro, C. and Varian, H.R., 1998, Information Rules: A Strategic Guide to the Network Economy, (Boston: Harvard Business School). Shiryaev, A. N., 1989, Probability, translated by Boas R. P., 2nd ed., (New York: SpringerVerlag New York Inc.). Sussams, J. E., 1992, Logistics modelling, (London: Pitman)



85



Information Exchange and Controllability in Logistics



Bolin & Hultén 2002



Waidringer, J., 2001, Complexity in Transportation and Logistics systems – An Integrated approach to Modelling and Analysis, (Göteborg: Department of Transportation and Logistics, Chalmers University of Technology) Weaver, W., 1949, Recent Contributions to the Mathematical Theory of Communication, in Shannon and Weaver (1949). Wiener, N., 1961, Cybernetics - or control and communication in the animal and the machine, 2nd Ed., (Cambridge: The MIT Press) Woxenius, J., 1997, Information Flows along Integrated Transport Chains, in Information Systems in Logistics and Transportation, 1997, Tilanus (ed.), p. 137-155, (Oxford: Pergamon)



86



























des documents recommandant







[image: alt]





Information Exchange and Controllability in Logistics 

Darwin's theory of survival of the fittest, which can explain the evolution. ...... â€œIntegrated supply chains are leading to a â€œsell-one, order-one, make-oneâ€� approach.










 


[image: alt]





Equity in social exchange. 

the persons is in an exchange with the employer, as in the simple dyadic situation ...... easier task of summing products on a machine and recording the totals.










 


[image: alt]





Exchange Rate and Monetary Policy in China 

down relative to the growth of exports and China's trade surplus will widen. .... 8.7.2 After unification the currency began to gradually appreciate, reaching a ...










 


[image: alt]





Equity in social exchange. 

painting or an Aston Martin DB5. There is ample evidence in the psy- chological ..... Steiner, I. D., and Johnson, H. H. (1964). Relationships among dissonance ...










 


[image: alt]





Reasoning with an Incomplete Information Exchange Policy ... 

Abstract. In this paper, we deal with information exchange policies that may exist in multi-agent systems in order to regulate exchanges of information between ...










 


[image: alt]





War and the logistics of perception 

The mass media, at first thought to have been overtaken by this revolution, have, on .... 6 On the other side of the screen, viewers succumb se- renely to reports ... steer a course between professional ethics and market demand, like. Ulysses ...










 


[image: alt]





The interface between retailers and logistics service providers in the 

consumer expectations, address consumer concerns. The paper then .... Table I lists differences between e-commerce .... The Royal Mail owns the biggest.










 


[image: alt]





International investment in logistics : situation ... - Fabrice Hatem's 

Author : Fabrice Hatem (communication to the Internationl conference on trade and logistics, Le Havre, 28-29th sept.2005)International investment in logistics ...










 


[image: alt]





Green Freight and Logistics Development - Ucad 

Strategies on transport and logistics planning and management to complement efficient logistics and green freight ... Session 7: Financial benefits at a company level. Session 8: Preventive maintenance program ... Bureau of International Cooperation 










 


[image: alt]





Mg2+ Exchange in Parvalbumin and other EF-hand 

sequence (labelled ``Glu12``), acts as a bidentate ligand in the Ca-loaded form and as a monodentate ligand in the Mg-loaded form. As part of the.










 


[image: alt]





Inflation, Prices, and Information in Competitive Search 

Nov 29, 2005 - constant returns in production, these price schedules implicitly give quantity ... (2005a) where we study a competitive search model of commerce in a ...... to the output qÎµ in a transaction can be calculated using the chain rule ...










 


[image: alt]





Water mass exchange and variations in ... - Emmanuelle PucÃ©at 

Jul 16, 2009 - ... where CHUR is the Chondritic Uniform Reservoir and the isotopic ..... normal faulting in a carbonate extensional basin: characterization of.










 


[image: alt]





Eye movements in reading and information 

(given the technology at the time) had been discovered. Perhaps that opinion was ... reading and other information processing tasks are examined. Since the last ... Basic Characteristics of Eye Movements ...... Morrison and O'Regan in generating rese










 


[image: alt]





TOTALSHIP Logistics Inc. Terms and conditions of 

Workplace Hazardous Materials Information System (WHMIS) and by any other applicable legislation .... ferry or in or on railway cars or transfers in connection therewith;. 6.6.4. Against loss or .... mail at its address on file with the Company. 11.










 


[image: alt]





ospf database exchange and reliable synchronization in mobile ad 

Baccelli, T. Clausen. OSPFv2 Wireless Interface Type. draft-spagnolo-manet-ospf-wireless-interface-00.txt,. Internet Engineering Task Force, November 2003.










 


[image: alt]





Controllability of population systems References 

fected, and 0 otherwise. Then the changed Malthus ... wise. In terms of the matrix Î¨(w) := âˆ‘n i,j=1 wijRij, the control effect on the community matrix can be ...










 


[image: alt]





Exchange Anisotropy in Ferromagnetic ... - Joo-Von Kim 

Figure 1.2: Simple two-dimensional spin config- urations ... tF â‰¡ Msd. (1.7). However, the estimate for the bias field based on the foregoing analysis is up to two.










 


[image: alt]





Promote good practice in handling information in health and 

... of manual and electronic information storage systems that help ensure security ..... help to find documents quickly; to keep files safe and free from damage; ...










 


[image: alt]





Developing and Using Standards for Data and Information in Science ... 

Developing and Using Standards for Data and. Information in Science and Technology. John Rumble, Jr.1, Bonnie Carroll1, Gail Hodge1, and Laura Bartolo2.










 


[image: alt]





exchange rate arrangement in vietnam .fr 

plan. In mid-1988, Vietnam took the initial steps towards establishing a two-tier banking system by .... about 40% of total credit is in foreign (USD) exchange while business enterprises in most cases used ...... Sample: 1992:01 1999:06; lag = 12.










 


[image: alt]





Outlook Web Access in Exchange 2000 Server 

o Mail features of spell checking, â€œDo not deliver beforeâ€�, and expiration ... Users must type the following address in a Web browser to access their mailboxes.










 


[image: alt]





Adaptive Strategies in the Iterated Exchange Problem 

Hewlett-Packard Company, Houston, TX 77070, USA. Abstract. We argue for clear ... The following names will be used interchangeably for this new problem: ...










 


[image: alt]





Information and Meaning in Life, Humans and Robots 

paper at http://www.mdpi.org/fis2005/F.45.paper.pdf ... Empathy. - Imitation. - Language. Anxiety Limitation. Development of : - Body Self-Awareness. - Group Life.










 


[image: alt]





from transport to logistics, from logistics to Supply Chain ... .fr 

1 H1 1 HO 91 x 16.20 m. 1 roro deck 104 x 16.20 ..... DESTIM Equipment damage and repair estimate. DGRECA Dangerous ... IMPDEF EDI implementation guide definition. INFENT ..... Grand Metropolitan Manufacturing, eg. Black and Decker ...










 














×
Report Information Exchange and Controllability in Logistics





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



