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Implementing general belief function framework with a practical codification for low complexity Arnaud Martin ∗ ENSIETA E3I2-EA3876 [email protected] July 17, 2008



Abstract In this chapter, we propose a new practical codification of the elements of the Venn diagram in order to easily manipulate the focal elements. In order to reduce the complexity, the eventual constraints must be integrated in the codification at the beginning. Hence, we only consider a reduced hyper power set DrΘ that can be 2Θ or DΘ . We describe all the steps of a general belief function framework. The step of decision is particularly studied, indeed, when we can decide on intersections of the singletons of the discernment space no actual decision functions are easily to use. Hence, two approaches are proposed, an extension of previous one and an approach based on the specificity of the elements on which to decide. The principal goal of this chapter is to provide practical codes of a general belief function framework for the researchers and users needing the belief function theory. Keywords: DSmT, practical codification, DSmT decision, low complexity.
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Introduction



Today the belief function theory initiated by [6, 26] is recognized to propose one of the more complete theory for human reasoning under uncertainty, and have been applied in many kinds of applications [32]. This theory is based on the use of functions defined on the power set 2Θ (the set of all the subsets of Θ), where Θ is the set of considered elements (called discernment space), whereas the probabilities are defined only on Θ. A mass function or basic belief assignment, m is defined by the mapping of the power set 2Θ onto [0, 1] with: X m(X) = 1. (1) X∈2Θ ∗ This work was carried out while the author was visiting DRDC (Defense Research and Development Canada) at Valcatier, Qu´ ebec, Canada, and is partially supported by the DGA (D´ el´ egation g´ en´ erale pour l’Armement) and by BMO (Brest M´ etropole Oc´ eane).
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One element X of 2Θ , such as m(X) > 0, is called focal element. The set of focal elements for m is noted Fm . A mass function where Θ is a focal element, is called a non-dogmatic mass functions. One of the main goal of this theory is the combination of information given by many experts. When this information can be written as a mass function, many combination rules can be used [23]. The first combination rule proposed by Dempster and Shafer is the normalized conjunctive combination rule given for two basic belief assignments m1 and m2 and for all X ∈ 2Θ , X 6= ∅ by: mDS (X) = where k =



X



1 1−k



X



m1 (A)m2 (B),



(2)



A∩B=X



m1 (A)m2 (B) is the inconsistence of the combination.



A∩B=∅



However the high computational complexity, especially compared to the probability theory, remains a problem for more industrial uses. Of course, higher the cardinality of Θ is, higher the complexity becomes [38]. The combination rule of Dempster and Shafer is #P -complete [25]. Moreover, when combining with this combination rule, non-dogmatic mass functions, the number of focal elements can not decrease. Hence, we can distinguish two kinds of approaches to reduce the complexity of the belief function framework. First we can try to find optimal algorithms in order to code the belief functions and the combination rules based on M¨obius transform [18, 33] or based on local computations [28] or to adapt the algorithms to particulars mass functions [27, 3]. Second we can try to reduce the number of focal elements by approximating the mass functions [37, 36, 4, 9, 16, 17], that could be particularly important for dynamic fusion. In practical applications the mass functions contain at first only few focal elements [7, 1]. Hence it seems interesting to only work with the focal elements and not with the entire space 2Θ . That is not the case in all general developed algorithms [18, 33]. Now if we consider the extension of the belief function theory proposed by [10], the mass function are defined on the extension of the power set into the hyper power set DΘ (that is the set of all the disjunctions and conjunctions of the elements of Θ). This extension can be seen as a generalization of the classical approach (and it is also called DSmT for Dezert and Smarandache Theory [29, 30]). This extension is justified in some applications such as in [20, 21]. Try to generate DΘ is not easy and becomes untractable for more than 6 elements in Θ [11]. In [12], a first proposition have been proposed to order elements of hyper power set for matrix calculus such as [18, 33] made in 2Θ . But as we said herein, in real applications it is better to only manipulate the focal elements. Hence, some authors propose algorithms considering only the focal elements [9, 15, 22]. In the previous volume [30], [15] have proposed Matlab1 codes for DSmT hybrid rule. These codes are a preliminary work, but first it is really not optimized for Matlab and second have been developed for a dynamic fusion. Matlab is certainly not the best program language to reduce the speed of processing, however most of people using belief functions do it with Matlab. 1 Matlab



is a trademark of The MathWorks, Inc.
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In this chapter, we propose a codification of the focal elements based on a codification of Θ in order to program easily in Matlab a general belief function framework working for belief functions defined on 2Θ but also on DΘ . Hence, in the following section we recall a short background of belief function theory. In section 3 we introduce our practical codification for a general belief function framework. In this section, we describe all the steps to fuse basic belief assignments in the order of necessity: the codification of Θ, the addition of the constraints, the codification of focal elements, the step of combination, the step of decision, if necessary the generation of a new power set: the reduced hyper power set DrΘ and for the display, the decoding. We particularly investigate the step of the decision for the DSmT. In section 5 we give the major part of the Matlab codes of this framework.
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Short background of belief functions theory



In the DSmT, the mass functions m are defined by the mapping of the hyper power set DΘ onto [0, 1] with: X m(X) = 1, (3) X∈D Θ



with less terms in the sum than in the equation (3). In the more general model, we can add constraints on some elements of DΘ , that means that some elements can never be focal elements. Hence, if we add the constraints that all the intersections of elements of Θ are impossible (i.e. empty) we recover 2Θ . So, the constraints given by the application can drastically reduce the number of possible focal elements and so the complexity of the framework. On the contrary of the suggestion given by the flowchart on the cover of the book [29] and the proposed codes in [15], we think that the constraints must be integrated directly in the codification of the focal elements of the mass functions as we shown in section 3. Hereunder, the hyper power set DΘ taking into account the constraints is called the reduced hyper power set and noted DrΘ . Hence, DrΘ can be DΘ , 2Θ , have a cardinality between these two power sets or inferior to these two power sets. So the normality condition is given by: X m(X) = 1. (4) X∈DrΘ



Once defined the mass functions coming from numerous sources, many combination rules are possible (see [5, 31, 20, 35, 23] for recent reviews of the combination rules). The most of the combination rules are based on the conjunctive combination rule, given for mass functions defined on 2Θ by: mc (X) =



s Y



X



mj (Yj ),



(5)



Y1 ∩...∩Ys =X j=1



where Yj ∈ 2Θ is the response of the source j, and mj (Yj ) the corresponding basic belief assignment. This rule is commutative, associative, not idempotent, and the major problem that try to resolve the majority of the rules is the increasing of the belief on the empty set with the number of sources and the 3



cardinality of Θ [19]. Now, in DΘ without any constraint, there is no empty set, and the conjunctive rule given by the equation (5) for all X ∈ DΘ with Yj ∈ DrΘ can be used. If we have some constraints, we must to transfer the belief mc (∅) on other elements of the reduced hyper power set. There is no optimal combination rule, and we cannot achieve this optimality for general applications. The last step in a general framework for information fusion system is the decision step. The decision is also a difficult task because no measures are able to provide the best decision in all the cases. Generally, we consider the maximum of one of the three functions: credibility, plausibility, and pignistic probability. Note that other decision functions have been proposed [13]. In the context of the DSmT the corresponding generalized functions have been proposed [14, 29]. The generalized credibility Bel is defined by: X m(Y ) (6) Bel(X) = Y ∈DrΘ ,Y ⊆X,Y 6≡∅



The generalized plausibility Pl is defined by: X Pl(X) = m(Y )



(7)



Y ∈DrΘ ,X∩Y 6≡∅



The generalized pignistic probability is given for all X ∈ DrΘ , with X 6= ∅ is defined by: GPT(X) =



X Y ∈DrΘ ,Y 6≡∅



CM (X ∩ Y ) m(Y ), CM (Y )



(8)



where CM (X) is the DSm cardinality corresponding to the number of parts of X in the Venn diagram of the problem [14, 29]. Generally in 2Θ , the maximum of these functions is taken on the elements in Θ. In this case, with the goal to reduce the complexity we only have to calculate these functions on the singletons. However, first, there exist methods providing decision on 2Θ such as in [2] and that can be interesting in some application [24], and secondly, the singletons are not the more precise elements on DrΘ . Hence, to calculate these functions on the entire reduced hyper power set could be necessary, but the complexity could not be inferior to the complexity of DrΘ and that can be a real problem if there are few constraints.
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A general belief function framework



We introduce here a practical codification in order to consider all the previous remarks to reduce the complexity: • only manipulate focal elements, • add constraints on the focal elements before combination, and so work on DrΘ , • a codification easy for union and intersection operations with programs such as Matlab. 4



We first give the simple idea of the practical codification for enumerating the distinct parts of the Venn diagram and so a codification of the discernment space Θ. Then we explain how simply add the constraints on the distinct elements of Θ and so the codification of the focal elements. The subsections 3.4 and 3.5 show how to combine and decide with this practical codification, giving a particular reflexion on the decision in DSmT. The subsection 3.6 presents the generation of DrΘ and the subsection 3.7 the decoding.



3.1



A practical codification



The simple idea of the practical codification is based on the affectation of an integer number in [1; 2n − 1] to each distinct part of the Venn diagram that contains 2n − 1 distinct parts with n = |Θ|. The figures 1 and 2 illustrate the codification for respectively Θ = {θ1 , θ2 , θ3 } and Θ = {θ1 , θ2 , θ3 , θ4 } with the code given in section 5. Of course other repartitions of these integers are possible.



Figure 1: Codification for Θ = {θ1 , θ2 , θ3 }. Hence, for example the element θ1 is given by the concatenation of 1, 2, 3 and 5 for |Θ| = 3 and by the concatenation of 1, 2, 3, 4, 6, 7, 9 and 12 for |Θ| = 4. We will note respectively θ1 = [1 2 3 5] and θ1 = [1 2 3 4 6 7 9 12] for |Θ| = 3 and for |Θ| = 4, with increasing order of the integers. Hence, Θ is given respectively for |Θ| = 3 and |Θ| = 4 by: Θ = {[1 2 3 5], [1 2 4 6], [1 3 4 7]} and Θ = {[1 2 3 4 6 7 9 12], [1 2 3 5 6 8 10 13], [1 2 4 5 7 8 11 14], [1 3 4 5 9 10 11 15]}. The number of integers for the codification of one element θi ∈ Θ is given by: 1+



n−1 X



i Cn−1 ,



i=1



5



(9)



Figure 2: Codification for Θ = {θ1 , θ2 , θ3 , θ4 }. with n = |Θ| and Cnp the number of p-uplets with n numbers. The number 1 will be still by convention the intersection of all the elements of Θ. The codification of θ1 ∩ θ3 is given by [1 3] for |Θ| = 3 and [1 2 4 7] for |Θ| = 4. And the codification of θ1 ∪ θ3 is given by [1 2 3 4 5 7] for |Θ| = 3 and [1 2 3 4 6 7 9 12] for |Θ| = 4. In order to reduce the complexity, especially using more hardware language than Matlab, we could use binary numbers instead of the integer numbers. The Smarandache’s codification [11], was introduce for the enumeration of distinct parts of a Venn diagram. If |Θ| = n, < i > denotes the part of θi with no covering with other θj , i 6= j. < ij > denotes the part of θi ∩ θj with no covering with other parts of the Venn diagram. So if n = 2, θ1 ∩ θ2 = {< 12 >} and if n = 3, θ1 ∩ θ2 = {< 12 >, < 123 >}, see the figure 3 for an illustration for n = 3. The authors note a problem for n ≥ 10, but if we introduce space in the codification we can conserve integers instead of other symbols and we write < 1 2 3 > instead of < 123 >. On the contrary of the Smarandache’s codification, the proposed codification gives only one integer number to each part of the Venn diagram. This codification is more complex for the reader then the Smarandache’s codification. Indeed, the reader can understand directly the Smarandache’s codification thanks to the mining of the numbers knowing the n: each disjoint part of the Venn diagram is seen as an intersection of the elements of Θ. More exactly, this is a part of the intersections. For example, θ1 ∩ θ2 is given with the Smarandache’s codification by {< 12 >} if n = 2 and by {< 12 >, < 123 >} if n = 3. With the codification practical codification the same element has also different codification according to the number n. For the previous example θ1 ∩ θ2 is given by [1] if n = 2, and by [1 2] if n = 3.
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The proposed codification is more practical for computing union and intersection operations and the DSm cardinality, because only one integer represent one of the distinct parts of the Venn diagram. With the Smarandache’s codification computing union and intersection operations and the DSm cardinality could be very similar than with the practical codification, but adding a routine in order to treat the code of one part of the Venn diagram.



Figure 3: Smarandache’s codification for Θ = {θ1 , θ2 , θ3 }. Hence, we propose to use the proposed codification to compute union, intersection and DSm cardinality, and the Smarandache’s codification, easier to read, to present the results in order to safe eventually a scan of DrΘ .



3.2



Adding constraints



With this codification, adding constraints is very simple and can reduce rapidly the number of integers. E.g. assume that in a given application we know θ1 ∩ θ3 ≡ ∅ (i.e. θ1 ∩ θ3 ∈ / DrΘ ), that means that the integers [1 3] for |Θ| = 3 and [1 2 4 7] for |Θ| = 4 do not exist Θ. Hence, the codification of Θ with the reduced discernment space, noted Θr , is given respectively for |Θ| = 3 and |Θ| = 4 by: Θr = {[2 5], [2 4 6], [4 7]} and Θr = {[3 6 9 12], [3 5 6 8 10 13], [5 8 11 14], [3 5 9 10 11 15]}. Generally we have |Θ| = |Θr |, but it is not necessary if a constraint gives θi ≡ ∅, with θi ∈ Θ. This can happen in dynamic fusion, if one element of the discernment space can disappear. Thereby, the introduction of the simple constraint θ1 ∩ θ3 ≡ ∅ in Θ, includes all the other constraints that follow from it such as the intersection of all the elements of Θ is empty. In [15] all the constraints must be given by the user.
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3.3



Codification of the focal elements



In DrΘ , the codification of the focal elements is given from the reduced discernment space Θr . The codification of an union of two elements of Θ is given by the concatenation of the codification of the two elements using Θr . The codification of an intersection of two elements of Θ is given by the common numbers of the codification of the two elements using Θr . In the same way, the codification of an union of two focal elements is given by the concatenation of the codification of the two focal elements and the codification of an intersection of two focal elements is given by the common numbers of the codification of the two focal elements. In fact, for union and intersection operations we only consider one element as the set of the numbers given in its codification. Hence, with the previous example (we assume θ1 ∩ θ3 ≡ ∅, with |Θ| = 3 or |Θ| = 4), if the following elements θ1 ∩ θ2 , θ1 ∪ θ2 and (θ1 ∩ θ2 ) ∪ θ3 are some focal elements, there are coded for |Θ| = 3 by: θ1 ∩ θ2 = [2], θ1 ∪ θ2 = [2 4 5 6], (θ1 ∩ θ2 ) ∪ θ3 = [2 4 7], and for |Θ| = 4 by: θ1 ∩ θ2 = [3 6], θ1 ∪ θ2 = [3 5 6 8 9 10 12 13], (θ1 ∩ θ2 ) ∪ θ3 = [3 5 6 8 11 14]. The DSm cardinality CM (X) of one focal element X is simply given by the number of integers in the codification of X. The DSm cardinality of one singleton is given by the equation (9), only if there is none constraint on the singleton, and inferior otherwise. The previous example with the focal element (θ1 ∩ θ2 ) ∪ θ3 illustrates well the easiness to deal with the brackets in one expression. The codification of the focal elements can be made with any brackets.



3.4



Combination



In order to manage only the focal elements and their associated basic belief assignment, we can use a list structure [9, 15, 22]. The intersection and union operations between two focal elements coming from two mass functions are made as described before. If the intersections between two focal elements is empty the associated codification is [ ]. Hence the conjunctive combination rule algorithm can be done by the algorithm 1. The disjunctive combination rule algorithm is exactly the same by changing ∩ in ∪. Once again, the interest of the codification is for the intersection and union operations. Hence in Matlab, we do not need to redefine these operations as in [15]. For more complicated combination rules such as PCR6, we have generally to conserve the intermediate calculus in order to transfer the partial conflict. Algorithms for these rules have been proposed in [22], and Matlab codes are given in section 5.
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Algorithm 1: Conjunctive rule Data: n experts ex: ex[1] . . . ex[n], ex[i].f ocal, ex[i].bba Result: Fusion of ex by conjunctive rule: conj extmp ← ex[1]; for e = 2 to n do comb ← ∅; foreach f oc1 in extmp.f ocal do foreach f oc2 in ex[e].f ocal do tmp ← extmp.f ocal(f oc1) ∩ ex[e].f ocal(f oc2); comb.f ocal ← tmp; comb.bba ← extmp.bba(f oc1) × ex[e].bba(f oc2); Concatenate same focal in comb; extmp ← comb; conj ← extmp;



3.5



Decision



As we write before, we can decide with one of the functions given by the equations (6), (7), or (8). These functions are increasing functions. Hence generally in 2Θ , the decision is taken on the elements in Θ by the maximum of these functions. In this case, with the goal to reduce the complexity, we only have to calculate these functions on the singletons. However, first, we can provide a decision on any element of 2Θ such as in [2] that can be interesting in some applications [24], and second, the singletons are not the more precise or interesting elements on DrΘ . The figures 4 and 5 show the DSm cardinality CM (X), ∀X ∈ DΘ with respectively |Θ| = 3 and |Θ| = 4. The specificity of the singletons (given by the DSm cardinality) appears at a central position in the set of the specificities of the elements in DΘ . Hence, to calculate these decision functions on all the reduced hyper power set could be necessary, but the complexity could not be inferior to the complexity of DrΘ and that can be a real problem. The more reasonable approach is to consider either only the focal elements or a subset of DrΘ on which we calculate decision functions. 3.5.1



Extended weighted approach



Generally in 2Θ , the decisions are only made on the singletons [8, 34], and only few approaches propose a decision on 2Θ . In order to provide decision on any elements of DrΘ , we can first extend the principle of the proposed approach in [2] on DrΘ . This approach is based on the weighting of the plausibility with a Bayesian mass function taking into account the cardinality of the elements of 2Θ . In a general case, if there is no constraint, the plausibility is not interesting because all elements contain the intersection of all the singletons of Θ. According the constraints the plausibility could be applied. Hence, we generalize here the weighted approach to DrΘ for every decision function fd (plausibility, credibility, pignistic probability, ...). We note fwd the
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Figure 4: DSm cardinality CM (X), ∀X ∈ DΘ with |Θ| = 3. weighted decision function given for all X ∈ DrΘ by: fwd (X) = md (X)fd (X), where md is a basic belief assignment given by:   1 md (X) = Kd λX , CM (X)s



(10)



(11)



s is a parameter in [0, 1] allowing a decision from the intersection of all the singletons (s = 1) (instead of the singletons in 2Θ ) until the total indecision Θ (s = 0). λX allows the integration of the lack of knowledge on one of the elements X in DrΘ . The constant Kd is the normalization factor giving by the condition of the equation (4). Thus we decide the element A: A = arg max fwd (X),



(12)



X∈DrΘ



If we only want to decide on whichever focal element of DrΘ , we only consider X ∈ Fm and we decide: A = arg max fwd (X),



(13)



X∈Fm



with fwd given by the equation (10) and:   1 md (X) = Kd λX , ∀X ∈ Fm , CM (X)s s and Kd are both parameters defined above.
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(14)



Figure 5: DSm cardinality CM (X), ∀X ∈ DΘ with |Θ| = 4. 3.5.2



Decision according to the specificity



The cardinality CM (X) can be seen as a specificity measure of X. The figures 4 and 5 show that for a given specificity there is different kind of elements such as singletons, unions of intersections or intersections of unions. The figure 6 shows well the central role of the singletons (the DSm cardinality of the singletons for |Θ|=5 is 16), but also that there is many other elements (619) with exactly the same cardinality. Hence, it could be interesting to precise the specificity of the elements on which we want to decide. This is the role of s in the Appriou approach. Here we propose to directly give the wanted specificity or an interval of the wanted specificity in order to build the subset of DrΘ on which we calculate decision functions. Thus we decide the element A: A = arg max fd (X),



(15)



X∈S



where fd is the chosen decision function (credibility, plausibility, pignistic probability, ...) and  S = X ∈ DrΘ ; minS ≤ CM (X) ≤ maxS , (16) with minS and maxS respectively the minimum and maximum of the specificity of the wanted elements. If minS 6= maxS , if have to chose a pondered decision function for fd such as fwd given by the equation (10). However, in order to find all X ∈ S we must scan DrΘ . To avoid to scan all Θ Dr , we have to find the cardinality of S, but we can only calculate an upper bound of the cardinality, unfortunately never reached. Let define the number of elements of the Venn diagram nV . This number is given by: ! n [ nV = CM θi , (17) i=1



11



Figure 6: Number of elements of DΘ for |Θ| = 5, with the same DSm cardinality. where n is the cardinality of Θr and θi ∈ Θr . Recall that the DSm cardinality is simply given by the number of integers of the codification. The upper bound of the cardinality of S is given by: |S| 
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