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Lab 7: Implementing EIGRP



Objectives In this lab you will configure EIGRP on your pod routers. The core router is already configured for EIGRP. You will first remove the OSPF and static route configuration from your routers and enable/disable appropriate interfaces to prepare your pod for EIGRP. You will then configure EIGRP on your routers. You will examine EIGRP functionality and verify connectivity end-to-end: from PC1 and PC2 to the TFTP server in the core. You will conclude by investigating EIGRP neighbor events. The objectives for this lab are: • Prepare your routers for EIGRP. • Configure EIGRP on your routers. • Verify the correct operation of EIGRP and ensure end-to-end communication. • Investigate EIGRP neighbor events. Important



Substitute your pod number for x and the router number for y in all instructions and commands.



The passwords configured on the devices at this point are: • Console and vty access: username: ccna, password: cisco • enable secret: sanfran
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Lab Topology The following diagram illustrates the logical topology used in this lab, along with the IP addresses configured.



Command List The following table lists the commands used in this lab, in alphabetical order.



Cisco IOS Commands Used In This Lab Command



Description



#configure terminal



Enters global configuration mode.



#copy running-config startupconfig



Saves the running configuration (in RAM) into the startup configuration (in NVRAM).



#debug eigrp neighbors



Enables EIGRP neighbor debugging.



>enable



Enters the EXEC privileged mode.



(config)#end



Terminates configuration mode.



(config)#exit



Exit the current mode and go up one level.



(config)#interface type number



Enters interface configuration mode.



(config-if)#ip address address mask



Configures the specified IP address and subnet mask on the interface.
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Lab 7: Implementing EIGRP (config)#[no] ip route 0.0.0.0 0.0.0.0 address



Specifies a default static route via the specified IP address. With the no keyword removes the static default route.



(config-router)#network address [wildcard-mask]



Specifies which interfaces run EIGRP.



#ping address



Pings the specified address.



(config)#router eigrp autonomous-system-number



Configures EIGRP in the specified autonomous system.



(config)#[no] router ospf process-id



Configures an OSPF routing process. With the no keyword, removes the OSPF routing process.



#show ip eigrp interfaces



Displays EIGRP-specific interface info.



#show ip eigrp neighbors



Displays status of EIGRP neighbors.



#show ip eigrp topology [alllinks]



Displays the successors (best paths) and feasible successors (best loop-free backup paths, if any) in the EIGRP topology table. With the all-links keyword paths that are neither successors nor feasible successors are included in the output.



#show ip protocols



Displays info about IP routing protocols.



#show ip route



Displays the IP routing table.



#show ip route address



Displays details of the IP routing table for the specified address.



#show ip route eigrp



Displays the EIGRP routes in the IP routing table.



(config-if)#[no] shutdown



Without the no keyword, enables the interface. With the no keyword, disables the interface.



#undebug all



Disables all debugging.



Windows Commands Used In This Lab
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Command



Description



ping address



Causes an ICMP echo message to be sent to the destination, which should cause an ICMP echo reply message to be returned.
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Procedure In this lab you will configure EIGRP on your pod routers. The core router is already configured for EIGRP. You will first remove the OSPF and static route configuration from your routers and enable/disable appropriate interfaces to prepare your pod for EIGRP. You will then configure EIGRP on your routers. You will examine EIGRP functionality and verify connectivity end-to-end: from PC1 and PC2 to the TFTP server in the core. You will conclude by investigating EIGRP neighbor events. Note



This lab requires that the previous lab was completed correctly. If you have any doubts, reset to this lab, as described in “Lab 0: Introduction, and Connecting to and Using the Remote Lab Environment”.



Prepare PxRy for EIGRP Before configuring EIGRP, you will remove the OSPF configuration from PxR1, remove the default static route from PxR2, and enable PxR2’s GigabitEthernet 0/1 interface to the core. 1.



Connect to your PxR1 console and enter configuration mode. Remove OSPF process 1.



PxR1#configure terminal PxR1(config)#no router ospf 1



2.



Connect to your PxR2 console and enter configuration mode. Remove the default static route to PxR1.



PxR2#configure terminal PxR2(config)#no ip route 0.0.0.0 0.0.0.0 10.3.x.1



3.



Enable PxR2’s GigabitEthernet 0/1 interface to the core and configure it with the IP address 192.168.xx.2/24.



PxR2(config)#interface GigabitEthernet 0/1 PxR2(config-if)#no shutdown PxR2(config-if)#ip address 192.168.xx.2 255.255.255.0 PxR2(config-if)#exit
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Enable EIGRP on PxRy You will now configure your pod routers for EIGRP. The core router is already running EIGRP. Remember that when you start an EIGRP process, you have to assign it an autonomous system (AS) number. This number must be within the range from 1 to 65535, and for two routers to be EIGRP neighbors, their AS numbers must agree. Since the core router is running EIGRP AS 100, that’s the number you need to use. 4.



Create an EIGRP process on the router, using an EIGRP autonomous system number of 100.



PxRy#configure terminal PxRy(config)#router eigrp 100



Note



5.



Start with either of your routers; you will configure both of your routers in this section.



You will now configure the EIGRP network statements. Recall that EIGRP network statements have optional wildcard (not subnet) masks, the same as used in OSPF network statements, allowing for great configuration flexibility. There are many ways to configure EIGRP; for this lab use the wildcard mask that configures the subnet for EIGRP. For PxR1 configure all of the GigabitEthernet 0/0 subinterfaces and the GigabitEthernet 0/1 interface for EIGRP.



PxR1(config-router)#network PxR1(config-router)#network PxR1(config-router)#network PxR1(config-router)#network PxR1(config-router)#network



10.10.x.0 0.0.0.255 10.1.x.0 0.0.0.255 10.2.x.0 0.0.0.255 10.3.x.0 0.0.0.255 192.168.xx.0 0.0.0.255



For PxR2 configure the GigabitEthernet 0/0 interface and the GigabitEthernet 0/1 interface for EIGRP. PxR2(config-router)#network 10.3.x.0 0.0.0.255 PxR2(config-router)#network 192.168.xx.0 0.0.0.255



6.



Leave configuration mode.



PxRy(config-router)#end



7.



If not already done, configure the other router for EIGRP. Note
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Do not pass this point until both routers are configured with EIGRP.
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Examine EIGRP operation 8.



View the IP routing protocols. Both routers should have only EIGRP running.



PxR1#show ip protocols *** IP Routing is NSF aware *** Routing Protocol is "eigrp 100" Outgoing update filter list for all interfaces is not set Incoming update filter list for all interfaces is not set Default networks flagged in outgoing updates Default networks accepted from incoming updates EIGRP-IPv4 Protocol for AS(100) Metric weight K1=1, K2=0, K3=1, K4=0, K5=0 NSF-aware route hold timer is 240 Router-ID: 192.168.xx.1 Topology : 0 (base) Active Timer: 3 min Distance: internal 90 external 170 Maximum path: 4 Maximum hopcount 100 Maximum metric variance 1 Automatic Summarization: disabled Maximum path: 4 Routing for Networks: 10.1.x.0/24 10.2.x.0/24 10.3.x.0/24 10.10.x.0/24 192.168.xx.0 Routing Information Sources: Gateway Distance Last Update 10.3.x.2 90 00:00:19 192.168.xx.2 90 00:00:19 192.168.xx.3 90 00:00:19 Distance: internal 90 external 170 PxR1# PxR2#show ip protocols *** IP Routing is NSF aware *** Routing Protocol is "eigrp 100" Outgoing update filter list for all interfaces is not set Incoming update filter list for all interfaces is not set Default networks flagged in outgoing updates Default networks accepted from incoming updates EIGRP-IPv4 Protocol for AS(100) Metric weight K1=1, K2=0, K3=1, K4=0, K5=0 NSF-aware route hold timer is 240 Router-ID: 192.168.xx.2 Topology : 0 (base) Active Timer: 3 min Distance: internal 90 external 170 Maximum path: 4 Maximum hopcount 100 Maximum metric variance 1
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Lab 7: Implementing EIGRP Automatic Summarization: disabled Maximum path: 4 Routing for Networks: 10.3.x.0/24 192.168.xx.0 Routing Information Sources: Gateway Distance Last Update 10.3.x.1 90 00:01:13 192.168.xx.3 90 00:01:13 192.168.xx.1 90 00:01:13 Distance: internal 90 external 170 PxR2#



Notice that “eigrp 100” is running. Verify that your router is running EIGRP for the correct networks. Verify that automatic network summarization is disabled. Note



9.



The behavior of the auto-summary command is disabled by default on Cisco IOS Software versions 15 and later, but is enabled by default in earlier IOS versions.



Verify that the appropriate router interfaces are running EIGRP for AS 100. For PxR1 all four GigabitEthernet 0/0 subinterfaces and the GigabitEthernet 0/1 interface should be running EIGRP. For PxR2, the GigabitEthernet 0/0 and GigabitEthernet 0/1 interfaces should be running EIGRP.



PxR1#show ip eigrp interfaces EIGRP-IPv4 Interfaces for AS(100) Xmit Queue ticast Pending Interface Peers Un/Reliable w Timer Routes Gi0/0.1 0 0/0 0 0 Gi0/0.1x 0 0/0 0 0 Gi0/0.2x 0 0/0 0 0 Gi0/0.3x 1 0/0 50 0 Gi0/1 2 0/0 50 0 PxR1#



PxR2#show ip eigrp interfaces EIGRP-IPv4 Interfaces for AS(100) Xmit Queue ticast Pending Interface Peers Un/Reliable w Timer Routes Gi0/0 1 0/0 50 0 Gi0/1 2 0/0
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Note



0



The order of the interfaces in your output may differ from the order in the example.



If this is not the case on your routers, something is wrong with the EIGRP configuration. Check for one (or more) of the following errors: • Incorrect EIGRP AS number • Missing network statement • Network statement with incorrect network number • Network statement with incorrect wildcard mask (if used) • Incorrect IP address on the interface 10. With both routers running EIGRP, verify that each router has three EIGRP neighbors: the core router, and each other twice. PxR1#show ip eigrp neighbors EIGRP-IPv4 Neighbors for AS(100) H Address Interface Seq Num 2 192.168.xx.2 11 1 10.3.x.2 10 0 192.168.xx.3 3 PxR1#
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PxR2#show ip eigrp neighbors EIGRP-IPv4 Neighbors for AS(100) H Address Interface Seq Num 2 192.168.xx.3 5 1 192.168.xx.1 7 0 10.3.x.1 5 PxR2#



Hold Uptime



Cnt



Gi0/1



14 00:08:28



817



4902



0



Gi0/1



10 00:08:28 1021



5000



0



Gi0/0



14 00:08:38



100



0



1



L7-9



Lab 7: Implementing EIGRP



11. Examine the IP routing tables on each pod router. You should see EIGRP (D) routes from the core or other pods. Note



The following routing table is from the example P6R1 router. The actual routes will vary depending on the number of pods in use and how they are configured.



P6R1#show ip route Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 E1 - OSPF external type 1, E2 - OSPF external type 2 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 ia - IS-IS inter area, * - candidate default, U - per-user static route o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP + - replicated route, % - next hop override Gateway of last resort is not set



C L C L C L C L D D D D D D D



C L P6R1#



10.0.0.0/8 is variably subnetted, 8 subnets, 2 masks 10.1.6.0/24 is directly connected, GigabitEthernet0/0.16 10.1.6.1/32 is directly connected, GigabitEthernet0/0.16 10.2.6.0/24 is directly connected, GigabitEthernet0/0.26 10.2.6.1/32 is directly connected, GigabitEthernet0/0.26 10.3.6.0/24 is directly connected, GigabitEthernet0/0.36 10.3.6.1/32 is directly connected, GigabitEthernet0/0.36 10.10.6.0/24 is directly connected, GigabitEthernet0/0.1 10.10.6.1/32 is directly connected, GigabitEthernet0/0.1 172.16.0.0/24 is subnetted, 1 subnets 172.16.1.0 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.1.0/27 is subnetted, 1 subnets 192.168.1.192 [90/2172416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.11.0/24 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.22.0/24 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.33.0/24 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.44.0/24 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.55.0/24 [90/28416] via 192.168.66.3, 00:11:56, GigabitEthernet0/1 192.168.66.0/24 is variably subnetted, 2 subnets, 2 masks 192.168.66.0/24 is directly connected, GigabitEthernet0/1 192.168.66.1/32 is directly connected, GigabitEthernet0/1



You should see some entries that start with “C” (directly connected), some entries that start with “L” (local), and some entries that start with “D” (EIGRP). Verify that your routers have an EIGRP route to 172.16.1.0/24 subnet, the subnet on which the TFTP server resides.
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12. Examine the details of your routers' route to the 172.16.1.0 subnet. PxRy#show ip route 172.16.1.0 Routing entry for 172.16.1.0/24 Known via "eigrp 100", distance 90, metric 28416, type internal Redistributing via eigrp 100 Last update from 192.168.xx.3 on GigabitEthernet0/1, 00:14:27 ago Routing Descriptor Blocks: * 192.168.xx.3, from 192.168.xx.3, 00:14:27 ago, via GigabitEthernet0/1 Route metric is 28416, traffic share count is 1 Total delay is 110 microseconds, minimum bandwidth is 100000 Kbit Reliability 255/255, minimum MTU 1500 bytes Loading 1/255, Hops 1 PxRy#



13. Display only the EIGRP routes in the IP routing table. Note



The following routing table is from the example P6R1 router. The actual routes will vary depending on the number of pods in use and how they are configured.



P6R1#show ip route eigrp Gateway of last resort is not set 172.16.0.0/24 is subnetted, 1 subnets 172.16.1.0 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.1.0/27 is subnetted, 1 subnets 192.168.1.192 [90/2172416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.11.0/24 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.22.0/24 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.33.0/24 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.44.0/24 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1 192.168.55.0/24 [90/28416] via 192.168.66.3, 00:16:11, GigabitEthernet0/1



D D D D D D D P6R1#



How are EIGRP routes indicated? What is the default administrative distance of EIGRP? How is the EIGRP metric calculated?
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EIGRP routes are indicated by the letter “D” (as in “DUAL”). The default administrative distance for EIGRP is 90; it is the first number in square brackets in each route in the display. The composite metric is calculated from the minimum bandwidth on the path and the sum of the interface delays (optionally, the metric can include factors based on reliability and loading); it is the second number in square brackets in each route in the display. 14. Display a summary of the router’s EIGRP topology table. Note



The following routing table is from the example P6R1 router. The actual routes will vary depending on the number of pods in use and how they are configured.



P6R1#show ip eigrp topology IP-EIGRP Topology Table for AS(100)/ID(10.200.x.y) EIGRP-IPv4 Topology Table for AS(100)/ID(192.168.66.1) Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply, r - reply Status, s - sia Status P 192.168.22.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 10.3.6.0/24, 1 successors, FD is 28160 via Connected, GigabitEthernet0/0.36 P 192.168.55.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 192.168.33.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 10.1.6.0/24, 1 successors, FD is 28160 via Connected, GigabitEthernet0/0.16 P 192.168.66.0/24, 1 successors, FD is 28160 via Connected, GigabitEthernet0/1 P 10.2.6.0/24, 1 successors, FD is 28160 via Connected, GigabitEthernet0/0.26 P 10.10.6.0/24, 1 successors, FD is 28160 via Connected, GigabitEthernet0/0.1 P 172.16.1.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 192.168.44.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 192.168.11.0/24, 1 successors, FD is 28416 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 P 192.168.1.192/27, 1 successors, FD is 2172416 via 192.168.66.3 (2172416/2169856), GigabitEthernet0/1 P6R1#



This command displays the successors (best paths) and feasible successors (best loop-free backup paths, if any) for the known destinations.
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15. Display the entire EIGRP topology table. Note



The following routing table is from the example P6R1 router. The actual routes will vary depending on the number of pods in use and how they are configured.



P6R1#show ip eigrp topology all EIGRP-IPv4 Topology Table for AS(100)/ID(192.168.66.1) Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply, r - reply Status, s - sia Status P 192.168.22.0/24, 1 successors, FD is 28416, serno 9 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 10.3.6.0/24, 1 successors, FD is 28160, serno 4 via Connected, GigabitEthernet0/0.36 via 192.168.66.2 (30720/28160), GigabitEthernet0/1 P 192.168.55.0/24, 1 successors, FD is 28416, serno 12 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 192.168.33.0/24, 1 successors, FD is 28416, serno 10 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 10.1.6.0/24, 1 successors, FD is 28160, serno 2 via Connected, GigabitEthernet0/0.16 P 192.168.66.0/24, 1 successors, FD is 28160, serno 5 via Connected, GigabitEthernet0/1 via 10.3.6.2 (30720/28160), GigabitEthernet0/0.36 P 10.2.6.0/24, 1 successors, FD is 28160, serno 3 via Connected, GigabitEthernet0/0.26 P 10.10.6.0/24, 1 successors, FD is 28160, serno 1 via Connected, GigabitEthernet0/0.1 P 172.16.1.0/24, 1 successors, FD is 28416, serno 7 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 192.168.44.0/24, 1 successors, FD is 28416, serno 11 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 192.168.11.0/24, 1 successors, FD is 28416, serno 8 via 192.168.66.3 (28416/2816), GigabitEthernet0/1 via 10.3.6.2 (30976/28416), GigabitEthernet0/0.36 P 192.168.1.192/27, 1 successors, FD is 2172416, serno 6 via 192.168.66.3 (2172416/2169856), GigabitEthernet0/1 via 10.3.6.2 (2174976/2172416), GigabitEthernet0/0.36 P6R1#



This output shows the full topology database, which contains all known paths to all destinations. It is a compilation of the active routing tables of all EIGRP neighbors. Paths that are neither successors nor feasible successors are included in the output. The first number in parenthesis on each destination row in the topology table is the feasible distance (FD) of the route; this is the EIGRP metric that this router calculated to get to the
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destination via that neighbor. The second number in parenthesis is the advertised distance, which is the EIGRP metric of the route as advertised by the neighboring router. If there is more than one route to a destination, the router picks the one with the lowest feasible distance. In this example, in the entries for 172.16.1.0/24 there are two routes. The router picked the one via the core router, 192.168.66. 3 because it has the lowest feasible distance (28416); this is the route that is put in the routing table. Notice the numbers on the path via P6R2 (30976/28416); the feasible distance 30976 is a bit bigger than the feasible distance via the core router (because that path goes to P6R2 and then goes to the core router).



Verify end-to-end connectivity 16. Ping the TFTP server (172.16.1.1) from PxR1 and PxR2. Connect to PC1, PC2, and PxSW; ping the TFTP server (172.16.1.1) from each of these devices. All pings should be successful. If not, you will need to troubleshoot the problem by checking the configurations and if the problem persists you will need to seek assistance. PxR1#ping 172.16.1.1 Type escape sequence to abort. Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds: .!!!! Success rate is 80 percent (4/5), round-trip min/avg/max = 1/1/1 ms PxR1# PxR2#ping 172.16.1.1 Type escape sequence to abort. Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds: !!!!! Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms PxR2# PxSW#ping 172.16.1.1 Type escape sequence to abort. Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds: !!!!! Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms PxSW#



Here’s PC1 pinging the TFTP server:
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Here’s PC2 pinging the TFTP server:



17. From both PCs and the switch, ping the PxR2 (10.3.x.2). PxSW#ping 10.3.x.2 Type escape sequence to abort. Sending 5, 100-byte ICMP Echos to 10.3.x.2, timeout is 2 seconds: !!!!! Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/9 ms PxSW#



Here’s PC1’s ping, to the example P6R2:



Here’s PC2’s ping, to the example P6R2:
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All pings should be successful. If not, you will need to troubleshoot the problem by checking the configurations and if the problem persists you will need to seek assistance.



Investigate EIGRP neighbor events 18. Enable EIGRP neighbor debugging on one of your pod routers. On the other router, shutdown the GigabitEthernet 0/1 interface and observe the debug output on the first router. The following example enables the debug on PxR1 and shuts down the interface on the PxR2. PxR1#debug eigrp neighbors EIGRP Static Neighbor debugging is on PxR1#



PxR2#conf t PxR2(config)#interface GigabitEthernet 0/1 PxR2(config-if)#shutdown



PxR1# *Mar 7 00:09:33.637: EIGRP: Holdtime expired *Mar 7 00:09:33.637: %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 192.168.xx.2 ( GigabitEthernet0/1) is down: holding time expired PxR1# *Mar 7 00:09:33.637: Going down: Peer 192.168.xx.2 total=2 stub 0, iidb-stub=0 iid-all=1 *Mar 7 00:09:33.637: EIGRP: Handle deallocation failure [2] *Mar 7 00:09:33.637: EIGRP: Neighbor 192.168.xx.2 went down on GigabitEthernet0 /1



19. After a few seconds, re-enable the GigabitEthernet 0/1 interface that was shutdown and again observe the debug output. PxR2(config-if)#no shutdown



PxR1# *Mar 7 00:11:19.713: EIGRP: New peer 192.168.xx.2 PxR1# *Mar 7 00:11:19.713: %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 192.168.xx.2 ( GigabitEthernet0/1) is up: new adjacency PxR1#



20. When you’ve seen enough of the debug output, stop the debug: PxR1#undebug all



Save the configurations 21. Save both routers’ running configs to NVRAM: PxRy#copy running-config startup-config
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Lab 7: Implementing EIGRP



Completed Configuration Your configurations should be similar to the examples below. PC1 has address 10.1.x.10, with subnet mask 255.255.255.0. Its default gateway is set to 10.1.x.1. PC2 has address 10.2.x.20, with subnet mask 255.255.255.0. Its default gateway is set to 10.2.x.1. PC1 and PC2 have Server in their local hosts file. Note



These example configurations include no shutdown commands on some interfaces and the crypto key generate rsa modulus 1024 command. You will not see these commands in the output of the show running-config command. In the PxSW configuration you will also see more detail in the crypto pki certificate section in the output of the show running-config command.



PxSW: version 15.0 no service pad service timestamps debug datetime msec service timestamps log datetime msec no service password-encryption ! hostname PxSW ! boot-start-marker boot-end-marker ! enable secret 5 $1$MwWB$mlGhntn.NW88DZkZ6Bu5E0 ! username ccna secret 5 $1$4ply$OXbD45OeKajioPlV5EHdQ0 no aaa new-model system mtu routing 1500 vtp mode transparent ! ! no ip domain-lookup ip domain-name cisco.com ! crypto key generate rsa modulus 1024 ! crypto pki trustpoint TP-self-signed-3339668864 enrollment selfsigned subject-name cn=IOS-Self-Signed-Certificate-3339668864 revocation-check none rsakeypair TP-self-signed-3339668864 ! ! crypto pki certificate chain TP-self-signed-3339668864
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Lab 7: Implementing EIGRP certificate self-signed 01 nvram:IOS-Self-Sig#5.cer ! ! ! ! spanning-tree mode rapid-pvst spanning-tree extend system-id spanning-tree vlan 1 priority 28672 spanning-tree vlan 1x,2x,3x priority 24576 ! vlan internal allocation policy ascending ! vlan 1x name VLAN1x ! vlan 2x name VLAN2x ! vlan 3x name VLAN3x ! ip ssh version 2 ! ! ! ! ! interface Port-channel1 switchport trunk allowed vlan 1,1x,2x,3x switchport mode trunk ! interface FastEthernet0/1 switchport trunk allowed vlan 1,1x,2x,3x switchport mode trunk spanning-tree portfast trunk ! interface FastEthernet0/2 switchport access vlan 3x spanning-tree portfast ! interface FastEthernet0/3 ! interface FastEthernet0/4 ! interface FastEthernet0/5 ! interface FastEthernet0/6 ! interface FastEthernet0/7 ! interface FastEthernet0/8 ! interface FastEthernet0/9 switchport access vlan 1x spanning-tree portfast ! interface FastEthernet0/10 switchport access vlan 2x
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Lab 7: Implementing EIGRP spanning-tree portfast ! interface FastEthernet0/11 switchport trunk allowed vlan 1,1x,2x,3x switchport mode trunk shutdown channel-group 1 mode active ! interface FastEthernet0/12 switchport trunk allowed vlan 1,1x,2x,3x switchport mode trunk shutdown channel-group 1 mode active ! interface FastEthernet0/13 ! interface FastEthernet0/14 ! interface FastEthernet0/15 ! interface FastEthernet0/16 ! interface FastEthernet0/17 ! interface FastEthernet0/18 ! interface FastEthernet0/19 ! interface FastEthernet0/20 ! interface FastEthernet0/21 ! interface FastEthernet0/22 ! interface FastEthernet0/23 ! interface FastEthernet0/24 ! interface GigabitEthernet0/1 ! interface GigabitEthernet0/2 ! interface Vlan1 ip address 10.10.x.3 255.255.255.0 no shutdown ! ip default-gateway 10.10.x.1 ip http server ip http secure-server logging esm config ! line con 0 exec-timeout 60 0 logging synchronous login local line vty 0 4 exec-timeout 60 0 logging synchronous
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Lab 7: Implementing EIGRP login local transport input ssh line vty 5 15 exec-timeout 60 0 logging synchronous login local transport input ssh ! end



PxR1: version 15.2 service timestamps debug datetime msec service timestamps log datetime msec no service password-encryption ! hostname PxR1 ! boot-start-marker boot-end-marker ! ! enable secret 4 NUtXpRU892oGmKT2hPuxM6rMJlDMKfYF3czf8T.rrWA ! no aaa new-model ! ip cef ! ! ! ! ! ! no ip domain lookup ip domain name cisco.com ipv6 unicast-routing ipv6 cef multilink bundle-name authenticated ! ! ! ! license udi pid CISCO2901/K9 sn FTX170480E4 ! crypto key generate rsa modulus 1024 ! username ccna secret 4 tnhtc92DXBhelxjYk8LWJrPV36S2i4ntXrpb4RFmfqY ! ! ip ssh version 2 csdb tcp synwait-time 30 csdb tcp idle-time 3600 csdb tcp finwait-time 5 csdb tcp reassembly max-memory 1024 csdb tcp reassembly max-queue-length 16 csdb udp idle-time 30 csdb icmp idle-time 10
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Lab 7: Implementing EIGRP csdb session max-session 65535 ! ! ! ! interface Embedded-Service-Engine0/0 no ip address shutdown ! interface GigabitEthernet0/0 no ip address speed auto duplex auto no shutdown ! interface GigabitEthernet0/0.1 encapsulation dot1Q 1 native ip address 10.10.x.1 255.255.255.0 ipv6 address 2001:DB8:10:x::1/64 no shutdown ! interface GigabitEthernet0/0.1x encapsulation dot1Q 1x ip address 10.1.x.1 255.255.255.0 ip access-group 100 in ipv6 address 2001:DB8:1:x::1/64 no shutdown ! interface GigabitEthernet0/0.2x encapsulation dot1Q 2x ip address 10.2.x.1 255.255.255.0 ip access-group 100 in ipv6 address 2001:DB8:2:x::1/64 no shutdown ! interface GigabitEthernet0/0.3x encapsulation dot1Q 3x ip address 10.3.x.1 255.255.255.0 ipv6 address 2001:DB8:3:x::1/64 no shutdown ! interface GigabitEthernet0/1 ip address 192.168.xx.1 255.255.255.0 speed auto duplex auto ipv6 address autoconfig no shutdown ! interface Serial0/0/0 no ip address shutdown ! interface Serial0/0/1 no ip address shutdown ! ! router eigrp 100
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Lab 7: Implementing EIGRP network 10.1.x.0 0.0.0.255 network 10.2.x.0 0.0.0.255 network 10.3.x.0 0.0.0.255 network 10.10.x.0 0.0.0.255 network 192.168.xx.0 ! ip forward-protocol nd ! no ip http server no ip http secure-server ! ! access-list 100 deny tcp host 10.1.x.10 host 192.168.xx.3 eq telnet access-list 100 deny tcp host 10.2.x.20 host 192.168.xx.3 eq telnet access-list 100 permit ip any any ipv6 route ::/0 GigabitEthernet0/1 2001:DB8:168:xx::3 ! ! ! control-plane ! ! ! line con 0 exec-timeout 60 0 logging synchronous login local line aux 0 line 2 no activation-character no exec transport preferred none transport input all transport output pad telnet rlogin lapb-ta mop udptn v120 ssh stopbits 1 line vty 0 4 exec-timeout 60 0 logging synchronous login local transport input ssh line vty 5 15 exec-timeout 60 0 logging synchronous login local transport input ssh ! scheduler allocate 20000 1000 ! end



PxR2: version 15.2 service timestamps debug datetime msec service timestamps log datetime msec no service password-encryption ! hostname PxR2
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Lab 7: Implementing EIGRP ! boot-start-marker boot-end-marker ! ! enable secret 4 NUtXpRU892oGmKT2hPuxM6rMJlDMKfYF3czf8T.rrWA ! no aaa new-model ! ip cef ! ! ! ! ! ! no ip domain lookup ip domain name cisco.com ipv6 unicast-routing ipv6 cef multilink bundle-name authenticated ! ! ! ! license udi pid CISCO2901/K9 sn FTX170480EA ! crypto key generate rsa modulus 1024 ! username ccna secret 4 tnhtc92DXBhelxjYk8LWJrPV36S2i4ntXrpb4RFmfqY ! ! ip ssh version 2 csdb tcp synwait-time 30 csdb tcp idle-time 3600 csdb tcp finwait-time 5 csdb tcp reassembly max-memory 1024 csdb tcp reassembly max-queue-length 16 csdb udp idle-time 30 csdb icmp idle-time 10 csdb session max-session 65535 ! ! ! ! interface Embedded-Service-Engine0/0 no ip address shutdown ! interface GigabitEthernet0/0 ip address 10.3.x.2 255.255.255.0 speed auto duplex auto ipv6 address 2001:DB8:3:x::2/64 no shutdown ! interface GigabitEthernet0/1 ip address 192.168.xx.2 255.255.255.0
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Lab 7: Implementing EIGRP speed auto duplex auto no shutdown ! interface Serial0/0/0 no ip address shutdown clock rate 2000000 ! interface Serial0/0/1 no ip address shutdown ! ! router eigrp 100 network 10.3.x.0 0.0.0.255 network 192.168.xx.0 ! ip forward-protocol nd ! no ip http server no ip http secure-server ! ! ipv6 route ::/0 GigabitEthernet0/0 2001:DB8:3:x::1 ! ! ! control-plane ! ! ! line con 0 exec-timeout 60 0 logging synchronous login local line aux 0 line 2 no activation-character no exec transport preferred none transport input all transport output pad telnet rlogin lapb-ta mop udptn v120 ssh stopbits 1 line vty 0 4 exec-timeout 60 0 logging synchronous login local transport input ssh line vty 5 15 exec-timeout 60 0 logging synchronous login local transport input ssh ! scheduler allocate 20000 1000 ! end
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