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Implementation of a Dynamic Fault-Tolerance Scaling Technique on a Self-adaptive Hardware Architecture Soto Vargas J., Moreno J. M., Madrenas J., Cabestany J. Department of Electronic Engineering Technical University of Catalunya (UPC) Barcelona, Spain {soto, moreno, madrenas, cabestan}@eel.upc.edu The AETHER project (Self-Adaptive Embedded Technologies for Pervasive Computing Architectures) is a notable initiative in the study of novel self-adaptive computing technologies for future embedded and pervasive applications. The purpose of AETHER is to show that selfadaptive computing architectures can be a powerful approach to simultaneously addressing the major problems raised by pervasive computing. Self-adaptation is defined as the ability of a system to react to its environment in order to optimize its performance [5]. Reference [6] reported a novel unconventional scalable homogeneous cell array architecture providing self-adaptive computing. The architecture has been defined as a regular array of homogeneous elements (cells) that is able to analyze and modify its own circuits, supporting real-time selfconfiguration of the system, in particular self-placement and self-routing. The purpose of this paper is to describe the implementation of a dynamic fault tolerance application in a self-adaptive hardware architecture. After briefly introducing the architecture and the prototype in section II, the demonstrator application is described in detail in section III. The demonstrator results are explained in section IV. Finally, the conclusion is presented in section V.



Abstract—The purpose of this paper is to describe a dynamic fault tolerance scaling technique that is supported by the selfadaptive features of a hardware architecture developed within the framework of the AETHER project. The architecture is composed of an array of cells that support dynamic and distributed self-routing and self-placement of components in the system. The combination of a large array of cells together with component-level routing ultimately constitutes a SANE (Self-Adaptive Networked Entity). The dynamic fault tolerance scaling technique proposed in this paper permits a given subsystem to modify autonomously its structure in order to achieve fault detection and fault recovery. The decision to modify or not its organization is based on the actual power consumption of the system. Keywordsself-adaptive; self-configuration; organization; self-placement; self-routing; dynamic tolerance
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selffault



INTRODUCTION



Bio-inspired computing systems try to emulate the way biological systems process information and solve problems using electronic components, commonly implemented in the form of configurable devices. Some important features of bio-inspired systems such as self-organization and selfconfiguration are demanded in nowadays applications due to the increase of the computational requirements. In this way self-adaptive system architectures are envisioned as a promising alternative in the evolution of conventional computation [1]. Self-configuration is a basic principle that permits a programmable or configurable system to modify autonomously its functionality at a given time. This modification is usually driven by an optimization process that tries to match the behavior of the system with the constraints posed to the application it is intended to solve. The main characteristic to be present in an actual selfadaptive system is the capability of determining its configuration at a given time in an autonomous and distributed way. This implies that the following properties should be supported at the hardware level by any architecture intended to be used as an efficient platform for self-adaptive principles: dynamic and distributed self-routing [2] [3] [4], dynamic and distributed self-placement, scalability and distributed control. 978-0-7695-3917-1/09 $26.00 © 2009 IEEE DOI 10.1109/ReConFig.2009.45



II.



DESCRIPTION OF THE ARCHITECTURE



A. Conceptual Layers The architecture that will support the proposed application is divided in four conceptual layers, as depicted in Fig. 1; the bottom layer is composed of cells, which execute the most basic functionality. Moving from bottom to top, the next level of the architecture is the component layer, where each component is constituted by a group of cells. Combining a group of components, a Self-Adaptive Networked Entity (SANE) is built. As indicated, the SANE is defined as a basic self-adaptive computing system. It has the ability of monitoring its local environment and its internal computation process. These features give to the SANE the ability to react to events, and to find certain limitations resulting from the application. Finally, a group of SANE’s, the SANE assembly, is an entity created during execution time of a task or application.
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Figure 3. System architecture



Figure 1. Proposed hierarchy architecture



The switch matrix allows the communications between components and is interconnected with their eight direct neighbors and with nine cells. The Matrix Configuration Unit (MCU) configures the multiplexers in the component self-routing process to interconnect the functional unit ports of two cells belonging to different components. The pin interconnection matrix is used exclusively to route the pin connections between components. The MBCU configures the multiplexers in the component self-routing process to interconnect the functional unit port of a cell with the associated pin. Previous to this configuration, the GCU performs a negotiation process with other chips, in order to make the corresponding assignment of the pins for the connection between components. The GCU is in charge of controlling the self-placement, self-routing and execution processes in the array. It has an internal and external network based in the I2C bus specification protocol. The internal network is used to execute the desired processes inside the array and the external network is used additionally for to configure the connections between components in different chips by means of the Pin Interconnection Matrix.



B. System Architecture The architecture of the system includes an array of clusters, a Global Configuration Unit (GCU) and matrices for the interconnections of external pins (Fig. 2 and Fig. 3). The cluster is showed in Fig. 4 and is composed by an array of nine cells and a switch matrix. The cell is the basic element of the proposed self-adaptive architecture; it consists of the Functional Unit (FU), the Cell Configuration Unit (CCU) and its associated resources to support self-placement and self-routing. Regarding the FU, it is responsible for the execution of tasks scheduled for the cell. It can be described as a configurable multiprocessor with a programmable configuration mode that allows selecting the size of program and data memories. Data processing can be done in modes of 8, 16, 24 and 32 bits. The architecture includes special instructions and specific hardware designed to be compatible with a model of computation based on microthreads. Regarding the CCU, it is responsible for the message transmission between several configuration units, the CCUs, GCU and Matrix Border Configuration Units (MBCU), in order to execute the necessary algorithms for self-placement and self-routing processes.



Figure 4. Cluster: 3x3 cell array and switch matrix



Figure 2. Array of clusters
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C. Description of the prototype The system architecture previously described has been modified for the implementation of the prototype due to physical limitations in the hardware resources. The prototype and physical implementation of the demonstrator are depicted in Fig. 5 and Fig. 6 respectively. The demonstrator is constituted by two identical development boards, each one containing a XC4VLX60 Virtex-4 FPGA. The development boards are connected by a custom communication board that provides a total of 66 interconnection lines. Each FPGA contains the physical implementation of a prototype of the proposed architecture, encompassing a cluster (2x2 cell array and switch matrix), a matrix for pin interconnection, a GCU and a control microprocessor, with a utilization rate of 74%. See [6], [7], [8], [9] and [10] for a detailed description of the architecture. The Functional Unit of the cell includes one to four processors working in parallel, with a programmable configuration mode that allows selecting the size of program and data memories. The architecture includes special instructions and specific hardware designed to be compatible with a model of computation based on microthreads. The functional unit of every cell supports twelve configuration modes, so that the demonstrator supports from 8 (8-bit, 16bit or 32-bit) to 32 (8-bit) processors working in parallel. The system implements the dynamic and distributed selfplacement and self-routing processes that constitute the main features of the proposed architecture. This enables the following high-level actions:



• • • • •



Creation, interconnection and removal of components in order to construct dynamically a SANE that best fits the application goals. Write the memory section of the functional unit of the cells in order to configure the operation mode and the applications of their processors. Put the cells in standby mode, so as to wait instructions like create or kill components copies. Restart, disable and enable the cells. Create the first or the second copy of a component. Delete the first or the second copy of a component. III.



DESCRIPTION OF THE APPLICATION



A. Description The demo application constitutes a SANE-based implementation of dynamic fault-tolerance scaling mechanisms. A given subsystem (SANE) should be able to improve autonomously its fault tolerance features based on its current workload. B. Objectives The principal objectives of the demonstrator are: • Proof of concept prototype for a physical validation of the mechanisms supported by the self-organizing architecture. • Demonstration of the suitability of the proposed architecture for an efficient implementation of the selfadaptive computing paradigm. • Demonstration of the scalability features of the proposed architecture. • The functionality implemented in the demo application is distributed autonomously among independent processing nodes (chips) based on a negotiation established between their Global Configuration Units (GCUs). • Physical demonstration of a dynamic fault tolerance scaling mechanism that is only feasible in an actual selfadaptive hardware substrate. C. Structure of the demonstrator As indicated in Fig. 7, the organization of a SANE includes four sections: compute, monitor, control and interface. The actual functionality implemented by these sections for the proposed application is the following: • Compute section: Pseudorandom number generation. Actually this section can implement any general-purpose application. Pseudorandom number generation has been chosen just to facilitate the illustration of the principles proposed in the application. • Monitor: This section is actually divided in two subsections: o Monitor_1: It determines on-line the average number of transitions produced by the compute section. This provides an on-line measurement of the current power consumption of the SANE.



Figure 5. Prototype implementation of the demo application



Figure 6. Physical implementation of the prototype
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o Monitor_2: This module compares the outputs provided by the original compute section and its copies, if they exist. • Control: Cell Configuration Unit (CCU). • Interface: Switch and pin interconnection matrices.



In medium consumption regime, the threshold for the average is between 6 and 10 changes. If the SANE was previously in high consumption regime, a first copy of the LFSR generator (LFSR_1) is created. The monitor_1 section maintains the first copy of the LFSR generator while the average is within the medium consumption regime. If the SANE was previously in low consumption regime, the monitor_1 section kills the second copy of LFSR (LFSR_2). If LFSR_0 ≠ LFSR_1 the execution is ended. In low consumption regime, the threshold for the average is between 1 and 5 changes. If the SANE was previously in medium consumption regime, the monitor_1 section creates a second copy of the LFSR generator (LFSR_2). The SANE maintains the second copy of the LFSR generator while the average is in low consumption regime.



D. Functional description of the application. If the monitor_1 section of the SANE detects that the power consumption of its compute section is below a certain threshold it asks its control section (CCU) to trigger the construction of a copy of the compute section. Once the copy is physically implemented (after dynamic placement and routing have completed) it is initialized with the current state of the original compute section, and from this moment the outputs of both compute sections are compared (fault detection) by the monitor_2 section. If the monitor_1 section of the SANE detects that the power consumption of the system is still below a given threshold it asks the control section (CCU) to trigger the construction of a second copy of the compute section. Once the second copy of the compute section is physically implemented the outputs of the three compute sections are compared, and the output of the comparison is the value that is equal in at least two of them (fault detection and correction). If at any time the monitor_1 section detects that the power consumption exceeds a threshold it asks the control section to remove a copy of the compute section, if present. The thresholds for the monitor section are divided in high, medium and low consumption. The consumption is calculated counting the changes of each bit in the random numbers sequence generated by the compute section, and calculating the average of the last eight generated numbers. The average for high consumption has to be larger than 11 changes. In this case, while the average is in high consumption, the monitor_1 section maintains only the original LFSR generator (LFSR_0). If the SANE was previously in medium consumption, the first copy of the LFSR generator (LFSR_1) will be killed.



E. Control and Interface sections The control and interface sections are included implicitly in the architecture previously described. All the cells in the system have a CCU, but due to the characteristics of this application only the CCU of the cell where the monitor_1 section is placed has the ability to start the execution of processes to create and kill copies of the compute section. These processes are started by the functional unit processors of the monitor_1 section in real-time execution. The interface section is supported by the switch matrixes and pin interconnection matrixes and by the self-routing processes scheduled for those elements. F. Components developed for monitor and compute sections The implementation of this application includes the components showed in Fig. 8 to Fig. 10. The monitor section (Fig. 8) is implemented by means of two cells. The monitor_1 section receives from the compute section the random number generated and calculates the average consumption. The monitor_2 section compares the LFSR generators (LFSR_0 = LFSR_1 and LFSR_1 = LFSR_2) and sends the result of this comparisons to monitor_1, which reads this information and takes the decision to stop the system or not depending on the number of copies present in the system.



Figure 8. Implementation of the monitor section



The compute section is implemented by a component of one cell (Fig. 9). It receives the 16-bit seed from monitor_1 section and sends the 16-bit random number to monitor_1 section. This component sends this value sequentially (due to Figure 7. Functional organization of a SANE
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limitations in the routing resources) by means of two 8-bit words to the monitor_2 section for comparison.



TABLE I.



Figure 9. Implementation of the compute section



Fig. 10 shows the first and the second copy of the compute section. These were implemented in a similar way to the original compute section, the only difference is that the copies only have the output connection that sends sequentially (by means of two 8-bits words) the random number to the monitor_2 section. The application for the random number generation is exactly the same.



DESCRIPTION OF THE CELLS THAT CONSTITUTE THE SANE



Component identifier



Cell identifier



Mode



11AA



00A1



9



11AA



00A2



9



00CC



00C0



4



11CC



00C1



9



22CC



00C2



9



IV.



Description Monitor_1 section. Calculates the average consumption Monitor_2 section. Comparisons of all compute sections. Compute section. LFSR generator. First copy of compute section. Second copy of compute section.



APPLICATION ASSESSMENT



The execution of this application is summarized in Fig. 12 and Table II by means of five steps. Steps 1 to 3 constitute the basic hardware required for the execution of the application (monitor and compute section). The remaining steps (4 and 5) are executed alternately and controlled by the monitor_1 section, which creates and kills copies of the compute section depending on its average power consumption. During the execution of the application it is possible to observe in real time how the mechanisms described previously take place in the hardware prototype. A custom visualization tool has been developed that permits to communicate with the FPGA boards and translate the command messages sent by the Global Configuration Units into visual objects that permit to trace the status of the system.



Figure 10. Implementation of copies of compute section



Fig. 11 shows the interconnections of the system components described previously. Table I summarizes all the cells implemented in the system. The cells in mode 9 have one processor with capacity for 256 instructions in program memory and 16x16 data memory. The cell in mode 4 has one processor with 32 bytes data memory and 256 instructions capacity.



Figure 11. Component interconnection



Figure 12. Secuence of activities and proceses executed
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TABLE II.
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CONCLUSIONS



In this paper a novel dynamic fault tolerance scaling technique has been presented. Its physical implementation is feasible due to the self-adaptive features of the hardware architecture that has been proposed to support it. The proposed technique permits a given subsystem to modify its structure in order to improve its fault tolerance features depending on its current workload. This modification is performed autonomously and without the need of a centralized control system. Therefore, it constitutes a suitable candidate to address the reliability issues posed by the physical realization of large scale systems implemented using deep submicron technologies. It also demonstrates the benefits that can be achieved by actual self-adaptive hardware substrates. The architecture and the application have been physically prototyped using standard FPGA devices, in order to physically assess their feasibility.
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