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Evolutionary multifractal signal/image denoising Evelyne Lutton and Jacques L´ evy V´ ehel



This chapter investigates the use of Evolutionary techniques for multifractal signal/image denoising. Two strategies are considered: using evolution as a pure stochastic optimiser, or using interactive evolution for a meta-optimisation task. Both strategies are complementary as they allow to address different aspects of signal/image denoising. 12.1. Introduction We deal with enhancement – or denoising – of complex signals, based on the analysis of the local H¨ older regularity. Our methods do not make explicit assumptions on the type of noise nor on the global smoothness of original data, but rather supposes that signal enhancement is equivalent to increasing the H¨ older regularity at each point. Such methods are well adapted to the case where the signal to be recovered is itself very irregular, e.g. nowhere differentiable with rapidly varying local regularity. We describe two techniques. The first one tries to find a signal close to the observations and such that its local H¨ older function is prescribed. A pure optimisation approach is convenient in this case, as this problem does not admit a closed form solution in general (although attempts have been previously done on an analytical basis for simplified cases [17, 19]). In addition, the number of variables involved is huge. Genetic Algorithms have been found to be efficient in this case, and yield better results than other algorithms. The principles and example results are presented in section 12.2. However, it appears that the question of results evaluation is critical: A precise (and general !) definition of what good denoising – or enhancement – is, is questionable. Medical doctors indeed may have different opinions on the quality of a given result, as well as remote sensing specialists, or art photographers. The perception of quality is extremely dependent on
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the end-user, the context and the type of application. A simple signal-tonoise-ratio (when computable) is certainly not able to capture the subtle perceptive judgment of a human end-user. To investigate this issue, we describe another regularity-based enhancement technique: Multifractal Bayesian denoising acts by finding a signal close to the observations and such that its multifractal spectrum is prescribed. This method relies on the tuning of a small set of parameters that are able to provide various improvements of the observed noisy image. An interactive evolutionary approach has been designed in order to cope with the meta-optimisation problem of tuning the parameters set, and is described in section 12.7. In order to get acceptable computation times, the underlying optimisation problem and its parameters have been designed to be solved by a deterministic method. The evolutionary approach is used in an interactive way, at a meta-level. Going further into this direction, a scheme has been designed (and tested!) in order to reduce the number of user interactions, in other words to limit the famous “user fatigue,” see section 12.9. The schemes and tools developed on the signal and image denoising problem can be extended to other image analysis tasks, such as multifractal image segmentation (see section 12.11). 12.2. Signal enhancement/denoising The problem may be set in the following way: Someone observes a signal Y which is a certain combination F (X, B) of the signal of interest X and a “noise” B. Making various assumptions on the noise, the structure of X and the function F , one then tries to derive a method to obtain an estimate ˆ of the original signal which is optimal in some sense. Most commonly, B X is assumed to be independent of X, and, in the simplest case, is taken to be white, Gaussian and centred. F usually amounts to convoluting X with a low pass filter and adding the noise. Assumptions on X are related to its regularity, e.g. X is supposed to be piecewise C n for some n ≥ 1. Techniques proposed in this setting resort to two domains: functional analysis and statistical theory. In particular, wavelet based approaches, developed in the last ten years, may be considered from both points of view [7, 8]. In this work, we do not make explicit assumptions on the type of noise and the coupling between X and B through F . Furthermore, we are not interested in the global smoothness of X, but rather concentrate on its local regularity: Enhancement will be performed by increasing the H¨ older function αY (see next section for definitions) of the observations. Indeed, it is generally true that the local regularity of the noisy observations is smaller than the one of the original signal, so that, in any case, αXˆ should be greater ˆ to be the signal “closest” to the than αY . We thus define our estimate X observations which has the desired H¨ older function. Note that since the
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H¨ older exponent is a local notion, this procedure is naturally adapted for signals which have sudden changes in regularity, like discontinuities. From a broader perspective, such a scheme is appropriate when one tries to recover signals which are highly irregular and for which it is important that the denoising procedure yields the right regularity structure (i.e. preserves the evolution of αX along the path). 12.3. The local H¨ older exponent We shall measure the local irregularity of signals with the help of the H¨ older exponent. To simplify notations, we assume that our signals are nowhere differentiable. Generalisation to other signals require technicalities which are unessential to our purposes. Let α ∈ (0, 1), Ω ⊂ R. One says that f ∈ Clα (Ω) if: ∃ C : ∀x, y ∈ Ω :



|f (x) − f (y)| ≤C |x − y|α



Let: αl (f, x0 , ρ) = sup {α : f ∈ Clα (B (x0 , ρ))}. Note that αl (f, x0 , ρ) is non increasing as a function of ρ. We are now in position to give the definition of the local H¨ older exponent : Definition 1. Let f be a continuous function. The local H¨ older exponent of f at x0 is the number αl (f, x0 ) = limρ→0 αl (f, x0 , ρ). Since αl is defined at each point, we may associate to f the function x → αl (x) which measures the evolution of its regularity. This regularity characterization is widely used in fractal analysis because it has direct interpretations both mathematically and in applications. For instance, the computation of the H¨ older exponent at each point of an image allows to perform edge detection[16]. 12.4. Signal enhancement based on increasing the local H¨ older function Let X denote the original signal and Y the degraded observations. We seek ˆ of Y that meets the following constraints: a) X ˆ is a regularized version X 2 ˆ close to Y in the L sense, b) the (local) H¨ older function of X is prescribed. If αX is known, we choose αXˆ = αX . In some situations, αX is not known but can be estimated from Y . Otherwise, we just set αXˆ = αY + δ, ˆ will where δ is a user-defined positive function, so that the regularity of X be everywhere larger than the one of the observations. We must solve two ˆ First, we need a procedure that estimates problems in order to obtain X. the local H¨ older function of a signal from discrete observations. Second, we need to be able to manipulate the data so as to impose a specific regularity. We will use a wavelet based procedure for estimating and controlling the H¨ older function. We let {ψj,k }j,k be an orthonormal wavelet basis,
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where as usual j represents scale and k position. Denote cj,k the wavelet coefficient of X. Results in [11] and [10] indicate that, assuming that ψ is regular enough and has sufficiently many vanishing moments, one may estimate αX (t) by linear regression of log(|cj,k |) w.r.t. to the scale j (log denotes base 2 logarithm), considering those indices (j, k) such that the support of ψj,k is centred above t: Roughly speaking, those coefficients should decay in scale as 2−j(α+1/2) (more precisely, all the |cj,k | are bounded by C2−j(α+1/2) for some C > 0, and some of the coefficients |cj,k | are of the order of C2−j(α+1/2) ). The use of wavelets then allows to perform the reconstruction in a simple way: Starting from the coefficient (dj,k ) of the observations, we shall define a procedure that modifies them to obtain coefficients (cj,k ) that fulfil ˆ from those the decay condition with the desired α, and then reconstruct X (cj,k ). We may now reformulate our problem as follows: For a given set of ˆ observations Y = (Y1 , . . . , Y2n ) and a target H¨ older function α , find X ˆ − Y ||L2 is minimum and the regression of the logarithm of such that ||X ˆ above any point i w.r.t. scale is −(α(i) + 1 ). the wavelet coefficients of X 2 Note that we must adjust the wavelet coefficients in a global way. Indeed, each coefficient at scale j subsumes information about roughly 2n−j points. Thus we cannot consider each point i sequentially and modify the wavelet coefficients above it to obtain the right regularity, because point i + 1, which shares many coefficients with i, requires different modifications. The right way to control the regularity is to write the regression constraints simultaneously for all points. This yields a system which is linear in the logarithm of the coefficients: ∆L = A where ∆ is a (2n , 2n+1 − 1) matrix of rank 2n , and L = (log |c1,1 |, log |c2,1 |, log |c2,2 |, . . . log |cn,2n |),   1 1 n(n − 1)(n + 1) n α(1) + , . . . , α(2 ) + A = − 12 2 2 Since we use an orthonormal wavelet basis, the requirements on the (cj,k ) may finally be written as: X minimize (dj,k − cj,k )2 subject to: ∀ i = 1, . . . , 2n , j,kn X



1 sj log(|cj,E((i−1)2j+1−n ) |) = −Mn (α(i) + ) 2 j=1



(12.1)



where E(x) denotes the integer part of x and the coefficients sj = j − n+1 2 , n(n−1)(n+1) and equation (2) are deduced from the requirement that Mn = 12
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ˆ above position i should the linear regression of the wavelet coefficients of X 1 −(α(i) + 2 ). Finding the global solution to the above program is a difficult task; in particular, it is not possible to find a closed form formula for the cj,k . In [19], a method is described, that allows explicit computations under simplifying assumptions. In the following, we show how this problem can be addressed with an evolutionary algorithm. 12.5. Evolutionary signal enhancement with EASEA An evolutionary technique seems to be appropriate for the optimisation problem described in equation (12.1): a large number of variables are involved, and the function to be optimised as well as the constraint are non linear. We describe in this section an implementation based on the EASEA [5] language and compiler. EASEA (EAsy Specification of Evolutionary Algorithms) is a language dedicated to evolutionary algorithms. Its aim is to relieve the programmer of the task of learning how to use evolutionary libraries and object-oriented programming by using the contents of a user-written .ez source file. EASEA source files only need to contain the ”interesting” parts of an evolutionary language, namely the fitness function, specification of the crossover and mutation operators, the initialisation of a genome plus a set of parameters describing the run. With this information, the EASEA compiler creates a complete C++ source file containing function calls to an evolutionary algorithms library (either the GALIB or EO for EASEA v0.6). Therefore, the minimum requirement necessary to write evolutionary algorithms is the capability of creating non-object-oriented functions, specific to the problem which needs to be solved. In our case, the evolutionary optimisation involved to enhance a signal (1D or 2D) was implemented using a simple structure on which genetic operators were defined. We used GALib [35] as the underlying evolutionary library. We describe below the implementation for 1D signals. An implementation for image denoising was also produced based on the same principles [23]. The Haar wavelet transform has been used to produce the dj,k associated to the observed signal Y . We also suppose that we know the desired H¨ older exponents α(i) (either α(i) = αY (i) + δ where the αY (i) are the H¨ older exponents of Y and δ is a user defined regularisation factor, or α(i) is set a priori). Our unknowns will be the multiplicative factors uj,k such that cj,k = uj,k ∗ dj,k , j ∈ [0..n − 1], k ∈ [0..2j − 1]. As is usual in wavelet denoising, we leave unchanged the first l levels and seek for the remaining uj,k in [0, 1]. The genome is made of the uj,k coefficients, for j ∈ [l..n − 1] and
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k ∈ [0..2j − 1]. These coefficients are encoded as a real numbers vector of size SIZE MAX = 2n − 2l , which can be written using EASEA syntax as : GenomeClass { double



U[SIZE_MAX]; }



The EASEA Standard functions sections contain the specific genetic operators, namely: (1) The initialisation function: Each uj,k coefficient is randomly set to a value in [0, 1]. Two initial solutions are also put in the initial population : uj,k = 1. and uj,k = 2−kδ . (2) The crossover function: a barycentric crossover has been easily defined as follows : Let parent1 and parent2 be the two genomes out of which child1 and child2 must be generated, and let alpha be a random factor: \GenomeClass::crossover: double alpha = (double)random(0.,1.); if (&child1) for (int i=0; i 
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