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Abstract—This paper presents an image, then a video, compression scheme based on a restoration process applied to a transform domain. Most of the method relies on the ability to suppress, then automatically restore some transformed coefficients in a coding scheme. We use a total variation (TV) minimization model in order to voluntarily predict canceled coefficients. Thus, the method can be assimilated to a new prediction step by inpainting of transformed coefficients. The method has successfully been tested in a DCT-based JPEG coder, but with results that do not overpass the actual state-of-the-art. The main contribution of our work stands in the fact that this method has been introduced into actual video coding standards based on a predicting step. In these standards, a residual error is coded to recover the initial signal. In this case we noticed that the residual error has much less energy than the original coefficients and therefore that the compression rate could significantly be improved by using the same cancellation/restoration method, as a new prediction step. This has been (efficiently) tested on the H.264/AVC standard. Index Terms—Compression, prediction, DCT coefficients, restoration, inpainting.



I. I NTRODUCTION Todays image and video compression techniques usually require a transform process. This transform concentrates the energy of the signal into a weak number of very significative coefficients that can hardly be suppressed. Nevertheless, it seemed to us that the use of inpainting techniques could be of interest in the enhancement of compression. In fact we made an assumption that some of the transformed coefficients could be cancelled at the coder side then retrieved at the decoder side without loss of information. Among the common transforms, Block-based Discrete Cosine Transform (B-DCT) is widely used because of its compaction property and relative ease of implementation. The B-DCT is incorporated in most of actual image and video coding standards, as JPEG, H.264/AVC and SVC. This is the reason why this article focuses on B-DCT. Inpainting, or otherwise called "complete" image regularization, has been used since long now in the restoration and denoising of image pixels and of their dual coefficients through a transform. Its use in analysis-synthesis techniques and compression has been investigated [8], [9], [10], [15]. Nevertheless, these works have seldom been adapted to video compression and integrated in actual video codecs.
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The minimal Total Variation (TV) principle, introduced by Rudin et al. [12], is commonly used in image processing and in inpainting. The main advantage of the TV formulation is its ability to preserve edges in the image due to the piecewise smooth regularization property of the TV semi-norm. On the other hand, the regularization process based on the TV semi-norm is formulated as the minimization of a functional, solved by using PDE, which is mostly of high computational complexity. Rudin et al. [12] first proposed a gradient projection method to find a solution to this minimization, but many other methods have been proposed to quickly converge. Vogel and Oman [14] have described a fixed point algorithm, TChan and Chambolle [3], [1] proposed a new approach based on Newton’s method and Goldstein and Osher [7] introduced a very fast algorithm based on Bregman iteration. Many applications in the image processing scope are based on the TV regularization, like noise reduction [12], [2], deblurring [13], local inpainting [4], zoom-in, error concealment and image compression [6]. Although they relate to image compression, the goal and the methods used are completely different from the subject of this paper. T.F. Chan et al. [6] introduced a simple algorithm without transform step: pixels near edges are transmitted, which requires both their position and value, the others are interpolated by using TV minimization principle. In view of the amount of information needed and the property of reconstruction of the TV regularization, this technique is profitable for specific natural images which have few edges and large smooth area. In contrast with the above methods, working in the transform domain, rather than in the pixel domain, changes the nature of the inpainting problem, since one damaged coefficient can affect many pixels. Therefore, geometric interpolation techniques to restore an image in the pixel domain are not directly applicable because of their impact on several coefficients. On the other hand, direct interpolation in the DCT domain is also problematic, since DCT coefficients are highly decorrelated. For this reason, our paper introduces a new model based on
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consecutive switching between the transform domain (DCT) and the pixel domain. This model is based on the restoration of transformed (DCT) coefficients under the constraint of a TV-regularization of the image reconstructed from these coefficients. Applied in a video context, this method will serve as an additional prediction step of residual DCT coefficients. For this we will denote our method as “Visual Coding Residual Prediction” (VCResPred). Clearly, this additional prediction intends to reduce the variance of the global prediction error, hence to improve the rate/distortion tradeoff. To this end, in a first step, we voluntarily delete some DCT coefficients (the ones that are more efficiently predicted, or restored, at the encoder side). The corresponding set of predictable coefficients, is denoted the PDCT set. Then the difference between the predicted DCT values and the actual ones is computed, resulting in a prediction error which is then quantized and coded. At the decoder side, the same prediction of the DCT residual coefficients is done and the block is correctly reconstructed by adding coefficient predictions and residual errors. In fact, this prediction mechanism is very similar to the ones actually found in H.264\AVC, the time and spatial domain predictions, and will be considered as a DCT prediction added on top of them. The outline of this paper is as follows : our regularization model is introduced in the next section, with formalization of the TV minimization in a B-DCT context. In section 3 the restoration algorithm is developed and implemented in the context of image coding. In section 4, the integration of the proposed method in a H.264/AVC video codec is explained. The conclusion recalls the method and results. II. R EGULARIZATION MODEL FOR THE RESTORATION OF DCT COEFFICIENTS Our goal is to link the TV minimization problem in pixel domain and coefficients-to-predict in DCT domain. From there, a model of DCT coefficients restoration by TV minimization in pixel domain could ensue. In a video coding context, based on block partitioning, a block uB of pixels, with B its position into the image u, is defined from the sum of a predicted block p a set of pixels, and a residue r of DCT-coded coefficients. With this notation, each block uB is treated independently. So we have the relation : u~zB = p~z + r~k φ~z,~k with ~z the pixel position in the block B, vec(k) the coefficient position, in the block and φ the DCT transform kernel. For an image defined with two parameters x and y with a ≤ x ≤ b et c ≤ y ≤ d, the bidimensional TV is defined as: ˆ bˆ d T V (f (x, y)) = |∇xy f (x, y)|dxdy (1) a



c



where ∇xy f (x, y) expresses the gradient of f . This definition of the TV can be illustrated as a concept of quantity
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expressing the sum of the fluctuations of the function f (x, y) in the rectangle abcd. The TV minimization process tends to smooth flat regions of images while preserving edges. So, the TV for a given block uB is now given by : ˆ  T V u~zB (p~z , r~k ) = |∇~z u~zB (p~z , r~k )|d~z, (2) Ω



where Ω is defined on R2 . Minimization stands through a computation of its partial derivative : ∂T V (u~zB (p~z , r~k )) ∂r~k ˆ ∇~z u~zB (p~z , r~k ) ∂u~zB (p~z , r~k ) · ∇~z d~z = |∇ u (p , r )| ∂r~k ~ z ~ zB ~ z ~ Ω k



(3)



∂u~zB (p~z , r~k ) = φ~z,~k ∂r~k



(4)



From the definition of the inverse DCT, we have :



where φ~z,~k is the DCT kernel. So, the new formulation gives : ∂T V (u~zB (p~z , r~k )) = ∂r~k



ˆ



Ω



∇~z u~zB (p~z , r~k ) · ∇~z φ~z,~k d~z. (5) |∇~z u~zB (p~z , r~k )|



We now use an important property of the B-DCT : the DCT kernel φ~z,~k is zero outside the block uB . Then, in an integration by parts of the former expression, the first term will cancel : Ω   ∇~z u~zB (p~z , r~k ) φ ~ = 0. (6) ∇~z · |∇~z u~zB (p~z , r~k )| ~z,k 0 This integration-by-parts thus yields : ˆ ∇~z u~zB (p~z , r~k ) · ∇~z φ~z,~k d~z |∇ ~ z u~ z B (p~ z , r~ Ω k )|  ˆ  ∇~z u~zB (p~z , r~k ) =− ∇~z · φ~z,~k d~z, |∇~z u~zB (p~z , r~k )| Ω



(7)



And finally the partial differential equation of the total variation gives : ∂T V (u~zB (p~z , r~k )) ∂r~  ˆ k ∇~z u~zB (p~z , r~k ) =− ∇~z · φ~z,~k d~z. |∇~z u~zB (p~z , r~k )| Ω



(8)



The term ∇ · [∇u/|∇u|] is an expression of the mean curvature [5] expressed in the pixel domain. Thus, this formula connects geometric information in the spatial domain with the DCT kernel φ~z,~k , hence characterizes the TV regularization constraint in the DCT domain. Returning to the original problem, and to our prediction method introduced in section 1, the model consists in the TV minimization for specified DCT coefficients ~k ∈ PDCT (We recall that PDCT is a subset of the position of missing DCT coefficients) :
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min



r~k ,~ k∈PDCT



(9)



T V (u~zB (p~z , r~k ))



For T V (u~zB (p~z , r~k )) = 0, the associated Euler-Lagrange equations gives : ∂T V (u~zB (p~z , r~k )) =0 ∂r~k



(10)



Finally, with Eq. 8 , we can express the TV minimization problem in the DCT transformed domain. Then, we are able to regularize an image by varying the corresponding DCT coefficients of the residue. III. I MPLEMENTATION 1 - I MAGE COMPRESSION BY SUPPRESSION , THEN RESTORATION , OF DCT COEFFICIENTS



A. Description of the method The algorithm we introduce aims at cancelling, then restoring, some DCT coefficients r~k for all ~k ∈ PDCT of the current block uB . We recall that PDCT is a subset of the position of missing DCT coefficients. This constraint could be regarded as a data fidelity term ensuring that only missing information is restored. We first assume that the position of the coefficients to restore, PDCT , is known. In order to experiment the inpainting process, we will also assume to be in the special case where the spatial prediction p is null (i.e. we are in the case of an image coder like JPEG). In this case, the residue r~k is composed of the block pixels directly transformed in the DCT domain. The first step is to compute the image from the DCT coefficients, so : u~zB = p~z + IDCT (r~k ), ∀uB ∈ u
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Notice that γi is the gradient step parameter which could be function of the current iteration number i. This algorithm is used to restore missing DCT coefficients ~k ∈ PDCT . B. Experiments and results First, we simulate a loss of information by randomly canceling a percentage of DCT coefficients (however, we assume that the DC coefficient of r~k is never deleted because of its ability to make the degraded image visually inexploitable, but in absolute terms the method is able to handle it also) . The position of deleted coefficients ~k ∈ PDCT is known. Our algorithm recovers these coefficients in the DCT domain, by the regularization process presented before in which the constraint (minimization of total variation) is applied in the spatial, pixel, domain. Fig.1 visually and quantitatively illustrates the results. The same integer DCT as JPEG is used, with block size set to 8 × 8 pixels. The number of iterations for the gradient descent algorithm is set to 100 and γi is fixed to 1.



(11)



where IDCT represents the inverse DCT. As p~z is null, we simply formulate u~zB = IDCT (r~k ). Then, the curvature, which is the guideline of the coefficient inpainting update, is projected in the DCT domain : c~k = DCT (curv(u~zB )) ,



(12)



where c~k is the convergence term of the algorithm and curv the curvature function. The method described in [6] is used to compute the curvature of a discrete function. By an iterative process (gradient descent), the algorithm tends to a local minimum. The complete algorithm in pseudo-code is given by : Algorithm 1 DCT-based inpainting algorithm 1) Let i = 0, r~k0 = r~k and E = +∞ 2) While i ≤ L or E ≤ δ, do for all block uB of the image a) Let c~k = DCT (curv(IDCT (r~ki ))) b) r~i+1 = r~ki + γi c~k , for ~k ∈ PDCT k c) Compute E = ||r~i+1 − r~ki ||2 and i = i + 1



Figure 1. Illustration of the inpainting algorithm for the image boats according to the percentage of randomly removed DCT coefficients. Notice that the mentioned PSNR is for the entire image.
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IV. I MPLEMENTATION 2 - PREDICTION , AND COMPRESSION , IN A DCT BASED VIDEO CODING Based on the model introduced in section 2, a new prediction step is integrated into a MPEG-4 AVC/H.264 video codec. After a brief description of the new method, results are presented in terms of rate-distorsion gain. A. New prediction step for the DCT residual coefficients To the remaining of this paper, we focus on H.264/AVC intra-image prediction exclusively, but the method can be applied to inter-image prediction too. A video coder like H.264/AVC uses a spatial prediction (9 modes) and codes the residue of this prediction with a B-DCT. We now add to this first, spatial, prediction, our DCT residual coefficients prediction. Thus, the proposed coder now works in two stages. First, the DCT coefficients of the residue are divided to select those which are deleted. Then, the prediction process is applied to restore the coefficients previously deleted. The prediction error is computed and sent to the entropy coder. The layout of the modified video encoder is introduced on the Fig. 2. PDCT is the set of the DCT coefficient positions in a block, which are predicted with our method. Notice that if PDCT is empty, the encoding process is exactly similar to the classical H.264/AVC encoder [11]: prediction, transform, quantization and entropy coding. The prediction of DCT residual coefficients is applied on each block individually. The process needs to be the same at the encoder and the decoder sides. The DCT coefficients of the residual error r~k , are split between the coefficients PDCT that we want to predict and the others, left unchanged, and called ODCT (original coefficients). The main difficulty is to find the optimal set PDCT of the DCT coefficients to predict (and the complementary set ODCT ). Ideally, PDCT must correspond to the DCT coefficients : • that can be correctly predicted using the inpainting algorithm previously introduced; • that have significant energy. This second point is crucial if we want the method to reduce the entropy of coded information and so improve the compression rate. To this goal, we have specifically studied the distribution of energy in a residual block and the correlation between the H264/AVC intra prediction modes and the energy distribution in order adapt the PDCT set depending on the intra-frame prediction mode [16]. At the decoder side and with transmission of the intra prediction mode, we directly have the predefined position of block coefficients to predict PDCT . Then, the DCT prediction is applied on the current block exactly as at the encoder side. Finally, by summing the DCT prediction errors with the predicted DCT coefficients, we are able to reconstruct the DCT block. B. Implementation and results We have implemented the DCT prediction method in the JSVM 9.7 reference software (without the scalable part), with CABAC entropy coding. In these experimentations, the frames
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Table I P ERCENTAGE OF BITRATE GAIN (B JONTEGAARD METRIC ) FOR intra FRAMES , ACCORDING TO THE SEQUENCE . O NLY THE FIRST 49 I (I NTRA ) FRAMES ARE ENCODED .



Sequence CIF Foreman Mobile Paris Tempete AVERAGE CIF 720p BigShip City Night OldTownCross Raven ShuttleStart AVERAGE 720p



Figure 2.



Bitrate gain (%) 1.88 2.06 2.20 2.40 2.13 1.40 1.77 2.05 2.58 2.02 2.51 2.05



Proposed video encoder



are only coded in intra mode. Our DCT prediction method is used for 4 × 4 and 8 × 8 luminance blocks. This method has been tested on CIF resolution sequences (352×288 pixels) and 720p sequences (1280 × 720 pixels). The results are presented on table I. In both CIF and 720p resolution, the average bitrate gain is over 2%. In Fig.3, we illustrate the bitrate gain according to the bitrate for the CIF sequences. V. C ONCLUSION We have presented a new compression method for image and video based on a restoration model. This method is based upon canceling then restoring DCT coding coefficients, i.e. upon the ability to predict these coefficients. For this, an inpainting algorithm based on TV regularization, has been used to restore some voluntarily canceled DCT coefficients in an image. Our model is subject to two constraints: minimization of the total variation on one hand, and restoration of the canceled coefficients only, on the other hand, which ensures that the original information is not modified. The aim of this first work was not to outclass the state of the art in the domain of inpainting-based still compression. In fact the main goal, and our main contribution, stands in the fact that this method has been integrated into current video encoders,
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and in particular in the actual H264/AVC encoder. For this, we have added a new step called “Visual Coding Residual Prediction” (VCResPred) in order to predict some well chosen DCT coefficients of the residual of each block. In this way, our method can be considered as an intra-bloc prediction process. This makes it very new from classical H.264/AVC intra/inter frame prediction. It is important to emphasize that this method reduces the bitrate without reducing the PSNR (according to the Bjontegaard metric); and because it also introduces no overhead, the bitrate saving becomes noticable. The experimental results have shown very significative improvements in bitrate savings over 2% both on JPEG and on H.264/AVC at the same PSNR. In the case of H264/AVC, this is an important result. The improvement of this work may find its way with two ideas. Firstly, we could use the same scheme for the inter-frame prediction. In this case the gain per frame would probably be less significant because of the weak energy embodied in inter-frame coefficients; but the higher density of inter-frames w.r.t. intra-frames could compensate this drawback. Secondly, the total variation regularizer is probably suboptimal, and we think important improvements can be made in this direction. R EFERENCES [1] A. Chambolle. An algorithm for total variation minimization and applications. Journal of Mathematical Imaging and Vision, 20(1):89–97, January 2004. [2] A. Chambolle and P. L. Lions. Image recovery via total variation minimization and related problems. Numer. Math., 76:167–188, 1997. [3] T. F. Chan, G.H. Golub, and P. Mulet. A nonlinear primal-dual method for total variation-based image restoration. SIAM J. Sci. Comput., 20(6):1964–1977, 1999. [4] T. F. Chan, S.H. Kang, , and J. Shen. Euler’s elastica and curvature based inpaintings. SIAM J. Appl. Math, 63:564–592, 2002. [5] T.F. Chan and J. Shen. Non-texture inpaintings by curvature-driven diffusions. J. Visual Comm. Image Rep., 12(4):436–449, 2001. [6] T.F. Chan and J. Shen. Mathematical models for local non-texture inpaintings. SIAM Journal of Applied Math., 63(3):1019–1043, 2002. [7] T. Goldstein and S. Osher. The split Bregman method for L1-regularized problems. SIAM J. Img. Sci., 2(2):323–343, 2009. [8] D. Liu, X. Sun, and F. Wu. Edge-based inpainting and texture synthesis for image compression. In IEEE International Conference on Multimedia and Expo, (ICME), pages 1443–1446, 2007.
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