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This standard defines services and protocol elements that permit the exchange of management information between stations associated in a personal area network (PAN).
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IEEE Standard for Information technology— Telecommunications and information exchange between systems— Local and metropolitan area networks— Specific requirements



Part 15.1: Wireless medium access control (MAC) and physical layer (PHY) specifications for wireless personal area networks (WPANs) 1. Overview Wireless personal area networks (WPANs) are used to convey information over short distances among a private, intimate group of participant devices. Unlike a wireless local area network (WLAN), a connection made through a WPAN involves little or no infrastructure or direct connectivity to the world outside the link. This allows small, power-efficient, inexpensive solutions to be implemented for a wide range of devices.



1.1 Scope This standard defines physical layer (PHY) and medium access control (MAC) specifications for wireless connectivity with fixed, portable, and moving devices within or entering a personal operating space (POS). A POS is the space about a person or object that typically extends up to 10 m in all directions and envelops the person whether stationary or in motion. The original goal of the IEEE 802.15.1 Task Group was to achieve a level of interoperability that could allow the transfer of data between a WPAN device and an IEEE 802.11™ device. Although this proved infeasible, IEEE Std 802.15.1-2005 does have mechanisms defined to allow better coexistence with IEEE 802.11b™ class of devices. Both this standard and the previous version are based upon technology originally developed by the Bluetooth™ Special Interest Group (SIG).



1.2 WPAN definition The term WPAN in this standard refers specifically to a wireless personal area network as used in this standard. Specifically, this standard describes the following: —



The functions and services required by an IEEE 802.15.1-2005 device to operate within ad hoc networks.
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The following MAC procedures to support the asynchronous connectionless or connection-oriented (ACL) and synchronous connection-oriented (SCO) link delivery services: —



The baseband (BB) layer, specifying the lower level operations at the bit and packet levels, e.g., forward error correction (FEC) operations, encryption, cyclic redundancy check (CRC) calculations, Automatic Repeat Request (ARQ) Protocol.



—



The link manager (LM) layer, specifying connection establishment and release, authentication, connection and release of SCO and ACL channels, traffic scheduling, link supervision, and power management tasks.



—



The Logical Link Control and Adaptation Protocol (L2CAP) layer, forming an interface to standard data transport protocols. It handles the multiplexing of higher layer protocols and the segmentation and reassembly (SAR) of large packets. The data stream crosses the LM layer, where packet scheduling on the ACL channel takes place. The audio stream is directly mapped on an SCO channel and bypasses the LM layer. The LM layer, though, is involved in the establishment of the SCO link. Between the LM layer and the application, control messages are exchanged in order to configure the IEEE 802.15.1-2005 transceiver for the considered application.



The 2.4 GHz industrial, scientific, and medical (ISM) band PHY signaling techniques and interface functions that are controlled by the IEEE 802.15.1-2005 MAC. Requirements are defined for two reasons: —



To provide compatibility between the radios used in the system.



—



To define the quality of the system.



Above the L2CAP layer may reside the Serial Cable Emulation Protocol based on ETSI TS 07.10 (RFCOMM), Service Discovery Protocol (SDP), Telephone Control Protocol specification (TCS), voice-quality channels for audio and telephony, and other network protocols. These protocols are necessary for interoperably for end-user products, but are outside the scope of this standard.
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2. Normative references The following referenced documents are indispensable for the application of this standard. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments or corrigenda) applies.



2.1 IEEE documents IEEE Std 802, IEEE Standards for Local and Metropolitan Area Networks: Overview and Architecture.1, 2 IEEE Std 802.15.2™, IEEE Recommended Practice for Telecommunications and Information exchange between systems—Local and metropolitan area networks—Specific Requirements—Part 15.2: Coexistence of Wireless Personal Area Networks with Other Wireless Devices Operating in Unlicensed Frequency Band.



2.2 ISO documents ISO/IEC 3309, Information technology — Telecommunications and information exchange between systems — High-level data link control (HDLC) procedures — Frame structure.3 ISO/IEC 7498-1, Information technology — Open Systems Interconnection — Basic Reference Model: The Basic Model. ISO/IEC 8802-2, Information technology — Telecommunications and information exchange between systems — Local and metropolitan area networks — Specific requirements — Part 2: Logical link control. ISO/IEC 10039, Information technology — Open Systems Interconnection — Local Area Networks — Medium Access Control (MAC) service definition. ISO/IEC 15802-1, Information technology — Telecommunications and information exchange between systems — Local and metropolitan area networks — Common specifications — Part 1: Medium Access Control (MAC) service definition.



2.3 ITU documents ITU-T Recommendation G.711, Pulse code modulation (PCM) of voice frequencies.4 ITU-T Recommendation O.150, Digital test patterns for performance measurements on digital transmission equipment. ITU-T Recommendation O.153, Basic parameters for the measurement of error performance at bit rates below the primary rate.



1 IEEE and 802 are registered trademarks in the U.S. Patent & Trademark Office, owned by the Institute of Electrical and Electronics Engineers, Incorporated. 2 IEEE publications are available from the Institute of Electrical and Electronics Engineers, Inc., 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ 08855-1331, USA (http://standards.ieee.org/). 3ISO/IEC publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH-1211, Genève 20, Switzerland/Suisse (http://www.iso.ch/). ISO/IEC publications are also available in the United States from Global Engineering Documents, 15 Inverness Way East, Englewood, Colorado 80112, USA (http://global.ihs.com/). Electronic copies are available in the United States from the American National Standards Institute, 25 West 43rd Street, 4th Floor, New York, NY 10036, USA (http://www.ansi.org/). 4 ITU-T publications are available from the International Telecommunications Union, Place des Nations, CH-1211, Geneva 20, Switzerland/Suisse (http://www.itu.int/).
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ITU-T Recommendation X.200, Information technology—Open systems interconnection—Basic reference model: The basic model.



2.4 Other documents IETF RFC 1363, A Proposed Flow Specification.5 IETF RFC 1661, The Point-to-Point Protocol (PPP). IrDA Object Exchange Protocol (IrOBEX), Version 1.2.6



5



IETF documents are available from Internet Engineering Task Force (http://www.ietf.org/). IrDA documents are available from the Infrared Data Association (http://www.irda.org/).
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3. Definitions For the purposes of this standard, the following terms and definitions apply. The Authoritative Dictionary of IEEE Standards Terms, Seventh Edition [B7]7, should be referenced for terms not defined in this clause. 3.1 active slave broadcast (ASB): The logical transport that is used to transport Logical Link Control and Adaptation Protocol (L2CAP) user traffic to all active devices in the piconet. 3.2 ad hoc network: A network typically created in a spontaneous manner. An ad hoc network requires no formal infrastructure and is limited in temporal and spatial extent. 3.3 authenticated device: A device whose identity has been verified during the lifetime of the current link, based on the authentication procedure. 3.4 authentication: A generic procedure based on link management profile authentication that determines whether a link key exists or, on Link Manager Protocol (LMP) pairing, whether no link key exists. 3.5 authorization: A procedure where a user of a device grants a specific (remote) device access to a specific service. Authorization implies that the identity of the remote device can be verified through authentication. 3.6 authorize: The act of granting a specific device access to a specific service. It may be based upon user confirmation or given the existence of a trusted relationship. 3.7 baseband (BB): The part of the system that specifies or implements the medium access control (MAC) layer and physical layer (PHY) procedures to support the exchange of real-time voice, data information streams, and ad hoc networking between devices. 3.8 beacon train: A pattern of reserved slots within a basic or adapted piconet physical channel. Transmissions starting in these slots are used to resynchronize parked devices. 3.9 Bluetooth device address (BD_ADDR): The address used to identify a device conforming to this standard. 3.10 Bluetooth wireless technology: The general term used to describe the technolgy orginally developed by the Bluetooth Special Interest Group (SIG). It defines a wireless communication link, operating in the unlicensed industrial, scientific, and medical (ISM) band at 2.4 GHz using a frequency hopping transceiver. The link protocol is based on time slots. 3.11 bond: A relation between two devices defined by creating, exchanging, and storing a common link key. The bond is created through the bonding or Link Manager Protocol (LMP) pairing procedures. 3.12 channel: Either a physical channel or an Logical Link Control and Adaptation Protocol (L2CAP) channel, depending on the context. 3.13 connect (to service): The establishment of a connection to a service. If not already done, this also includes establishment of a physical link, logical transport, logical link, and Logical Link Control and Adaptation Protocol (L2CAP) channel. 3.14 connectable device: A device in range that periodically listens on its page scan physical channel and will respond to a page on that channel. 7



The numbers in brackets correspond to the numbers of the bibliography in Annex A.
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3.15 connected devices: Two devices in the same piconet and with a physical link between them. 3.16 connecting: A phase in the communication between devices when a connection between them is being established. (Connecting phase follows after the link establishment phase is completed.) 3.17 connection: A connection between two peer applications or higher layer protocols mapped onto a Logical Link Control and Adaptation Protocol (L2CAP) channel. 3.18 connection establishment: A procedure for creating a connection mapped onto a channel. 3.19 controller: A subsystem containing the physical layer (PHY), baseband (BB), resource controller, link manager (LM), device manager, and a host controller interface (HCI) conforming to this standard. 3.20 coverage area: The area where two devices can exchange messages with acceptable quality and performance. 3.21 creation of a secure connection: A procedure of establishing a connection, including authentication and encryption. 3.22 creation of a trusted relationship: A procedure where the remote device is marked as a trusted device. This includes storing a common link key for future authentication and pairing (if the link key is not available). 3.23 device: A device that is capable of short-range wireless communications using this standard. 3.24 device address: A 48-bit address used to identify each device. 3.25 device discovery: A procedure for retrieving the device address, clock, class-of-device field, and used page scan mode from discoverable devices. 3.26 discoverable device: A device in range that periodically listens on an inquiry scan physical channel and will respond to an inquiry on that channel. Discoverable devices are normally also connectable. 3.27 estimated clock (CLKE): Estimate of another device’s clock. CLKE may be a slave’s estimate of a master’s clock, a paging devices’s estimate of the paged device’s clock, or other such use. 3.28 host: A computing device, peripheral, cellular telephone, access point to public switched telephone network (PSTN) or local area network (LAN), etc. A host attached to a controller may communicate with other hosts attached to their controllers as well. 3.29 host controller interface (HCI): A command interface to the baseband (BB) controller and link manager (LM) that provides access to hardware status and control registers and provides a uniform method of accessing the BB capabilities. 3.30 idle: Description of a device, as seen from a remote device, when no link is established between the devices. 3.31 inquiring device: A device that is carrying out the inquiry procedure. 3.32 inquiry: A procedure where a device transmits inquiry messages and listens for responses in order to discover the other devices that are within the coverage area. 3.33 inquiry scan: A procedure where a device listens for inquiry messages received on its inquiry scan physical channel.
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3.34 isochronous data: Information in a stream where each information entity in the stream is bound by a time relationship to previous and successive entities. 3.35 known device: A device for which at least the Bluetooth device address (BD_ADDR) is stored. 3.36 link: Shorthand for a logical link. 3.37 link establishment: A procedure for establishing the default ACL link and hierarchy of links and channels between devices. 3.38 link key: A secret key that is known by two devices and is used in order to authenticate each device to the other. 3.39 LMP authentication: A procedure on the Link Manager Protocol (LMP) level for verifying the identity of a remote device. The procedure is based on a challenge-response mechanism using a random number, a secret key, and the Bluetooth device address (BD_ADDR) of the noninitiating device. The secret key used can be a previously exchanged link key. 3.40 LMP pairing: A procedure that authenticates two devices, based on a personal identification number (PIN), and subsequently creates a common link key that can be used as a basis for a trusted relationship or a (single) secure connection. The procedure consists of the following steps: creation of an initialization key (based on a random number and a PIN), creation and exchange of a common link key, and Link Manager Protocol (LMP) authentication based on the common link key. 3.41 logical channel: Identical to a Logical Link Control and Adaptation Protocol (L2CAP) channel, but deprecated due to inconsistent usage in IEEE Std 802.15.1-2002. 3.42 logical link: The lowest architectural level used to offer independent data transport services to clients of the system. 3.43 logical transport: Used to represent commonality between different logical links due to shared acknowledgment protocol and link identifiers. 3.44 L2CAP channel: A logical connection on the Logical Link Control and Adaptation Protocol (L2CAP) level between two devices serving a single application or higher layer protocol. 3.45 L2CAP channel establishment: A procedure for establishing a logical connection on the Logical Link Control and Adaptation Protocol (L2CAP) level. 3.46 master clock (CLK): Native clock of the piconet’s master. 3.47 mode: A set of directives that defines how a device will respond to certain events. 3.48 name discovery: A procedure for retrieving the user-friendly name (the device name) of a connectable device. 3.49 native clock (CLKN): A 28-bit clock internal to a controller subsystem that ticks every 312.5 µs. The value of this clock defines the slot numbering and timing in the various physical channels. 3.50 packet: Format of aggregated bits that are transmitted on a physical channel. 3.51 page: The initial phase of the connection procedure where a device transmits a train of page messages until a response is received from the target device or a timeout occurs.
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3.52 page scan: A procedure where a device listens for page messages received on its page scan physical channel. 3.53 paging device: A device that is carrying out the page procedure. 3.54 paired device: A device with which a link key has been exchanged (either before connection establishment was requested or during connecting phase). 3.55 parked device: A device operating in a basic mode piconet that is synchronized to the master, but has given up its default ACL logical transport. 3.56 parked slave broadcast (PSB): The logical transport that is used for communications from the master to parked slave devices. These communications may also be received by active devices. 3.57 participant in multiple piconets: A device that is concurrently a member of more than one piconet. It achieves this status using time division multiplexing (TDM) to interleave its activity on each piconet physical channel. 3.58 personal identification number (PIN): A user-friendly number that can be used to authenticate connections to a device before pairing has taken place. 3.59 physical channel: A channel characterized by synchronized occupancy of a sequence of radio frequency (RF) carriers by one or more devices. A number of physical channel types exist with characteristics defined for their different purposes. 3.60 physical link: A connection on the baseband (BB) level between two devices established using paging. 3.61 piconet: A collection of devices occupying a shared physical channel where one of the devices is the piconet master and the remaining devices are connected to it. 3.62 piconet physical channel: A channel that is divided into time slots in which each slot is related to a radio frequency (RF) hop frequency. Consecutive hops normally correspond to different RF hop frequencies and occur at a standard hop rate of 1600 hop/s. These consecutive hops follow a pseudo-random hopping sequence, hopping through a 79-RF channel set, or optionally fewer channels when adaptive frequency hopping (AFH) is in used. 3.63 piconet master: The device in a piconet whose clock and device address are used to define the piconet physical channel characteristics. 3.64 piconet slave: Any device in a piconet that is not the piconet master, but is connected to the piconet master, and that controls piconet timing and access by its transmissions to slaves. 3.65 prepaired device: A device with which a link key was exchanged and stored before link establishment. 3.66 scatternet: Two or more piconets that include one or more devices participating in more than one piconet. 3.67 service discovery (SD): Procedures for querying and browsing for services offered by or through another device. 3.68 service layer protocol: A protocol that uses a Logical Link Control and Adaptation Protocol (L2CAP) channel for transporting protocol data units (PDUs).



8



Copyright © 2005 IEEE. All rights reserved.



WIRELESS MAC AND PHY SPECIFICATIONS FOR WPANS



IEEE Std 802.15.1-2005



3.69 silent device: A device appears as silent to a remote device if it does not respond to inquiries made by the remote device. 3.70 trusted device: A paired device that is explicitly marked as trusted. 3.71 unknown device: A device for which no information (e.g., device address, link key) is stored. 3.72 unpaired device: A device for which there was no exchanged link key available before connection establishment was requested.
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4. Acronyms and abbreviations This clause contains two classes of acronyms and abbreviations. The first class is based on this and other standards and is the type usually found in IEEE standards. The second class refers to acronyms and abbreviations from the Bluetooth specification that are used by this standard. This second class is included in this standard as an aid to the reader.



4.1 Standard-based acronyms and abbreviations ACK



acknowledge



ACL



asynchronous connection-oriented [logical transport]



ACL-C



ACL control [logical link] (LMP)



ACL-U



ACL user [logical link] (L2CAP)



ACO



authenticated ciphering offset



AFH



adaptive frequency hopping



AHS



adapted hop sequence



AR_ADDR



access request address



ARQ



automatic repeat request



ARQN



acknowledgment indication



ASB



active slave broadcast [logical transport]



ASB-U



active slave broadcast user [logical link] (L2CAP)



BB



baseband



BCH



Bose, Chaudhuri, and Hocquenghem



BD_ADDR



device address



BER



bit error rate



BT



bandwidth time



CAC



channel access code



CID



channel identifier



CL



connectionless



CLK



master clock



CLKE



estimated clock



CLKN



native clock



CODEC



coder decoder



COF



ciphering offset



CQDDR



channel quality-driven data rate



CRC



cyclic redundancy check



CVSD



continuous variable slope delta [modulation]



DA



destination address [field]
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DAC



device access code



DCI



default check initialization



DH



data–high rate [packet]



DIAC



dedicated inquiry access code



DLL



data link layer



DM



data–medium rate [packet]



DUT



device under test



DV



data-voice [packet]



EN_RAND



encryption random number



ERP



ear reference point



eSCO



extended synchronous connection-oriented [logical transport]



eSCO-S



stream extended synchronous connection-oriented



EV



extended voice [packet]



ERTX



extended response timeout expired [timer]



FCS



frame check sequence



FEC



forward error correction



FHS



frequency hop synchronization



FHSS



frequency hopping spread spectrum



FIFO



first in first out



GAP



generic access profile



GFSK



Gaussian frequency shift keying



GIAC



general inquiry access code



HCI



host controller interface



HEC



header error check



HID



human interface device



HV



high-quality voice [packet]



IAC



inquiry access code



IN_RAND



initialization random number



IP



Internet Protocol



ISDN



integrated services digital network



ISM



industrial, scientific, and medical



L2CAP



Logical Link Control and Adaptation Protocol



LAP



lower address part



LC



link control [logical link]



LCID



local channel identifier



LCP



Link Control Protocol
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LFSR



linear feedback shift register



LIAC



limited inquiry access code



LLC



logical link control



LLID



logical link identifier



LM



link manager



LMP



Link Manager Protocol



LPO



low-power oscillator



LR



loudness rating



LSB



least significant bit



LT_ADDR



logical transport address



M



master or mandatory



MAC



medium access control



MPS



maximum PDU payload size



MSB



most significant bit



MSC



message sequence chart



MSDU



MAC service data unit



MTU



maximum transmission unit



NAK



negative acknowledge



NAP



nonsignificant address part



NOP



no operation



O



optional



OBEX



Object Exchange Protocol



OCF



opcode command field



OGF



opcode group field



PCM



pulse code modulation



PDU



protocol data unit



PGA



programmable gain amplifier



PHT



pseudo-Hadamard transform



PIN



personal identification number



PM_ADDR



parked member address



PN



pseudo-random noise



POS



personal operating space



ppm



parts per million



PRBS



pseudo-random bit sequence



PSB



parked slave broadcast [logical transport]



PSB-C



parked slave broadcast control [logical link] (LMP)
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PSB-U



parked slave broadcast user [logical link] (L2CAP)



PSM



protocol/service multiplexer



PSTN



public switched telephone network



QoS



quality of service



RAND



random number



RF



radio frequency



RFCMode



retransmission and flow control mode



RFCOMM



Serial Cable Emulation Protocol based on ETSI TS 07.10



RLR



receive loudness rating



RSSI



received signal strength indication



RX



receive



RTX



response timeout expired [timer]



S



slave



SA



source address [field]



SAP



service access point



SAR



segmentation and reassembly



SCO



synchronous connection-oriented [logical transport]



SCO-S



stream synchronous connection-oriented (unframed)



SD



service discovery



SDAP



service discovery applicaiton profile



SDP



Service Discovery Protocol



SDU



service data unit



SEQN



sequence number



SLR



send loudness rating



SRES



signed response



TCS



Telephony Control Protocol specification



TDD



time-division duplex



TDM



time-division multiplexing



TX



transmit



UAP



upper address part



u_int



unsigned integer



USB



universal serial bus



4.2 Bluetooth specification names References to upper layer Bluetooth protocols use the abbreviations in Table 1.
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Table 1—Abbreviations of the Bluetooth specification names Name



Reference



Placement in Bluetooth specification



A2DP



Advanced Audio Distribution Profile Specification



vol 10 part C



AVCTP



A/V Control Transport Protocol Specification



vol 10 part F



AVDTP



A/V Distribution Transport Profile Specification



vol 10 part A



AVRCP



A/V Remote Control Profile Specification



vol 10 part G



BB



Baseband Specification



vol 2 part B



BIP



Basic Imaging Profile



vol 8 part E



BNEP



Bluetooth Network Encapsulation Protocol Specification



vol 6 part A



BPP



Basic Printing Profile Specification



vol 8 part F



CIP



Common Integrated Services Digital Network (ISDN) Access Profile Specification



vol 12 part A



CTP



Cordless Telephony Profile Specification



vol 9 part B



DUN



Dial-Up Networking Profile Specification



vol 7 part C



ESDP / UPNP



Extended Service Discovery Profile



vol 6 part D



FAX



Fax Profile Specification



vol 7 part D



FTP



File Transfer Profile Specification



vol 8 part C



GAP



Generic Access Profile Specification



vol 3 part C



GAVDP



Generic A/V Distribution Profile Specification



vol 10 part B



GOEP



Generic Object Exchange Profile Specification



vol 8 part A



HCI (1)



Host Controller Interface Functional Specification



vol 2 part E



HCI (2)



Host Controller Interface Transport Layers Specification



vol 4 part A-C



HCRP



Hardcopy Cable Replacement Profile Specification



vol 11 part B



HFP



Hands-Free Profile Specification



vol 7 part E



HID



Human Interface Device Profile Specification



vol 11 part A



HSP



Headset Profile Specification



vol 7 part F



ICP



Intercom Profile Specification



vol 9 part C



L2CAP



Logical Link Control and Adaptation Protocol Specification



vol 3 part A



LAP



LAN Access Profile Specification



deprecated



LMP



Link Manager Protocol Specification



vol 2 part C



MSC



Message Sequence Charts



vol 2 part F



OPP



Object Push Profile Specification



vol 8 part B



PAN



Personal Area Networking Profile Specification



vol 6 part B



RF



Radio Specification



vol 2 part A
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Table 1—Abbreviations of the Bluetooth specification names (continued) Name



Placement in Bluetooth specification



Reference



RFCOMM



Serial Cable Emulation Protocol based on ETSI TS 07.10



vol 7 part A



SAP



SIM Access Profile Specification



vol 12 part C



SDAP



Service Discovery Application Profile Specification



vol 5 part B



SDP (1)



Service Discovery Protocol Specification (server)



vol 3 part B



SDP (2)



Service Discovery Protocol Specification (client)



vol 5 part A



SPP



Serial Port Profile Specification



vol 7 part B



Synch



Synchronization Profile Specification



vol 8 part D



TCI



Test Control Interface



vol 3 part D, section 2



TCP



Telephony Control Protocol Specification



vol 9 part A



UDI



Unrestricted Digital Information Profile Specification



vol 12 part B
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5. General description 5.1 New features Several new features are introduced in IEEE Std 802.15.1-2005. The major areas of improvement are as follows: — — — — — — —



Architectual overview Faster connection Adaptive frequency hopping (AFH) Extended SCO links Enhanced error detection and flow control Enhanced synchronization capability Enhanced flow specification



These feature descriptions are incorporated into the text within this standard.



5.2 Changes in wording Two general classes of changes to the wording of IEEE Std 802.15.1-2002 have been done in IEEE Std 802.15.1-2005. They are a conformance to the formalization of the language by using conventions established by the IEEE and a regularization of Bluetooth wireless technology-specific terms. 5.2.1 IEEE language update Many portions of IEEE Std 802.15.1-2002 used imprecise or inaccurate terms to describe attributes of the protocol. This standard now conforms to the correct usage of the key verbs that describe requirements. Table 2 is a summary of the verbs whose usage was regularized based on the “IEEE Style Guide” [B8]. Table 2—IEEE nomenclature shall



is required to – used to define requirements



must



is a natural consequence of – used only to describe unavoidable situations



will



it is true that – used only in statements of fact



should



is recommended that – used to indicate that among several possibilities one is recommended as particularly suitable, but not required



may



is permitted to – used to allow options



can



is able to – used to relate statements in a causal fashion



is



is defined as – used to further explain elements that are previously required or allowed



note







5.2.2 Nomenclature changes The nomenclature used to describe the protocol has also been changed in IEEE Std 802.15.1-2005. Several terms were used more than once, for different concepts in IEEE Std 802.15.1-2002. The text has been updated to regularize this standard-specific usage. The nomenclature is introduced together with the new features in the new architecture subclause (see 6.2).
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5.3 Structure changes This standard has been significantly restructured for better consistency and readability. The most important structure changes have been performed in BB, Link Manager Protocol (LMP), host controller interface (HCI), and L2CAP. The text in these clauses have been rearranged to provide the following: — — —



Presentation of the information in a more logical progression Removal of redundant text and requirements Consolidation of BB-related requirements (e.g., moving the BB timers and audio subclauses into Clause 8 about the BB)



5.4 Deprecated features As this standard and the Bluetooth specification continue to evolve, some features, protocols, and profiles are replaced with new ways of performing the same function. Often these changes reflect the evolution of the communications industry. Some of the changes merely reflect an evolved understanding of the WPAN environment itself. The functions no longer recommended are being deprecated. The term deprecation does not mean that these functions are no longer allowed, but that they are no longer recommended as the best way of performing a given function. Features deprecated in IEEE Std 802.15.1-2005 are as follows: — — —
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The use of unit keys for security Optional paging schemes The 23-channel hopping sequence
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6. Architecture This standard is a formalization of Bluetooth wireless technology, a short-range communications system intended to replace the cable(s) connecting portable and/or fixed electronic devices. Key features are robustness, low power, and low cost. Many features of the core specification are optional, allowing product differentiation. The term core system is used in this clause to denote the combination of a radio frequency (RF) transceiver, BB, and protocol stack. The system offers services that enable the connection of devices and the exchange of a variety of classes of data between these devices. This clause of this standard provides an overview of the system architecture, communication topologies, and data transport features. This clause is informative.



6.1 General description The RF (PHY) operates in the unlicensed ISM band at 2.4 GHz. The system employs a frequency hop transceiver to combat interference and fading and provides many frequency hopping spread spectrum (FHSS) carriers. RF operation uses a shaped, binary frequency modulation to minimize transceiver complexity. The symbol rate is 1 Msymbol/s supporting the bit rate of 1 Mb/s. During typical operation, a physical radio channel is shared by a group of devices that are synchronized to a common clock and frequency hopping pattern. One device provides the synchronization reference and is known as the master. All other devices are known as slaves. A group of devices synchronized in this fashion form a piconet. This is the fundamental form of communication in the technology. Devices in a piconet use a specific frequency hopping pattern, which is algorithmically determined by fields in the device address and the clock of the master. The basic hopping pattern is a pseudo-random ordering of the 79 frequencies in the ISM band. The hopping pattern may be adapted to exclude a portion of the frequencies that are used by interfering devices. The adaptive hopping technique improves coexistence with static (nonhopping) ISM systems when these are collocated and implements some of the recommendations of IEEE Std 802.15.2-2003. The physical channel is subdivided into time units known as slots. Data are transmitted between devices in packets, which are positioned in these slots. When circumstances permit, a number of consecutive slots may be allocated to a single packet. Frequency hopping takes place between the transmission or the reception of packets. This standard provides the effect of full duplex transmission through the use of a time-division duplex (TDD) scheme. Above the physical channel, there is a layering of links and channels and associated control protocols. The hierarchy of channels and links from the physical channel upwards is physical channel, physical link, logical transport, logical link, and L2CAP channel. These are discussed in more detail in 6.4.4 through 6.5, but are introduced here to aid the understanding of the remainder of this clause. Within a physical channel, a physical link is formed between any two devices that transmit packets in either direction between them. In a piconet physical channel, there are restrictions on which devices may form a physical link. There is a physical link between each slave and the master. Physical links are not formed directly between the slaves in a piconet. The physical link is used as a transport for one or more logical links that support unicast synchronous, asynchronous and isochronous traffic, and broadcast traffic. Traffic on logical links is multiplexed onto the physical link by occupying slots assigned by a scheduling function in the resource manager.
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A control protocol for the BB layer and PHY is carried over logical links in addition to user data. This is the LMP. Devices that are active in a piconet have a default asynchronous connection-oriented (ACL) logical transport that is used to transport the LMP signalling. For historical reasons, this is referred to as the ACL logical transport. The default ACL logical transport is the one that is created whenever a device joins a piconet. Additional logical transports may be created to transport synchronous data streams when this is required. The LM function uses LMP to control the operation of devices in the piconet and provide services to manage the lower architectural levels (i.e., PHY and BB). The LMP is carried only on the default ACL logical transport and the default broadcast logical transport. Above the BB, L2CAP provides a channel-based abstraction to applications and services. It carries out segmentation and reassembly (SAR) of application data and multiplexing and demultiplexing of multiple channels over a shared logical link. L2CAP has a protocol control channel that is carried over the default ACL logical transport. Application data submitted to the L2CAP may be carried on any logical link that supports the L2CAP.



6.2 Core system architecture The core system covers the four lowest segments and associated protocols defined by this standard, and the overall profile requirements are specified in the generic access profile (GAP) (see Annex B). A complete application generally requires a number of additional service and higher layer protocols that are defined in the Bluetooth specification and are not described in this standard. The core system architecture is shown in Figure 1. Core system architecture shows the four lowest layers, each with its associated communication protocol. The lowest three layers are sometimes grouped into a subsystem (known as the controller). This is a common implementation involving a standard physical communications interface (i.e., the host controller interface or HCI) and remainder of the system. This includes the L2CAP, service, and higher layers (known as the host). Although this interface is optional, the architecture is designed to allow for its existence and characteristics. This standard enables interoperability between independent systems by defining the protocol messages exchanged between equivalent layers and also interoperability between independent subsystems by defining a common interface between controllers and hosts. A number of functional blocks are shown in Figure 1 and the path of services and data between these. The functional blocks shown in the diagram are informative; in general, this standard does not define the details of implementations except where this is required for interoperability. Thus the functional blocks in Figure 1 are shown in order to aid description of the system behavior. An implementation may be different from the system shown in Figure 1. Standard interactions are defined for all interdevice operation, where devices exchange protocol signalling according to this standard. The core system protocols are the Radio Frequency (RF) Protocol, Link Control Protocol (LCP), LMP, and L2CAP, all of which are fully defined in subsequent parts of this standard. The core system offers services through a number of service access points (SAPs) that are shown in Figure 1 as ellipses. These services consist of the basic primitives that control the core system. The services can be split into three types: — — —



Device control services that modify the behavior and modes of a device Transport control services that create, modify, and release traffic bearers (channels and links) Data services that are used to submit data for transmission over traffic bearers



It is common to consider the first two as belonging to the C-plane and the last as belonging to the U-plane.
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Figure 1—Core system architecture A service interface to the controller subsystem is defined so that the controller may be considered a standard part. In this configuration, the controller operates the lowest three layers, and L2CAP is contained with the rest of the application in a host system. This standard interface is called the host controller interface (HCI), and its SAPs are represented by the ellipses on the upper edge of the controller subsystem in Figure 1. Implementation of this standard service interface is optional. As the architecture is defined with the possibility of separate host and controller communicating through an HCI, a number of general assumptions are made. The controller is assumed to have limited data buffering capabilities in comparison with the host. Therefore, L2CAP is expected to carry out some simple resource management when submitting L2CAP protocol data units (PDUs) to the controller for transport to a peer device. This includes segmentation of L2CAP service data units (SDUs) into more manageable PDUs and then the fragmentation of PDUs into start and continuation packets of a size suitable for the controller buffers, and management of the use of controller buffers to ensure availability for channels with quality of service (QoS) commitments. The BB protocol provides the basic ARQ Protocol. The L2CAP can optionally provide a further error detection and retransmission to the L2CAP PDUs. This feature is recommended for applications with requirements for a low probability of undetected errors in the user data. A further optional feature of L2CAP is a window-based flow control that can be used to manage buffer allocation in the receiving device. Both of these optional features augment the QoS performance in certain scenarios.
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6.3 Core architectural blocks This subclause describes the function and responsibility of each of the blocks shown in Figure 1, which describes a possible implementation architecture. An implementation is not required to follow the architecture described in this clause. 6.3.1 Channel manager The channel manager is responsible for creating, managing, and destroying L2CAP channels for the transport of service protocols and application data streams. The channel manager uses the L2CAP to interact with a channel manager on a remote (peer) device to create these L2CAP channels and connect their endpoints to the appropriate entities. The channel manager interacts with its local LM to create new logical links (if necessary) and to configure these links to provide the required QoS for the type of data being transported. 6.3.2 L2CAP resource manager The L2CAP resource manager block is responsible for managing the ordering of submission of PDU fragments to the BB and some relative scheduling between channels to ensure that L2CAP channels with QoS commitments are not denied access to the physical channel due to controller resource exhaustion. This is required because the architectural model does not assume that the controller has limitless buffering or that the HCI is a pipe of infinite bandwidth. L2CAP resource managers may also carry out traffic conformance policing to ensure that applications are submitting L2CAP SDUs within the bounds of their negotiated QoS settings. The general data transport model assumes well-behaved applications and does not define how an implementation is expected to deal with this problem. 6.3.3 Device manager The device manager is the functional block in the BB that controls the general behavior of the device. It is responsible for all operation of the system that is not directly related to data transport. This includes functions such as inquiring for the presence of other nearby devices, connecting to other devices, or making the device discoverable or connectable by other devices. The device manager requests access to the transport medium from the BB resource controller in order to carry out its functions. The device manager also controls local device behavior implied by a number of the HCI commands, such as managing the device’s local name, any stored link keys, and other functionality. 6.3.4 Link manager (LM) The LM is responsible for the creation, modification, and release of logical links (and, if required, their associated logical transports) as well as the update of parameters related to physical links between devices. The LM achieves this by communicating with the LM in remote devices using the LMP. LMP allows the creation of new logical links and logical transports between devices when required as well as the general control of link and transport attributes such as the enabling of encryption on the logical transport, the adapting of transmit power on the physical link, or the adjustment of QoS settings for a logical link. 6.3.5 BB resource manager The BB resource manager is responsible for all access to the PHY. It has two main functions. At its heart is a scheduler that grants time on the physical channels to all of the entities that have negotiated an access
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contract. The other main function is to negotiate access contracts with these entities. An access contract is effectively a commitment to deliver a certain QoS that is required in order to provide a user application with an expected performance. The access contract and scheduling function must take account of any behavior that requires use of the radio, e.g., the normal exchange of data between connected devices over logical links, the logical transports, the carrying out of inquiries, the making of connections, the state of being discoverable or connectable, or the taking of readings from unused carriers during the use of AFH mode. In some cases, the scheduling of a logical link results in changing to a different physical channel from the one that was previously used. This may be, for example, due to involvement in scatternet, a periodic inquiry function, or page scanning. When the physical channels are not time-slot-aligned, then the resource manager also accounts for the realignment time between slots on the original physical channel and slots on the new physical channel. In some cases, the slots will be naturally aligned due to the same device clock being used as a reference for both physical channels. 6.3.6 Link controller The link controller is responsible for the encoding and decoding of packets from the data payload and parameters related to the physical channel, logical transport, and logical link. The link controller carries out the LCP signalling (in close conjunction with the scheduling function of the resource manager), which is used to communicate flow control and acknowledgment and retransmission request signals. The interpretation of these signals is a characteristic of the logical transport associated with the BB packet. Interpretation and control of the link control signalling is normally associated with the resource manager’s scheduler. 6.3.7 Radio frequency (RF) The RF block is responsible for transmitting and receiving packets of information on the physical channel. A control path between the BB and the RF block allows the BB block to control the timing and frequency carrier of the RF block. The RF block transforms a stream of data to and from the physical channel and the BB into required formats.



6.4 Data transport architecture The data transport system follows a layered architecture. This explanation of the system describes the core transport layers up to and including L2CAP channels. All operational modes follow the same generic transport architecture, which is shown in Figure 2. For efficiency and legacy reasons, the transport architecture includes a subdivision of the logical layer, distinguishing between logical links and logical transports. This subdivision provides a general (and commonly understood) concept of a logical link that provides an independent transport between two or more devices. The logical transport sublayer is required to describe the interdependence between some of the logical link types, mainly for reasons of legacy behavior. IEEE Std 802.15.1-2002 described the ACL and SCO links as physical links. With the addition of extended SCO (eSCO) and for future expansion, it is better to consider these as logical transport types, which more accurately encapsulates their purpose. However, they are not as independent as might be desired, due to the shared use of the logical transport address (LT_ADDR) between SCO and ACL. Hence, the architecture is incapable of representing these logical transports with a single transport layer. The additional logical transport layer goes some way toward describing this behavior.
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Figure 2—Generic data transport architecture 6.4.1 Core traffic bearers The core system provides a number of standard traffic bearers for the transport of service protocol and application data. These are shown in Figure 3. For ease of representation, this is shown with higher layers to the left and lower layers to the right. The core traffic bearers that are available to applications are shown in Figure 3 as the shaded rounded rectangles. The architectural layers that are defined to provide these services are described in 6.2. A number of data traffic types are shown on the left of the figure as linked to the traffic bearers that are typically suitable for transporting that type of data traffic. The logical links are identified using the names of the associated logical transport and a suffix that indicates the type of data that is transported. The letter “C” indicates control links carrying LMP messages. The letter U indicates L2CAP links carrying user data (L2CAP PDUs). The letter S indicates stream links carrying unformatted synchronous or isochronous data. It is common for the suffix to be removed from the logical link without introducing ambiguity; thus, a reference to the default ACL logical transport can be resolved to mean the ACL-C logical link in cases where the LMP is being discussed or the ACL-U logical link when the L2CAP is being discussed. The mapping of application traffic types to core traffic bearers in Figure 3 is based on matching the traffic characteristics with the bearer characteristics. It is recommended to use these mappings as they provide the most natural and efficient method of transporting the data with its given characteristics. However, an application—or an implementation of the core system—may choose to use a different traffic bearer or a different mapping to achieve a similar result. For example, in a piconet with only one slave, the master may choose to transport L2CAP broadcasts over the ACL-U logical link rather than over the active slave broadcast user (ASB-U) or parked slave broadcast user (PSB-U) logical links. This will probably be more efficient in terms of bandwidth if the physical channel quality is not degraded. Use of alternative transport paths to those in Figure 3 is acceptable only if the characteristics of the application traffic type are preserved. Figure 3 shows a number of application traffic types. These are used to classify the types of data that may be submitted to the core system. The original data traffic type may not be the same as the type that is submitted to the core system if an intervening process modifies it. For example, video data are generated at a constant rate, but an intermediate coding process may alter this to a variable rate, e.g., by MPEG4 encoding. For the purposes of the core system, only the characteristic of the submitted data is of interest.
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Figure 3—Traffic bearers 6.4.1.1 Framed data traffic The L2CAP services provide a frame-oriented transport for asynchronous and isochronous user data. The application submits data to this service in variable-sized frames—up to a negotiated maximum for the channel—and these frames are delivered in the same form to the corresponding application on the remote device. There is no requirement for the application to insert additional framing information into the data, although it may do so if this is required. Such framing is invisible to the core system. Connection-oriented L2CAP channels may be created for transport of unicast (point-to-point) data between two devices. A connectionless L2CAP channel exists for broadcasting data. In the case of piconet topologies, the master device is always the source of broadcast data, and the slave device(s) are the recipients. Traffic on the broadcast L2CAP channel is unidirectional. Unicast L2CAP channels may be unidirectional or bidirectional. L2CAP channels have an associated QoS setting that defines constraints on the delivery of the frames of data. These QoS settings may be used to indicate, for example, that the data are isochronous and, therefore, have a limited lifetime after which they become invalid, or that the data should be delivered within a given time period, or that the data are reliable and should be delivered without error, however long this takes. The L2CAP channel manager is responsible for arranging to transport the L2CAP channel data frames on an appropriate BB logical link, possibly multiplexing this onto the BB logical link with other L2CAP channels with similar characteristics. 6.4.1.2 Unframed data traffic If the application does not require delivery of data in frames, possibly because it includes in-stream framing or because the data are a pure stream, then it may avoid the use of L2CAP channels and make direct use of a BB logical link. Unframed streams use SCO logical transports.
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The core system supports the direct transport of application data that are isochronous and of a constant bit rate, using a stream SCO (SCO-S) or stream extended SCO (eSCO-S) logical link. These logical links reserve physical channel bandwidth and provide a constant rate transport locked to the piconet clock. Data are transported in fixed size packets at fixed intervals with both of these parameters negotiated during channel establishment. eSCO links provide a greater choice of bit rates and also provide greater reliability by using limited retransmission in case of error. SCO and eSCO logical transports do not support multiplexed logical links or any further layering within the core. An application may choose to layer a number of streams within the submitted SCO/eSCO stream, provided that the submitted stream is, or has the appearance of being, a constant rate stream. The application chooses the most appropriate type of logical link from those available at the BB, creates and configures it to transport the data stream, and releases it when completed. The application will normally also use a framed L2CAP unicast channel to transport its C-plane information to the peer application on the remote device. If the application data are of a variable rate (asynchronous), then they may be carried only by an L2CAP channel and hence will be treated as framed data. 6.4.1.3 Reliability of traffic bearers This standard defines a wireless communications system. In high RF-noise environments, RF systems are inherently unreliable. To counteract this, the system provides levels of protection at each layer. The BB packet header uses forward error correction (FEC) coding to allow error correction by the receiver and a header error check (HEC) to detect errors remaining after correction. Certain BB packet types include FEC for the payload. Furthermore, some BB packet types include a cyclic redundancy check (CRC). On ACL logical transports, the results of the error detection algorithm are used to drive a simple ARQ Protocol. This provides an enhanced reliability by retransmitting packets that do not pass the receiver’s error checking algorithm. It is possible to modify this scheme to support latency-sensitive packets by discarding an unsuccessfully transmitted packet at the transmitter if the packet’s useful life has expired. eSCO links use a modified version of this scheme to improve reliability by allowing a limited number of retransmissions. The resulting reliability gained by this ARQ scheme is only as dependable as the ability of the HEC and CRC codes to detect errors. In most cases, this is sufficient; however, it has been shown that, for the longer packet types, the probability of an undetected error is too high to support typical applications, especially those with a large amount of data being transferred. The L2CAP provides an additional level of error control that is designed to detect the occasional undetected errors in the BB protocol and request retransmission of the affected data. This provides the level of reliability required by typical IEEE 802.15.1-2005 applications. Broadcast links have no feedback route and are unable to use the ARQ scheme, although the receiver is still able to detect errors in received packets. Instead, each packet is transmitted several times in the hope that the receiver is able to receive at least one of the copies successfully. Despite this approach there are still no guarantees of successful receipt; therefore, these links are considered unreliable. In summary, if a link or channel is characterized as reliable, this means that the receiver is capable of detecting errors in received packets and requesting retransmission until the errors are removed. Due to the error detection system used, some residual (undetected) errors may still remain in the received data. For L2CAP channels, the level of these is comparable to other communication systems, although for logical links the residual error level is somewhat higher. The transmitter may remove packets from the transmit queue so that the receiver does not receive all the packets in the sequence. If this happens, detection of the missing packets is delegated to the L2CAP.
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On an unreliable link, the receiver is capable of detecting errors in received packets, but cannot request retransmission. The packets passed on by the receiver may be without error, but there is no guarantee that all packets in the sequence are received. Hence, the link is considered fundamentally unreliable. There are limited uses for such links, and these uses are normally dependent on the continuous repetition of data from the higher layers while it is valid. Stream links have a reliability characteristic somewhere between a reliable and an unreliable link, depending on the current operating conditions. 6.4.2 Transport architecture entities The transport architecture entities are shown in Figure 4 and are described from the lowest layer upward in the subsequent subclauses.



Figure 4—Overview of transport architecture entities and hierarchy
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6.4.3 Generic packet structure The general packet structure nearly reflects the architectural layers found in this standard. The packet structure is designed for optimal use in normal operation. It is shown in Figure 5.



Figure 5—Packet structure Packets normally include only the fields that are necessary to represent the layers required by the transaction. Thus a simple inquiry request over an inquiry scan physical channel does not create or require a logical link or higher layer and, therefore, consists only of the channel access code (CAC) associated with the physical channel. General communication within a piconet uses packets that include all of the fields, as all of the architectural layers are used. All packets include the CAC. This is used to identify communications on a particular physical channel and to exclude or ignore packets on a different physical channel that happens to be using the same RF carrier in physical proximity. There is no direct field within the packet structure that represents or contains information relating to physical links. This information is implied in the LT_ADDR carried in the packet header. Most packets include a packet header. The packet header is always present in packets transmitted on physical channels that support physical links, logical transports, and logical links. The packet header carries the LT_ADDR, which is used by each receiving device to determine whether the packet is addressed to the device and is used to route the packet internally. The packet header also carries part of the LCP that is operated per logical transport (except for SCO logical transports, which are not affected by the LCP bits in the packet header). The payload header is present in all packets on logical transports that support multiple logical links. The payload header includes a logical link identifier (LLID) field used for routing the payload and a field indicating the length of the payload. Some packet types also include a CRC after the packet payload that is used to detect most errors in received packets. The packet payload is used to transport the user data. The interpretation of these data is dependent on the logical transport and LLIDs. For ACL logical transports, LMP messages and L2CAP signals are transported in the packet payload, along with general user data from applications. For SCO and eSCO logical transports, the payload contains the user data for the logical link.
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6.4.4 Physical channels The lowest architectural layer in the system is the physical channel. A number of types of physical channel are defined. All physical channels are characterized by an RF combined with temporal parameters and restricted by spatial considerations. All physical channel frequency hopping changes frequency periodically (frequency hop) to reduce the effects of interference and for regulatory reasons. Two devices use a shared physical channel for communication. To achieve this, their transceivers need to be tuned to the same RF at the same time, and they need to be within a nominal range of each other. Given that the number of RF carriers is limited and that many devices may be operating independently within the same spatial and temporal area, there is a strong likelihood of two independent devices having their transceivers tuned to the same RF carrier, resulting in a physical channel collision. To mitigate the unwanted effects of this collision, each transmission on a physical channel starts with an access code that is used as a correlation code by devices tuned to the physical channel. This CAC is a property of the physical channel. The access code is always present at the start of every transmitted packet. Four physical channels are defined. Each is optimized and used for a different purpose. Two of these physical channels (i.e., the basic and adapted piconet physical channels) are used for communication between connected devices and are associated with a specific piconet. The remaining physical channels are used for discovering devices (i.e., the inquiry scan physical channel) and for connecting devices (i.e., the page scan physical channel). A device can use only one of these physical channels at any given time. In order to support multiple concurrent operations, the device uses time-division multiplexing (TDM) between the channels. In this way, a device can appear to operate simultaneously in several piconets as well as being discoverable and connectable. Whenever a device is synchronized to the timing, frequency, and access code of a physical channel, it is said to be connected to this channel (whether or not it is actively involved in communications over the channel). This standard assumes that a device is capable of connecting to only one physical channel at any time. Advanced devices may be capable of connecting simultaneously to more than one physical channel, but this standard does not assume that this is possible. 6.4.4.1 Basic piconet physical channel The basic piconet physical channel is used for communication between connected devices. The basic piconet physical channel is characterized by a pseudo-random sequence hopping through the RF channels. The hopping sequence is unique for the piconet and is determined by the device address of the master. The phase in the hopping sequence is determined by the native clock (CLKN) of the master. All devices participating in the piconet are time- and hop-synchronized to the channel. The channel is divided into time slots where each slot corresponds to an RF hop frequency. Consecutive hops correspond to different RF hop frequencies. The time slots are numbered according to the CLKN of the piconet master. Packets are transmitted by devices participating in the piconet aligned to start at a slot boundary. Each packet starts with the channel’s access code, which is derived from the device address of the piconet. On the basic piconet physical channel, the master controls access to the channel. The master starts its transmission in even-numbered time slots only. Packets transmitted by the master are aligned with the slot start and define the piconet timing. Packets transmitted by the master may occupy up to five time slots depending on the packet type.
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Each master transmission is a packet carrying information on one of the logical transports. Slave devices may transmit on the physical channel in response. The characteristics of the response are defined by the logical transport that is addressed. For example, on the ACL logical transport, the addressed slave device responds by transmitting a packet containing information for the same logical transport that is nominally aligned with the next (odd-numbered) slot start. Such a packet may occupy up to five time slots, depending on the packet type. On a broadcast logical transport, no slaves are allowed to respond. A special characteristic of the basic piconet physical channel is the use of some reserved slots to transmit a beacon train. The beacon train is used only if the piconet physical channel has parked slaves connected to it. In this situation, the master transmits a packet in the reserved beacon train slots. (These packets are used by the slave to resynchronize to the piconet physical channel.) The master may transmit packets from any logical transport in these slots, providing there is a transmission starting in each of the slots. In the case where there is information from the parked slave broadcast (PSB) logical transport to be transmitted, then this is transmitted in the beacon train slots and may take priority over any other logical transport. A basic piconet physical channel may be shared by any number of devices, limited only by the resources available on the piconet master device. Only one device is the piconet master, all others being piconet slaves. All communication is between the master and slave devices. There is no direct communication between slave devices on the piconet physical channel. There is, however, a limitation on the number of logical transports that can be supported within a piconet. This means that there is a limit to the number of these devices that can be actively involved in exchanging data with the master. The basic piconet physical channel supports a number of physical links, logical transports, logical links, and L2CAP channels used for general purpose communications. 6.4.4.2 Adapted piconet physical channel The adapted piconet physical channel differs from the basic piconet physical channel in two ways. First, the frequencies on which the slaves transmit are the same as the preceding master transmit frequency. In other words, the frequency is not recomputed between master and subsequent slave packets. Second, the adapted type can be based on fewer than the full 79 frequencies. A number of frequencies may be excluded from the hopping pattern by being marked as “unused.” The remainder of the 79 frequencies are included. The two sequences are the same except that, whenever the basic pseudo-random hopping sequence would have selected an unused frequency, it is replaced with an alternative chosen from the used set. Because the adapted piconet physical channel uses the same timing and access code as the basic piconet physical channel, the two channels are often coincident. This provides a deliberate benefit as it allows slaves in either the basic or the adapted piconet physical channel to adjust their synchronization to the master. The topology and supported layers of the adapted piconet physical channels are identical to the basic piconet physical channel. 6.4.4.3 Inquiry scan physical channel In order for a device to be discovered, an inquiry scan physical channel is used. A discoverable device listens for inquiry requests on its inquiry scan physical channel and then sends responses to these requests. In order for a device to discover other devices, it iterates (hops) through all possible inquiry scan physical channel frequencies in a pseudo-random fashion, sending an inquiry request on each frequency and listening for any response.
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Inquiry scan physical channels follow a slower hopping pattern and use an access code to distinguish between occasional occupancy of the same RF by two collocated devices using different physical channels. The access code used on the inquiry scan physical channel is taken from a reserved set of inquiry access codes (IACs) that are shared by all devices. One access code is used for general inquiries, and a number of additional access codes are reserved for limited inquiries. Each device has access to a number of different inquiry scan physical channels. As all of these channels share an identical hopping pattern, a discoverable device may concurrently occupy more than one inquiry scan physical channel if it is capable of concurrently correlating more than one access code. A discoverable device using one of its inquiry scan physical channel remains passive until it receives an inquiry message on this channel from another device. This is identified by the appropriate IAC. The inquiry scanning device will then follow the inquiry response procedure to return a response to the inquiring device. In order for a device to discover other devices, it uses the inquiry scan physical channel of these devices to send inquiry requests. As it has no prior knowledge of the devices to discover, it cannot know the exact characteristics of the inquiry scan physical channel. The device takes advantage of the fact that inquiry scan physical channels have a reduced number of hop frequencies and a slower rate of hopping. The inquiring device transmits inquiry requests on each of the inquiry scan hop frequencies and listens for an inquiry response. This is done at a faster rate, allowing the inquiring device to cover all inquiry scan frequencies in a reasonably short time period. Inquiring and discoverable devices use a simple exchange of packets to fulfill the inquiring function. The topology formed during this transaction is a simple and transient point-to-point connection. During the exchange of packets between an inquiring and discoverable device, it may be considered that a temporary physical link exists between these devices. 6.4.4.4 Page scan physical channel A connectable device (i.e., one that is prepared to accept connections) does so using a page scan physical channel. A connectable device listens for page requests on its page scan physical channel and enters into a sequence of exchanges with this device. In order for a device to connect to another device, it iterates (hops) through all page scan physical channel frequencies in a pseudo-random fashion, sending a page request on each frequency and listening for any response. The page scan physical channel uses an access code derived from the scanning device’s device address to identify communications on the channel. The page scan physical channel uses a slower hopping rate than the hop rate of the basic and adapted piconet physical channels. The hop selection algorithm uses the native device clock of the scanning device as an input. A connectable device using its page scan physical channel remains passive until it receives a page request from another device. This is identified by the page scan CAC. The two devices will then follow the page procedure to form a connection. Following a successful conclusion of the page procedure, both devices switch to the basic piconet physical channel that is characterized by having the paging device as master. In order for a device to connect to another device, it uses the page scan physical channel of the target device to send page requests. If the paging device does not know the phase of the target device’s page scan physical channel, it, therefore, does not know the current hop frequency of the target device. The paging device transmits page requests on each of the page scan hop frequencies and listens for a page response. This is done at a faster hop rate, allowing the paging device to cover all page scan frequencies in a reasonably short time period.
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The paging device may have some knowledge of the target device’s CLKN (indicated during a previous inquiry transaction between the two devices or as a result of a previous involvement in a piconet with the device), in which case it is able to predict the phase of the target device’s page scan physical channel. It may use this information to optimize the synchronization of the paging and page scanning process and speed up the formation of the connection. Paging and connectable devices use a simple exchange of packets to fulfill the paging function. The topology formed during this transaction is a simple and transient point-to-point connection. During the exchange of packets between a paging and connectable device, a temporary physical link exists on the page scan physical channel between these devices. A physical link represents a BB connection between devices. A physical link is always associated with exactly one physical channel (although a physical channel may support more than one physical link). Within the system, a physical link is a virtual concept that has no direct representation within the structure of a transmitted packet. The Access Code Packet field, together with the clock and address of the master device are used to identify a physical channel. The physical link may be identified by association with the logical transport, as each logical transport is received only on one physical link. Some physical link types have properties that may be modified. An example of this is the transmit power for the link. Other physical link types have no such properties. In the case of physical links with modifiable properties, the LMP is used to adapt these properties. As the LMP is supported at a higher layer (by a logical link), the appropriate physical link is identified by implication from the logical link that transports the LM signalling. In the situation where a transmission is broadcasted over a number of different physical links, then the transmission parameters are selected to be suitable for all of the physical links. 6.4.5 Physical links 6.4.5.1 Links supported by basic and adapted piconet physical channels The basic and adapted piconet physical channels support a physical link that may be active or parked. The physical link is a point-to-point link between the master and a slave. It is always present when the slave is synchronized in the piconet. 6.4.5.1.1 Active physical link The physical link between a master and a slave device is active if a default ACL logical transport exists between the devices. Active physical links have no direct identification of their own, but are identified by association with the default ACL logical transport identity with which there is a one-to-one correspondence. An active physical link has the associated properties of radio transmit power in each direction. Transmissions from slave devices are always directed over the active physical link to the master and use the transmit power that is a property of this link in the slave-to-master direction. Transmissions from the master may be directed over a single, active physical link (to a specific slave) or over a number of physical links (to a group of slaves in the piconet). In the case of point-to-point transmissions, the master uses the appropriate transmit power for the physical link in question. (In the case of point-to-multipoint transmissions, the master uses a transmit power appropriate for the set of devices addressed.) Active physical links may be placed into HOLD or SNIFF mode. The effect of these modes is to modify the periods when the physical link is active and may carry traffic. Synchronous logical transports are not affected by these modes and continue according to their predefined scheduling behavior. The default ACL



32



Copyright © 2005 IEEE. All rights reserved.



WIRELESS MAC AND PHY SPECIFICATIONS FOR WPANS



IEEE Std 802.15.1-2005



logical transport and other links with undefined scheduling characteristics are subject to the mode of the active physical link. 6.4.5.1.2 Parked physical link The physical link between a master and a slave device is parked when the slave remains synchronized in the piconet, but has no default ACL logical transport. Such a slave is also said to be parked. A beacon train is used to provide regular synchronization to all parked slaves connected to the piconet physical channel. A PSB logical transport is used to allow communication of a subset of LMP signalling and broadcast L2CAP to parked slaves. The PSB logical transport is closely associated with the beacon train. A slave is parked (i.e., its active link is changed to a parked link) using the park procedure. The master is not allowed to park a slave that has any user-created logical transport supported by the physical link. These logical transports are first removed, and any L2CAP channels that are built on these logical transports are also removed. The broadcast logical transport and default ACL logical transports are not considered as user created and are not explicitly removed. When the active link is replaced with a parked link, the default ACL logical transport is implicitly removed. The supported logical links and L2CAP channels remain in existence, but become suspended. It is not possible to use these links and L2CAP channels to transport signalling or data while the active link is absent. A parked slave may become active using the unpark procedure. This procedure is requested by the slave at an access window and initiated by the master. Following the unpark procedure, the parked physical link is changed to an active physical link, and the default ACL logical transport is recreated. L2CAP channels that were suspended during the most recent park procedure are associated with the new default ACL logical transport and become active again. Parked links do not support radio power control, as there is no feedback path from parked slaves to the piconet master that can be used to signal received signal strength at the slave or for the master to measure received signal strength from the slave. Transmissions are carried out at nominal power on parked links. Parked links use the same physical channel as their associated active link. If a master manages a piconet that contains parked slaves using the basic piconet physical channel and also parked slaves using the adapted piconet physical channel, then it must create a PSB logical transport (and associated transport) for each of these physical channels. A parked slave may use the inactive periods of the PSB logical transport to save power, or it may carry out activities on other physical channels unrelated to the piconet within which it is parked. 6.4.5.2 Links supported by scanning physical channels In the case of the inquiry and page scan physical channels, the physical link exists for a relatively short time and cannot be controlled or modified in any way. These types of physical link are not further elaborated. 6.4.6 Logical links and logical transports A variety of logical links are available to support different application data transport requirements. Each logical link is associated with a logical transport, which has a number of characteristics. These characteristics include flow control, acknowledgment and repeat mechanisms, sequence numbering, and scheduling behavior. Logical transports are able to carry different types of logical links (depending on the type of the logical transport). In the case of some of the IEEE 802.15.1 logical links, these are multiplexed onto the same logical transport. Logical transports may be carried by active physical links on either the basic or the adapted piconet physical channel.
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Logical transport identification and real-time (link control) signalling are carried in the packet header, and for some logical links identification is carried in the payload header. Control signalling that does not require single slot response times is carried out using the LMP. Table 3 lists all of the logical transport types, the supported logical link types, the types of physical links and physical channels that can support them, and a brief description of the purpose of the logical transport. Table 3—Logical transport types Logical transport



Links supported



Supported by



Overview



Asynchronous connection-oriented (ACLa)



Control (LMP) ACL-C User (L2CAP) ACL-U



Active physical link, basic or adapted physical channel



Reliable or time-bounded, bidirectional, point-topoint.



Synchronous connection-oriented (SCO)



Stream (unframed) SCO-S



Active physical link, basic or adapted physical channel



Bidirectional, symmetric, point-to-point, audiovisual channels. Used for 64 kb/s constant rate data.



Extended synchronous connection-oriented (eSCO)



Stream (unframed) eSCO-S



Active physical link, basic or adapted physical channel



Bidirectional, symmetric or asymmetric, point-topoint, general regular data, limited retransmission. Used for constant rate data synchronized to the master’s CLKN.



Active slave broadcast (ASB)



User (L2CAP) ASB-U



Active physical link, basic or adapted physical channel



Unreliable, unidirectional broadcast to any devices synchronized with the physical channel. Used for broadcast L2CAP groups.



Parked slave broadcast (PSB)



Control (LMP) PSB-C User (L2CAP) PSB-U



Parked physical link, basic or adapted physical channel



Unreliable, unidirectional broadcast to all piconet devices. Used for LMP and L2CAP traffic to parked devices and for access requests from parked devices.



aIt is clear that the most obvious abbreviation for asynchronous connection-oriented logical transport is ACO. However,



this acronym has an alternative meaning in this standard. To avoid confusion between two possible meanings for ACO, the decision was made to retain the ACL abbreviation for the asynchronous connection-oriented logical transport.



The names given to the logical links and logical transports reflect some of the names used in IEEE Std 802.15.1-2002 in order to provide some degree of familiarity and continuation. However, these names do not reflect a consistent scheme, which is outlined later in this clause. The classification of each link type follows from a selection procedure within three categories: casting (see 6.4.6.1), scheduling and acknowledgment scheme (see 6.4.6.2), and class of data (see 6.4.6.3). 6.4.6.1 Casting The first category is that of casting. This may be either unicast or broadcast. There are no multicast links defined in this standard.
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Unicast links. Unicast links exist between exactly two endpoints. Traffic may be sent in either direction on unicast links. All unicast links are connection-oriented; a connection procedure takes place before the link may be used. In the case of the default ACL links, the connection procedure is an implicit step within the general paging procedure used to form ad hoc piconets. Broadcast links. Broadcast links exist between one source device and one or more receiver devices. Traffic is unidirectional; it is sent only from the source devices to the receiver devices. Broadcast links are connectionless; there is no procedure to create these links, and data may be sent over them at any time. Broadcast links are unreliable, and there is no guarantee that the data will be received.



6.4.6.2 Scheduling and acknowledgment scheme The second category relates to the scheduling and acknowledgment scheme of the link and implies the type of traffic that is supported by the link. These are synchronous, isochronous, or asynchronous. There are no specific isochronous links defined in IEEE 802.15.1, although the default ACL link can be configured to operate in this fashion. —



—



—



Synchronous links. Synchronous links provide a method of associating the piconet clock with the transported data. This is achieved by reserving regular slots on the physical channel and transmitting fixed-size packets at these regular intervals. Such links are suitable for constant rate isochronous data. Asynchronous links. Asynchronous links provide a method for transporting data that have no timebased characteristics. The data are normally expected to be retransmitted until successfully received, and each data entity can be processed at any time after receipt, without reference to the time of receipt of any previous or successive entity in the stream (providing the ordering of data entities is preserved). Isochronous links. Isochronous links provide a method for transporting data that have time-based characteristics. The data may be retransmitted until received or expired. The data rate on the link need not be constant (this being the main difference from synchronous links).



6.4.6.3 Class of data The final category is related to the class of data that are carried by the link. This is either control (LMP) data or user data. The user data category is subdivided into L2CAP (or framed) data and stream (or unframed) data. —



—



—



Control links. Control links are used only for transporting LMP messages between two LMs. These links are invisible above the BB layer and cannot be directly instantiated, configured, or released by applications, other than by the use of the connection and disconnection services that have this effect implicitly. Control links are always multiplexed with an equivalent L2CAP link onto an ACL logical transport. Subject to the rules defining the ARQ scheme, the control link traffic always takes priority over the L2CAP link traffic. L2CAP links. L2CAP links are used to transport L2CAP PDUs, which may carry the L2CAP signalling channel (on the default ACL-U logical link only) or framed user data submitted to userinstantiated L2CAP channels. L2CAP frames submitted to the BB may be larger than the available BB packets. A LCP embedded within the LLID field preserves the frame-start and framecontinuation semantics when the frame is transmitted in a number of fragments to the receiver. Stream links. Stream links are used to transport user data with no inherent framing that should be preserved when delivering the data. Lost data may be replaced by padding at the receiver.



6.4.6.4 Asynchronous connection-oriented (ACL) The ACL logical transport is used to carry LMP and L2CAP control signalling and best effort asynchronous user data. The ACL logical transport uses a simple 1-bit acknowledgment scheme to provide simple channel
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reliability. Every active slave device within a piconet has one ACL logical transport to the piconet master, known as the default ACL. The default ACL is created between the master and the slave when a device joins a piconet (i.e., connects to the basic piconet physical channel). This default ACL is assigned an LT_ADDR by the piconet master. This LT_ADDR is also used to identify the active physical link when required (or as a piconet active member identifier, effectively for the same purpose). The LT_ADDR for the default ACL is reused for synchronous connection-oriented (SCO) logical transports between the same master and slave. (This is for reasons of compatibility with earlier standards.) Thus the LT_ADDR is not sufficient on its own to identify the default ACL. However, the packet types used on the ACL are different from those used on the SCO logical transport. Therefore, the ACL logical transport can be identified by the LT_ADDR field in the packet header in combination with the Packet Type field. The default ACL may be used for isochronous data transport by configuring it to automatically flush packets after the packets have expired. If the default ACL is removed from the active physical link, then all other logical transports that exist between the master and the slave are also removed. In the case of unexpected loss of synchronization to the piconet physical channel, the physical link and all logical transports and logical links cease to exist at the time that this synchronization loss is detected. A device may remove its default ACL (and by implication its active physical link), but remain synchronized to the piconet. This procedure is known as parking; and a device that is synchronized to the piconet, but has no active physical link, is parked within that piconet. When the device transitions to the PARK state, the default ACL logical links that are transported on the default ACL logical transport remain in existence, but become suspended. No data may be transferred across a suspended logical link. When the device transitions from the PARK state back into ACTIVE state, a new default ACL logical transport is created (it may have a different LT_ADDR from the previous one); and the suspended logical links are attached to this default ACL and become active once again. 6.4.6.5 Synchronous connection-oriented (SCO) The SCO logical transport is a symmetric, point-to-point channel between the master and a specific slave. The SCO logical transport reserves slots on the physical channel and can, therefore, be considered as a circuit-switched connection between the master and the slave. SCO logical transports carry 64 kb/s of information synchronized with the piconet clock. Typically this information is an encoded voice stream. Three different SCO configurations exist, offering a balance between robustness, delay, and bandwidth consumption. Each SCO-S logical link is supported by a single SCO logical transport, which is assigned the same LT_ADDR as the default ACL logical transport between the devices. Therefore, the LT_ADDR field is not sufficient to identify the destination of a received packet. Because the SCO links use reserved slots, a device uses a combination of the LT_ADDR, the slot numbers (a property of the physical channel), and the packet type to identify transmissions on the SCO link. The reuse of the default ACL’s LT_ADDR for SCO logical transports is due to legacy behavior from IEEE Std 802.15.1-2002. In this earlier version of Bluetooth, the LT_ADDR (then known as the active member address) was used to identify the piconet member associated with each transmission. This was not easily extensible for enabling more logical links; therefore, the purpose of this field was redefined for the new features. Some of IEEE Std 802.15.1-2002 features, however, do not cleanly fit into the more formally described architecture.
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Although slots are reserved for the SCO, it is permissible to use a reserved slot for traffic from another channel that has a higher priority. This may be required as a result of QoS commitments or to send LMP signalling on the default ACL when the physical channel bandwidth is fully occupied by SCOs. As SCOs carry different packet types than ACLs do, the packet type is used to identify SCO traffic (in addition to the slot number and LT_ADDR). There are no further architectural layers defined by the core specification that are transported over an SCO link. A number of standard formats are defined for the 64 kb/s stream that is transported, or an unformatted stream is allowed where the application is responsible for interpreting the encoding of the stream. 6.4.6.6 Extended synchronous connection-oriented (eSCO) The eSCO logical transport is a symmetric or asymmetric, point-to-point link between the master and a specific slave. The eSCO reserves slots on the physical channel and can, therefore, be considered as a circuitswitched connection between the master and the slave. eSCO links offer a number of extensions over the standard SCO links, in that they support a more flexible combination of packet types and selectable data contents in the packets and selectable slot periods, allowing a range of synchronous bit rates to be supported. eSCO links also can offer limited retransmission of packets (unlike SCO links where there is no retransmission). If these retransmissions are required, they take place in the slots that follow the reserved slots; otherwise, the slots may be used for other traffic. Each eSCO-S logical link is supported by a single eSCO logical transport, identified by an LT_ADDR that is unique within the piconet for the duration of the eSCO. eSCO-S links are created using LM signalling and follow scheduling rules similar to SCO-S links. There are no further architectural layers defined by the core specification that are transported over an eSCO-S link. Instead, applications may use the data stream for whatever purpose they require, subject to the transport characteristics of the stream being suitable for the data being transported. 6.4.6.7 Active slave broadcast (ASB) The ASB logical transport is used to transport L2CAP user traffic to all devices in the piconet that are currently connected to the physical channel that is used by the ASB. There is no acknowledgment protocol, and the traffic is unidirectional from the piconet master to the slaves. The ASB channel may be used for L2CAP group traffic (a legacy of IEEE Std 802.15.1-2002 and the Bluetooth 1.1 specification) and is never used for L2CAP connection-oriented channels, L2CAP control signalling, or LMP control signalling. The ASB logical transport is inherently unreliable because of the lack of acknowledgment. To improve the reliability, each packet is transmitted a number of times. An identical sequence number (SEQN) is used to assist with filtering retransmissions at the slave device. The ASB logical transport is identified by a reserved LT_ADDR. (The reserved LT_ADDR address is also used by the PSB logical transport.) An active slave will receive traffic on both logical transports and cannot readily distinguish between them. As the ASB logical transport does not carry LMP traffic, an active slave can ignore packets received over the LMP logical link on the ASB logical transport. However, L2CAP traffic transmitted over the PSB logical transport is also received by active slaves on the ASB logical transport and cannot be distinguished from L2CAP traffic sent on the ASB transport. An ASB is implicitly created whenever a piconet exists, and there is always one ASB associated with each of the basic and adapted piconet physical channels that exist within the piconet. Because the basic and adapted piconet physical channels are mostly coincident, a slave device cannot distinguish which of the ASB channels is being used to transmit the packets. This adds to the general unreliability of the ASB channel (although it is, perhaps, no more unreliable than general missed packets).
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A master device may decide to use only one of its two possible ASBs (when it has both a basic and adapted piconet physical channel), as with sufficient retransmissions it is possible to address both groups of slaves on the same ASB channel. The ASB channel is never used to carry LMP or L2CAP control signals. 6.4.6.8 Parked slave broadcast (PSB) The PSB logical transport is used for communications between the master and slaves that are parked (i.e., have given up their default ACL logical transport). The PSB link is the only logical transport that exists between the piconet master and parked slaves. The PSB logical transport is more complex than the other logical transports as it consists of a number of phases, each having a different purpose. These phases are the control information phase (used to carry the LMP logical link), the user information phase (used to carry the L2CAP logical link), and the access phase (used to carry BB signalling). The control information and broadcast information phases are usually mutually exclusive as only one of them can be supported in a single beacon interval. (Even if there is no control or user information phase, the master is still required to transmit a packet in the beacon slots so that the parked slaves can resynchronize.) The access phase is normally present unless cancelled in a control information message. The control information phase is used for the master to send information to the parked slaves containing modifications to the PSB transport attributes, modifications to the beacon train attributes, or a request for a parked slave to become active in the piconet (known as unparking). This control information is carried in LMP messages on the LMP logical link. (The control information phase is also present in the case of a user information phase where the user information requires more than one BB packet.) Packets in the control information phase are always transmitted in the physical channel beacon train slots and cannot be transmitted on any other slots. The control information occupies a single DM1 packet and is repeated in every beacon train slot within a single beacon interval. (If there is no control information, then there may be a user information phase that uses the beacon slots. If neither phase is used, then the beacon slots are used for other logical transport traffic or for NULL packets.) The user information phase is used for the master to send L2CAP packets that are destined for all piconet slaves. User information may occupy one or more BB packets. If the user information occupies a single packet, then the user information packet is repeated in each of the piconet physical channel beacon train slots. If the user information occupies more than one BB packet, then it is transmitted in slots after the beacon train (the broadcast scan window), and the beacon slots are used to transmit a control information phase message that contains the timing attributes of this broadcast scan window. This is required so that the parked slaves remain connected to the piconet physical channel to receive the user information. The access phase is normally present unless temporarily cancelled by a control message carried in the control information broadcast phase. The access window consists of a sequence of slots that follow the beacon train. In order for a parked slave to become active in the piconet, it may send such an access request to the piconet master during the access window. Each parked slave is allocated an access request address (AR_ADDR) (not necessarily unique) that controls when, during the access window, the slave requests access. The PSB logical transport is identified by the reserved LT_ADDR of 0. This reserved LT_ADDR is also used by the ASB logical transport. Parked slaves are not normally confused by the duplicated use of the LT_ADDR as they are connected to the piconet physical channel only during the time that the PSB transport is being used.
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6.4.6.9 Logical links Some logical transports are capable of supporting different logical links, either concurrently multiplexed, or one of the choice. Within such logical transports, the logical link is identified by the LLID bits in the payload header of BB packets that carry a data payload. The logical links distinguish between a limited set of core protocols that are able to transmit and receive data on the logical transports. Not all of the logical transports are able to carry all of the logical links (the supported mapping is shown in Figure 3). In particular, the SCO and eSCO logical transports are able to carry only constant data rate streams, and these are uniquely identified by the LT_ADDR. Such logical transports use only packets that do not contain a payload header, as their length is known in advance, and no LLID is necessary. 6.4.6.10 ACL control logical link (ACL-C) The ACL-C logical link is used to carry LMP signalling between devices in the piconet. The control link is carried only on the default ACL logical transport and on the PSB logical transport (in the control information phase). The ACL-C link is always given priority over the ACL-U link when carried on the same logical transport. 6.4.6.11 Asynchronous/isochronous user logical link (ACL-U) The ACL-U logical link is used to carry all asynchronous and isochronous framed user data. The ACL-U link is carried on all but the synchronous logical transports. Packets on the ACL-U link are identified by one of two reserved LLID values. One value is used to indicate whether the BB packet contains the start of an L2CAP frame and the other indicates a continuation of a previous frame. This ensures correct synchronization of the L2CAP reassembler following flushed packets. The use of this technique removes the need for a more complex L2CAP header in every BB packet (the header is required only in the L2CAP start packets), but adds the requirement that a complete L2CAP frame shall be transmitted before a new one is transmitted. (An exception to this rule being the ability to flush a partially transmitted L2CAP frame in favor of another L2CAP frame.) 6.4.6.12 SCO/eSCO streaming logical links (SCO-S/eSCO-S) SCO-S and eSCO-S logical links are used to support isochronous data delivered in a stream without framing. These links are associated with a single logical transport, where data are delivered in constant-sized units at a constant rate. There is no LLID within the packets on these transports, as only a single logical link can be supported, and the packet length and scheduling period are predefined and remain fixed during the lifetime of the link. Variable rate isochronous data cannot be carried by the SCO-S or eSCO-S logical links. In this case, the data must be carried on ACL-U logical links, which use packets with a payload header. All versions to date of this standard have some limitations when supporting variable-rate isochronous data concurrently with reliable user data.



6.5 L2CAP channels The L2CAP provides a multiplexing role allowing many different applications to share the resources of an ACL-U logical link between two devices. Applications and service protocols interface with the L2CAP using a channel-oriented interface to create connections to equivalent entities on other devices. L2CAP channel endpoints are identified to their clients by a channel identifier (CID). This is assigned by the L2CAP, and each L2CAP channel endpoint on any device has a different CID.
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L2CAP channels may be configured to provide an appropriate QoS to the application. The L2CAP maps the channel onto the ACL-U logical link. L2CAP supports channels that are connection-oriented and others that are group-oriented. Group-oriented channels may be mapped onto the ASB-U logical link or implemented as iterated transmission to each member in turn over an ACL-U logical link. Apart from the creation, configuration, and dismantling of channels, the main role of L2CAP is to multiplex SDUs from the channel clients onto the ACL-U logical links and to carry out a simple level of scheduling, selecting SDUs according to relative priority. L2CAP can provide a per-channel flow control with the peer L2CAPs. This option is selected by the application when the channel is established. L2CAP can also provide enhanced error detection and retransmission to — —



Reduce the probability of undetected errors being passed to the application Recover from loss of portions of the user data when the BB protocol performs a flush on the ACL-U logical link



In the case where an HCI is present, the L2CAP is also required to segment L2CAP SDUs into fragments that will fit into the BB buffers and also to operate a token-based flow control procedure over the HCI, submitting fragments to the BB only when allowed to do so. This may affect the scheduling algorithm.



6.6 Communication topology Any time an IEEE 802.15.1-2005 link is formed, it is within the context of a piconet. A piconet consists of two or more devices that occupy the same physical channel (in other words, they are synchronized to a common clock and hopping sequence). The common (piconet) clock is identical to the CLKN of one of the devices in the piconet, known as the master of the piconet; and the hopping sequence is derived from the master’s CLKN and the master’s device address. All other synchronized devices are referred to as slaves in the piconet. The terms master and slave are used only when describing these roles in a piconet. 6.6.1 Piconet topology Within a common location, a number of independent piconets may exist. Each piconet has a different physical channel (i.e., a different master device and an independent piconet clock and hopping sequence). A device may participate concurrently in two or more piconets. It does this on a TDM basis. A device can never be a master of more than one piconet. (Since the piconet is defined by synchronization to the master’s CLKN, it is impossible to be the master of two or more piconets.) A device may be a slave in many independent piconets. A device that is a member of two or more piconets is said to be involved in a scatternet. Involvement in a scatternet does not necessarily imply any network routing capability or function in the device. The core protocols do not, and are not intended to, offer such functionality, which is the responsibility of higher level protocols and is outside the scope of this standard. In Figure 6, an example of topology is shown that demonstrates a number of the architectural features described below. Device A is a master in a piconet (represented by the shaded area and known as piconet A) with devices B, C, D and E as slaves. Two other piconets are shown: — —
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With device F as master (known as piconet F) and devices E, G, and H as slaves With device D as master (known as piconet D) and device J as slave
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Figure 6—Example of IEEE 802.15.1-2005 topology In piconet A, there are two physical channels. Devices B and C are using the basic piconet physical channel as they do not support AFH. Devices D and E are capable of supporting AFH and are using the adapted piconet physical channel. Device A is capable of AFH and operates in a TDM basis on both physical channels according to which slave is being addressed. Piconets D and F are both using only a basic piconet physical channel. In the case of piconet D, this is because device J does not support the adaptive hopping mode. Although device D supports adaptive hopping, it cannot use it in this piconet. In piconet F, device F does not support adaptive hopping; therefore, it cannot be used in this piconet. Device K is shown in the same locality as the other devices. It is not currently a member of a piconet, but has services that it offers to other devices. It is currently listening on its inquiry scan physical channel, awaiting an inquiry request from another device. Physical links (one per slave device) are represented in the figure by lines connecting the devices. The solid lines represent an active physical link, and the dashed line represents a parked physical link. Device H is parked; hence, the physical link between the master (device F) and the slave (device H) is shown as parked. Logical transports, logical links, and L2CAP channels are used to provide capabilities for the transport of data, but are not shown on this figure. They are described in more detail in 6.4.6 and 6.5. 6.6.2 Operational procedures and modes The typical operational mode of a device is to be connected to other devices (in a piconet), which exchange data with that device. Since IEEE 802.15.1 is an ad hoc wireless communications technology, there are also a number of operational procedures that enable piconets to be formed so that the subsequent communications can take place. Procedures and modes are applied at different layers in the architecture; therefore, a device may be engaged in a number of these procedures and modes concurrently.
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6.6.2.1 Inquiry (discovering) procedure All IEEE 802.15.1 devices use the inquiry procedure to discover nearby devices or to be discovered by devices in their locality. The inquiry procedure is asymmetrical. A device that tries to find other nearby devices is known as an inquiring device and actively sends inquiry requests. Devices that are available to be found are known as discoverable devices; they listen for these inquiry requests and send responses. The inquiry procedure uses a special physical channel for the inquiry requests and responses. Both inquiring and discoverable devices may already be connected to other devices in a piconet. Any time spent inquiring or occupying the inquiry scan physical channel needs to be balanced with the demands of the QoS commitments on existing logical transports. The inquiry procedure does not make use of any of the architectural layers above the physical channel, although a transient physical link may be considered to be present during the exchange of inquiry and inquiry response information. 6.6.2.2 Paging (connecting) procedure The procedure for forming connections is asymmetrical and requires that one device (i.e., the paging device) carry out the page (connection) procedure while the other device (i.e., the connectable device) is connectable (page scanning). The procedure is targeted so that the page procedure is responded to only by one specified device. The connectable device uses a special physical channel to listen for connection request packets from the paging (or connecting) device. This physical channel has attributes that are specific to the connectable device; hence, only a paging device with knowledge of the connectable device is able to communicate on this channel. Both paging and connectable devices may already be connected to other devices in a piconet. Any time spent paging or occupying the page scan physical channel needs to be balanced with the demands of the QoS commitments on existing logical transports. 6.6.2.3 Connected mode After a successful connection procedure, the devices are physically connected to each other within a piconet. This means that there is a piconet physical channel to which they are both connected, there is a physical link between the devices, and there are default ACL-C and ACL-U logical links. When in the connected mode, it is possible to create and release additional logical links and to change the modes of the physical and logical links while remaining connected to the piconet physical channel. It is also possible for the device to carry out inquiry, paging, or scanning procedures or to be connected to other piconets without needing to disconnect from the original piconet physical channel. Additional logical links are created using the LM that exchanges LMP messages with the remote device to negotiate the creation and settings for these links. Default ACL-C and ACL-U logical links are always created during the connection process, and these are used for LMP messages and the L2CAP signalling channel, respectively. It is noted that two default logical links are created when two units are initially connected. One of these links (ACL-C) transports the LMP control protocol and is invisible to the layers above the LM. The other link (ACL-U) transports the L2CAP signalling protocol and any multiplexed L2CAP best-effort channels. It is common to refer to a default ACL logical transport, which can be resolved by context, but typically refers to the default ACL-U logical link. Also note that these two logical links share a logical transport.
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During the time that a slave device is actively connected to a piconet, there is always a default ACL logical transport between the slave and the master device. There are two methods of deleting the default ACL logical transport. The first method is to detach the device from the piconet physical channel, at which time the entire hierarchy of L2CAP channels, logical links, and logical transports between the devices is deleted. The second method is to place the physical link to the slave device in the PARK state, at which time it gives up its default ACL logical transport. This is allowed only if all other logical transports have been deleted (except for the ASB logical transport that cannot be explicitly created or deleted). It is not allowed to park a device while it has any logical transports other than the default ACL and ASB logical transports. When the slave device physical link is parked, its default ACL logical transport is released and the ASB logical transport is replaced with a PSB logical transport. The ACL-C and ACL-U logical links that are multiplexed onto the default ACL logical transport remain in existence, but cannot be used for the transport of data. The LM on the master device restricts itself to the use of LMP messages that are allowed to be transported over the parked slave broadcast control (PSB-C) logical link. The channel manager and L2CAP resource manager ensure that no L2CAP unicast data traffic is submitted to the controller while the device is parked. The channel manager may decide to manage the parking and unparking of the device as necessary to allow data to be transported. 6.6.2.4 HOLD mode HOLD mode is not a general device mode, but applies to unreserved slots on the physical link. When in this mode, the physical link is active only during slots that are reserved for the operation of the synchronous link types SCO and eSCO. All asynchronous links are inactive. HOLD modes operate once for each invocation and are then exited when complete, returning to the previous mode. 6.6.2.5 SNIFF mode SNIFF mode is not a general device mode, but applies to the default ACL logical transports. When in this mode, the availability of these logical transports is modified by defining a duty cycle consisting of periods of presence and absence. Devices that have their default ACL logical transports in SNIFF mode may use the absent periods to engage in activity on another physical channel or to enter reduced power mode. SNIFF mode affects only the default ACL logical transports (i.e., their shared ACL logical transport) and does not apply to any additional SCO or eSCO logical transports that may be active. The periods of presence and absence of the physical link on the piconet physical channel is derived as a union of all logical transports that are built on the physical link. Note that broadcast logical transports have no defined expectations for presence or absence. A master device should aim to schedule broadcasts to coincide with periods of physical link presence within the piconet physical channel, but this may not always be possible or practical. Repetition of broadcasts is defined to improve the possibilities for reaching multiple slaves without overlapping presence periods. However, broadcast logical transports cannot be considered to be reliable. 6.6.2.6 PARK state A slave device may remain connected to a piconet, but have its physical link in PARK state. In this state, the device cannot support any logical links to the master with the exception of the PSB-C and PSB-U logical links that are used for all communication between the piconet master and the parked slave. When the physical link to a slave device is parked, this means that there are restrictions on when the master and slave may communicate, defined by the PSB logical transport parameters. During times when the PSB
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logical transport is inactive (or absent), then the devices may engage in activity on other physical channels or enter reduced power mode. 6.6.2.7 Role switch procedure The role switch procedure is a method for swapping the roles of two devices connected in a piconet. The procedure involves moving from the physical channel that is defined by the original master device to the physical channel that is defined by the new master device. In the process of swapping from one physical channel to the next, the hierarchy of physical links and logical transports are removed and rebuilt, with the exception of the ASB and PSB logical transports that are implied by the topology and are not preserved. After the role switch, the original piconet physical channel may cease to exist or may be continued if the original master had other slaves that are still connected to the channel. The procedure copies only the default ACL logical links and supporting layers to the new physical channel. Any additional logical transports are not copied by this procedure; and if required, this must be carried out by higher layers. The LT_ADDRs of any affected transports may not be preserved as the values may already be in use on the new physical channel. If there are any QoS commitments or modes such as SNIFF mode on the original logical transports, then these are not preserved after a role switch. These must be renegotiated after the role switch has completed.
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7. Physical layer (PHY) 7.1 Scope IEEE 802.15.1-2005 devices operate in the unlicensed 2.4 GHz ISM band. A frequency hop transceiver is applied to combat interference and fading. A shaped, binary FM is applied to minimize transceiver complexity. The symbol rate is 1 Msymbol/s. For full duplex transmission, a TDD scheme is used. This clause defines the requirements for an IEEE 802.15.1-2005 radio. Requirements are defined for two reasons: — —



To provide compatibility between radios used in the system To define the quality of the system



The radio shall fulfill the stated requirements under the operating conditions specified in 7.5, 7.6, and 7.7. 7.1.1 Regional authorities This standard is based on the established regulations for Europe, Japan, and North America. The standard documents listed in 7.1.1.1, 7.1.1.2, and 7.1.1.3 are only for information and are subject to change or revision at any time. 7.1.1.1 Europe Approval Standards: European Telecommunications Standards Institute (ETSI) Documents: EN 300 328, ETS 300-826 Approval Authority: National Type Approval Authorities 7.1.1.2 Japan Approval Standards: Association of Radio Industries and Businesses (ARIB) Documents: ARIB STD-T66 Approval Authority: Ministry of Post and Telecommunications (MPT) 7.1.1.3 North America Approval Standards: Federal Communications Commission (FCC), USA Documents: CFR47, Part 15, Sections 15.205, 15.209, 15.247, and 15.249 Approval Standards: Industry Canada (IC), Canada Documents: GL36 Approval Authority: FCC (USA), IC (Canada) 7.1.2 Frequency bands and channel arrangement IEEE 802.15.1 operates in the 2.4 GHz ISM band. This frequency band is from 2400 MHz to 2483.5 MHz. RF channels are spaced 1 MHz and are ordered in channel number k as shown in Table 4. In order to comply with out-of-band regulations in each country, a guard band is used at the lower and upper band edge. See Table 5. Because the RF channels are 1 MHz wide, centered on the RF channels defined in Table 4, the operating range of IEEE 802.15.1 radios is from 2401.5 MHz to 2480.5 MHz.



Copyright © 2005 IEEE. All rights reserved.



45



IEEE Std 802.15.1-2005



LOCAL AND METROPOLITAN AREA NETWORKS—



Table 4—Operating frequency bands Regulatory range 2.400–2.4835 GHz



RF channels f = 2402 + k MHz, k = 0,…,78



Table 5—Guard bands Lower guard band



Upper guard band



1.5 MHz



3 MHz



7.2 Transmitter characteristics The requirements stated in this subclause are given as power levels at the antenna connector of the device. If the device does not have a connector, a reference antenna with 0 dBi gain is assumed. Due to difficulty in measurement accuracy in radiated measurements, systems with an integral antenna should provide a temporary antenna connector during type approval. If transmitting antennas of directional gain greater than 0 dBi are used, the applicable paragraphs in EN 300 328, EN 301 489-17 and FCC Part 15 shall be compensated for. The device is classified into three power classes. In Table 6, Pmin is the minimum output power at maximum power setting. Table 6—Power classes Power class



Maximum output power (Pmax)



Nominal output power



Minimum output power (Pmin)



Power control



1



100 mW (20 dBm)



N/A



1 mW (0 dBm)



Pmin NBC, the broadcast message shall be repeated on all NB beacon slots. A parked slave shall read the broadcast messages sent in the beacon slot(s) in which it wakes up. If the parked slave wakes up, the minimum wake-up activity shall be to read the CAC for resynchronization and the packet header to check for broadcast messages.
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Figure 76—Extended sleep interval of parked slaves 8.8.9.4 Parking A master can park an active slave through the exchange of LMP commands. Before being put into PARK state, the slave shall be assigned a PM_ADDR and an AR_ADDR. Every parked slave shall have a unique PM_ADDR or a PM_ADDR of 0. The AR_ADDR is not necessarily unique. The beacon parameters shall be given by the master when the slave is parked. The slave shall then give up its LT_ADDR and shall enter PARK state. A master can park only a single slave at a time. The park message is carried with a DM1 packet and addresses the slave through its LT_ADDR. 8.8.9.5 Master-initiated unparking The master can unpark a parked slave by sending a dedicated LMP unpark command including the parked slave’s address. This message shall be sent in a broadcast packet on the beacon slots. The master shall use either the slave’s PM_ADDR or its BD_ADDR. The message also includes the LT_ADDR the slave shall use after it has reentered the piconet. The unpark message may include a number of slave addresses so that multiple slaves may be unparked simultaneously. For each slave, a different LT_ADDR shall be assigned. After having received the unpark message, the parked slave matching the PM_ADDR or BD_ADDR shall leave the PARK state and enter the CONNECTION state. It shall keep listening to the master until it is addressed by the master through its LT_ADDR. The first packet sent by the master shall be a POLL packet. The return packet in response to the POLL packet confirms that the slave has been unparked. If no response packets from the slave are received for newconnectionTO number of slots after the end of beacon repetition period, the master shall unpark the slave again. The master shall use the same LT_ADDR on each unpark attempt until the link supervision timer for that slave has elapsed or the unpark has completed successfully. If the slave does not receive the POLL packet for newconnectionTO number of slots after the end of beacon repetition period, it shall return to PARK state, with the same beacon parameters. After confirming that the slave is in the CONNECTION state, the master decides in which mode the slave will continue. When a device is unparked, the SEQN bit for the link shall be reset to 1 on both the master and the slave (see 8.7.6.2.1).
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8.8.9.6 Slave-initiated unparking A slave can request access to the channel through the access window defined in 8.8.9.2. As shown in Figure 74 (in 8.8.9.2), the access window includes several slave-to-master half slots where the slave may send an access request message. The specific half slot in which the slave is allowed to respond corresponds to its AR_ADDR, which it received when it was parked. The order of the half slots (in Figure 74 the AR_ADDR numbers linearly increase from 1 to 5) is not fixed: an LMP command sent in the beacon slots may reconfigure the access window. When a slave desires access to the channel, it shall send an access request message in the proper slave-to-master half slot. The access request message of the slave is the ID packet containing the DAC of the master (which is the CAC without the trailer). The parked slave shall transmit an access request message in the half slot only when, in the preceding master-to-slave slot, a broadcast packet has been received. This broadcast message may contain any kind of broadcast information not necessarily related to the parked slave(s). If no broadcast information is available, a broadcast NULL or broadcast POLL packet may be sent to enable the access window. After having sent an access request, the parked slave shall listen for an unpark message from the master. As long as no unpark message is received, the slave shall repeat the access requests in the subsequent access windows. After the last access window (there are Maccess windows in total; see 8.8.9.2), the parked slave shall listen for an additional Npoll time slots for an unpark message. If no unpark message is received within Npoll slots after the end of the last access window, the slave may return to sleep and retry an access attempt after the next beacon instant. After having received the unpark message, the parked slave matching the PM_ADDR or BD_ADDR shall leave the PARK state and enter the CONNECTION state. It shall keep listening to the master until it is addressed by the master through its LT_ADDR. The first packet sent by the master shall be a POLL packet. The return packet in response to the POLL packet confirms that the slave has been unparked. After confirming that the slave is in the CONNECTION state, the master decides in which mode the slave will continue. If no response packet from the slave is received for newconnectionTO number of slots after Npoll slots after the end of the last access window, the master shall send the unpark message to the slave again. If the slave does not receive the POLL packet for newconnectionTO number of slots after Npoll slots after the end of the last access window, it shall return to PARK state with the same beacon parameters. When a device is unparked, the SEQN bit for the link shall be reset to 1 on both the master and the slave (see 8.7.6.2.1). 8.8.9.7 Broadcast scan window In the beacon train, the master can support broadcast messages to the parked slaves. However, it may extend its broadcast capacity by indicating to the parked slaves that more broadcast information is following after the beacon train. This is achieved by an LMP command ordering the parked slaves (as well as the active slaves) to listen to the channel for broadcast messages during a limited time window. This time window starts at the beacon instant and continues for the period indicated in the LMP command sent in the beacon train. 8.8.9.8 Polling in the PARK state In the PARK state, parked slaves may send access requests in the access window provided a broadcast packet is received in the preceding master-to-slave slot. Slaves in the CONNECTION state shall not send in the slave-to-master slots following the broadcast packet since they are allowed to send only if addressed specifically.
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8.9 Audio On the air-interface, either a 64 kb/s log pulse code modulation (PCM) format (A-law or µ-law) may be used or a 64 kb/s continuous variable slope delta (CVSD) modulation may be used. The latter format applies an adaptive delta modulation algorithm with syllabic companding. The voice coding on the line interface is designed to have a quality equal to or better than the quality of 64 kb/s log PCM. Table 30 summarizes the voice coding schemes supported on the air interface. The appropriate voice coding scheme is selected after negotiations between the LMs. Table 30—Voice coding schemes supported on the air interface Voice codecs Linear



CVSD



8-bit logarithmic



A-law µ-law



8.9.1 Log PCM coder decoder (CODEC) Since the synchronous logical transports on the air interface can support a 64 kb/s information stream, a 64 kb/s log PCM traffic can be used for transmission. Either A-law or µ-law compression may be applied. In the event that the line interface uses A-law and the air interface uses µ-law or vice versa, a conversion from A-law to µ-law or vice versa shall be performed. The compression method shall follow ITU-T Recommendation G.711. 8.9.2 CVSD CODEC A more robust format for voice-over-air interface is delta modulation. This modulation scheme follows the waveform where the output bits indicate whether the prediction value is smaller or larger than the input waveform. To reduce slope overload effects, syllabic companding is applied: the step size is adapted according to the average signal slope. The input to the CVSD encoder shall be 64 Ksample/s linear PCM (typically 16 bits, but actual value is implementation specific). Block diagrams of the CVSD encoder and CVSD decoder are shown in Figure 77, Figure 78, and Figure 79. The system shall be clocked at 64 kHz.
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Figure 77—Block diagram of CVSD encoder with syllabic companding
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Figure 78—Block diagram of CVSD decoder with syllabic companding b(k)
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Figure 79—Accumulator procedure Let sgn(x) = 1 for x ≥ 0 ; otherwise, sgn(x) = – 1 . On air, these numbers shall be represented by the sign bit, i.e., negative numbers are mapped on 1, and positive numbers are mapped on 0. Denote the CVSD encoder output bit b(k) , the encoder input x(k) , the accumulator contents y(k) , and the step size δ(k) . Furthermore, let h be the decay factor for the accumulator, let β denote the decay factor for the step size, and, let α be the syllabic companding parameter. The last parameter monitors the slope by considering the K most recent output bits. Let



xˆ (k) = hy(k).



(13)



Then, the CVSD encoder internal state shall be updated according to the following set of equations:



b(k) = sgn { x(k) – xˆ (k – 1) },



(14)



 1, α =   0,



(15)



if J bits in the last K output bits are equal, otherwise,



 min { δ(k – 1) + δ min, δ max }, δ(k) =   max { βδ(k – 1), δ min },  min { yˆ (k), y max }, y(k) =   max { yˆ (k), y min },



yˆ (k) ≥ 0. yˆ (k) < 0.



α = 1, α = 0,



(16)



(17)



where



yˆ (k) = xˆ (k – 1) + b(k)δ(k) .
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In these equations, δmin and δmax are the minimum and maximum step sizes, and, ymin and ymax are the accumulator’s negative and positive saturation values, respectively. Over air, the bits shall be sent in the same order they are generated by the CVSD encoder. For a 64 kb/s CVSD, the parameters as shown in Table 31 shall be used. The numbers are based on a 16-bit signed number output from the accumulator. These values result in a time constant of 0.5 ms for the accumulator decay and a time constant of 16 ms for the step size decay. Table 31—CVSD parameter valuesa Parameter h b



Value 1 1 – -----32 1 1 – -----------1024



J



4



K



4



δmin



10



δmax



1280



ymin



– 2 15 or – 2 15 + 1



ymax



2 15 – 1



aThe values are based on a 16-bit signed number output from the accumulator.



8.9.3 Error handling In the DV, HV3, EV3, and EV5 packets, the voice is not protected by FEC. The quality of the voice in an error-prone environment then depends on the robustness of the voice coding scheme and, in the case of eSCO, the retransmission scheme. CVSD, in particular, is rather insensitive to random bit errors, which are experienced as white background noise. When a packet is rejected because the CAC is incorrect, the HEC test was unsuccessful, or the CRC has failed, measures have to be taken to “fill” in the lost speech segment. The voice payload in the HV2 and EV4 packets is protected by a 2/3 rate FEC. For errors that are detected, but cannot be corrected, the receiver should try to minimize the audible effects. For instance, from the 15-bit FEC segment with uncorrected errors, the 10-bit information part as found before the FEC decoder should be used. The HV1 packet is protected by a 3-bit repetition FEC. For this code, the decoding scheme will always assume zero or 1-bit errors. Thus, there exist no detectable, but uncorrectable, error events for HV1 packets. 8.9.4 General audio requirements 8.9.4.1 Signal levels For A-law and µ-law log PCM-encoded signals, the requirements on signal levels shall follow the ITU-T Recommendation G.711. Full swing at the 16-bit linear PCM interface to the CVSD encoder is defined to be 3 dBm0.
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8.9.4.2 CVSD audio quality The requirements for audio quality are put on the TX side. The 64 Ksample/s linear PCM input signal should have negligible spectral power density above 4 kHz. The power spectral density in the 4–32 kHz band of the decoded signal at the 64 Ksample/s linear PCM output should be more than 20 dB below the maximum in the 0–4 kHz range.



8.10 General audio recommendations 8.10.1 Maximum sound pressure It is the sole responsibility of each manufacturer to design its audio products in a safe way with regard to injury to the human ear. This standard does not specify maximum sound pressure from an audio device. 8.10.2 Other telephony network requirements It is the sole responsibility of each manufacturer to design the audio product so that it meets the regulatory requirements of all telephony networks to which it may be connected. 8.10.3 Audio levels Audio levels shall be calculated as send loudness rating (SLR) and receive loudness rating (RLR). The calculation methods are specified in ITU-T Recommendation P.79 [B14]. The physical test setup for handsets and headsets is described in ITU-T Recommendations P.51 [B12] and P.57 [B13]. The physical test setup for speakerphones and vehicle handsfree systems is specified in ITU-T Recommendation P.34 [B11]. A general equation for computation of loudness rating (LR) for telephone sets is given by ITU-T Recommendations P.79 and is given by N



 2  ms i – w i ⁄ 10 10 , R = – ------ log 10  10   m i = N 



∑



(19)



1



where m wi Si N1,N2



is a constant (~ 0.2); is weighting coefficient (different for the various LRs); is the sensitivity at frequency Fi, of the electro-acoustic path; are consecutive filter bank numbers (Art. Index: 200–4000 Hz).



Equation (19) is used for calculating the SLR according to Figure 80 and RLR according to Figure 81. When calculating LRs, one must include only the parts of the frequency band where an actual signal transmission can occur in order to ensure that the additive property of LRs is retained. Therefore, ITU-T Recommendation P.79 uses only the 200–4000 Hz frequency band in LR computations.



140



Copyright © 2005 IEEE. All rights reserved.



IEEE Std 802.15.1-2005



WIRELESS MAC AND PHY SPECIFICATIONS FOR WPANS



8.10.4 Microphone path The SLR measurement model is shown in Figure 80.
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Figure 80—SLR measurement setup 8.10.5 Loudspeaker path The RLR measurement model is shown in Figure 81.
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Figure 81—RLR measurement setup 8.10.6 Voice interface The voice interface should follow in the first place the ITU-T Recommendations P.79 [B14], which specifies the LRs for telephone sets. These recommendations give general guidelines and specific algorithms used for calculating the LRs of the audio signal with respect to ear reference point (ERP). For voice interfaces to the different cellular system terminals, loudness and frequency recommendations based on the cellular standards should be used. Since this standard is based on the Bluetooth specification, any recommendations for Bluetooth devices may also be applied to IEEE 802.15.1-2005 devices. For example, GSM 03.50 gives recommendation for both the LRs and frequency mask for a GSM terminal interconnection with IEEE 802.15.1-2005. a)



b)



The output of the CVSD decoder are 16-bit linear PCM digital samples, at a sampling frequency of 8 ksample/s. IEEE 802.15.1-2005 also supports 8-bit log PCM samples of A-law and µ-law type. The sound pressure at the ERP for a given 16-bit CVSD sample should follow the sound pressure level given in the cellular standard specification. A maximum sound pressure that can be represented by a 16-bit linear PCM sample at the output of the CVSD decoder should be specified according to the LR in ITU Recommendation P.79 and at the programmable gain amplifier (PGA) value of 0 dB. PGAs are used to control the audio level at the terminals by the user. For conversion between various PCM representations (A-law, µ-law, and linear PCM), ITU-T Recommendations G.711, G.712 [B9], and G.714 [B10] give guidelines and PCM value relationships. Zero-code suppression based on ITU-T Recommendation G.711 is also recommended to avoid network mismatches.



8.10.7 Frequency mask For interfacing a device to a digital cellular mobile terminal, a compliance of the CVSD decoder signal to the frequency mask given in the cellular standard is recommended to guarantee correct function of the
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speech coders. A recommendation for a frequency mask is given in Table 32. Figure 82 shows a plot of the frequency mask for IEEE 802.15.1-2005 (solid line). The GSM frequency mask (dotted line) is shown in Figure 82 for comparison. Table 32—Recommended frequency mask for IEEE 802.15.1-2005 Frequency (Hz)



Upper limit (dB)



Lower limit (dB)



50



–20



—



300



4



–12



1000



4



–9



2000



4



–9



3000



4



–9
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4



–12
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0



—
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Figure 82—Plot of recommended frequency mask for IEEE 802.15.1-2005 with GSM send frequency mask given for comparison
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8.11 Timers This subclause contains a list of BB timers related to inactivity timeout defined in this standard. Definitions and default values of the timers are listed in 8.11.1 through 8.11.5. All timer values are given in slots. 8.11.1 inquiryTO The inquiryTO timer defines the number of slots the inquiry substate will last. The timer value may be changed by the host. HCI provides a command to change the timer value. 8.11.2 pageTO The pageTO timer defines the number of slots the page substate can last before a response is received. The timer value may be changed by the host. HCI provides a command to change the timer value. 8.11.3 pagerespTO In the slave, the pagerespTO timer defines the number of slots the slave awaits the master’s response (FHS packet) after sending the page acknowledgment ID packet. In the master, the pagerespTO timer defines the number of slots the master should wait for the FHS packet acknowledgment before returning to the page substate. Both master and slave devices should use the same value for this timeout to ensure common page/ scan intervals after reaching pagerespTO. The value of the pagerespTO timer is 8 slots. 8.11.4 newconnectionTO Every time a new connection is started through paging, scanning, role switching, or unparking, the master sends a POLL packet as the first packet in the new connection. Transmission and acknowledgment of this POLL packet are used to confirm the new connection. If the POLL packet is not received by the slave or the response packet is not received by the master for newconnectionTO number of slots, both the master and the slave will return to the previous substate. The value of the newconnectionTO timer is 32 slots. 8.11.5 supervisionTO The supervisionTO timer is used by both the master and slave to monitor link loss. If a device does not receive any packets that pass the HEC check and have the proper LT_ADDR for a period of supervisionTO, it will reset the link. The supervision timer keeps running in HOLD mode, SNIFF mode, and PARK state. The supervisionTO value may be changed by the host. HCI provides a command to change the timer value. At the BB level, a default value that is equivalent to 20 s will be used.



8.12 Recommendations for AFH operation in PARK, HOLD, and SNIFF The three possible AFH operation modes for an AFH-capable slave in PARK state, HOLD mode, and SNIFF mode are the same three AFH operation modes used during CONNECTION state: — —



Enabled (using the same AHS as slaves in the CONNECTION state) Enabled [using AHS(79)]
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Disabled



The master may place an AFH-capable slave in any of the three AFH operating modes. 8.12.1 Operation at the master A master that has one or more slaves in PARK state, HOLD mode, or SNIFF mode and decides to update them simultaneously shall schedule an AFH_Instant for a time that allows it to update all these slaves (as well as its active slaves) with the new adaptation. A master that has multiple slaves with nonoverlapping “wake” times (e.g., slaves in SNIFF mode with different timing parameters) may keep them enabled on the same adaptation provided that its scheduling of the AFH_Instant allows enough time to update them all. This timing is summarized in Figure 83. In this example, the master decides that a hop sequence adaptation is required. However, it cannot schedule an AFH_Instant until it has informed its active slave, its slave in HOLD mode, and its slave in SNIFF mode and had time to unpark its parked slaves. THS
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Figure 83—Timing constraint on AFH_Instant with slaves in PARK, HOLD, and SNIFF 8.12.2 Operation in PARK state A slave that is in the PARK state cannot send or receive any AFH LMP messages (see 9.3.5.2). Once the slave has left the PARK state, the master may subsequently update the slave’s adaptation.
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8.12.3 AFH operation in SNIFF mode Once a slave has been placed in SNIFF mode, the master may periodically change its AHS without taking the slave out of SNIFF mode. 8.12.4 AFH operation in HOLD mode A slave that is in HOLD mode cannot send or receive any LMP messages. Once the slave has left HOLD mode, the master may subsequently update the slave’s adaptation.
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9. Link Manager Protocol (LMP) This clause describes the LMP, which is used for link setup and control. The signals are interpreted and filtered out by the LM on the receiving side and are not propagated to higher layers. The LMP is used to control and negotiate all aspects of the operation of the IEEE 802.15.1-2005 connection between two devices. This includes the setup and control of logical transports and logical links and the control of physical links. The LMP is used to communicate between the LMs on the two devices that are connected by the ACL logical transport. All LMP messages shall apply solely to the physical link and associated logical links and logical transports between the sending and receiving devices. The protocol is made up of a series of messages that shall be transferred over the ACL-C logical link on the default ACL logical transport between two devices. LMP messages shall be interpreted and acted upon by the LM and shall not be directly propagated to higher protocol layers.
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Figure 84—LMP signalling



9.1 General rules 9.1.1 Message transport LMP messages shall be exchanged over the ACL-C logical link that is carried on the default ACL logical transport (see 8.4.4). The ACL-C logical link is distinguished from the ACL-U (which carries L2CAP and user data) by the LLID field carried in the payload header of variable-length packets (see 8.6.6.2). The ACL-C has a higher priority than other traffic (see 8.5.5). The error detection and correction capabilities of the BB ACL logical transport are generally sufficient for the requirements of the LMP. Therefore, LMP messages do not contain any additional error detection information beyond what can be realized by means of sanity checks performed on the contents of LMP messages. Any such checks and protections to overcome undetected errors in LMP messages are an implementation matter. 9.1.2 Synchronization This subclause is informative and explains why many of the LMP message sequences are defined as they are.
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LMP messages are carried on the ACL-C logical link, which does not guarantee a time to deliver or time to acknowledge packets. LMP procedures take account of this when synchronizing state changes in the two devices. For example, criteria are defined that specify when a LT_ADDR may be reused after it becomes available due to a device leaving the piconet or entering the PARK state. Other LMP procedures, such as HOLD or role switch, include the CLK as a parameter in order to define a fixed synchronization point. The transitions into and out of SNIFF mode are protected with a transition mode. The link controller normally attempts to communicate with each slave no less often than every Tpoll slots (see 9.3.1.8) based on the Tpoll for that slave. Figure 85 illustrates the fundamental problem. It shows the transmission of a packet from the master to the slave in conditions of heavy interference for illustrative purposes. It is obvious that neither side can determine the value of either Tdeliver or Tack. It is, therefore, not possible to use simple messages to identify uniquely the instant at which a state change occurs in the other device. LC Master
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Note that the diagram shows the limiting case where the master transmits the message at intervals of Tpoll. In the case of heavy interference, improved performance is gained by transmitting more often.



Figure 85—Transmission of message from master to slave 9.1.3 Packet format Each PDU is assigned either a 7-bit or a 15-bit opcode used to uniquely identify different types of PDUs (see Table 67 in 9.4). The first 7 bits of the opcode and a transaction ID are located in the first byte of the payload body. If the initial 7 bits of the opcode have one of the special escape values 124–127, then an additional byte of opcode is located in the second byte of the payload, and the combination uniquely identifies the PDU. The FLOW bit in the packet header is always 1 and is ignored on reception. If the PDU contains one or more parameters, these are placed in the payload starting immediately after the opcode, i.e., at byte 2 if the PDU has a 7-bit opcode or byte 3 if the PDU has a 15-bit opcode. The number of
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bytes used depends on the length of the parameters. All parameters have a little-endian format, i.e., the least significant byte is transferred first. LMP messages shall be transmitted using DM1 packets; however, if an HV1 SCO link is in use and the length of the payload is less than 9 bytes, then DV packets may be used. MSB
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LMP PDU with 7 bit opCode MSB
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Extended OpCode



Payload



LMP PDU with 15 bit opCode Figure 86—Payload body when LMP PDUs are sent 9.1.4 Transactions The LMP operates in terms of transactions. A transaction is a connected set of message exchanges that achieve a particular purpose. All PDUs that form part of the same transaction shall have the same value for the transaction ID that is stored as part of the first byte of the opcode (see 9.1.3). The transaction ID is in the LSB. It shall be 0 if the PDU forms part of a transaction that was initiated by the master and 1 if the transaction was initiated by the slave. Each sequence described in 9.3 shall be defined as a transaction. For pairing (see 9.3.2.2) and encryption (see 9.3.2.5), all sequences belonging to each subclause shall be counted as one transaction and shall use the same transaction ID. For connection establishment (see 9.3.1.1), LMP_host_connection_req and the response with LMP_accepted or LMP_not_accepted shall form one transaction and have the transaction ID of 0. LMP_setup_complete is a stand-alone PDU, which forms a transaction by itself. For error handling (see 9.1.5), the PDU to be rejected and LMP_not_accepted or LMP_not_accepted_ext shall form a single transaction. 9.1.4.1 LMP response timeout The time between receiving a BB packet carrying an LMP PDU and sending a BB packet carrying a valid response PDU, according to the procedure rules in 9.3, shall be less than the LMP response timeout. The value of this timeout is 30 s. Note that the LMP response timeout is applied not only to sequences described in 9.3, but also to the series of the sequences defined as the transactions in 9.3. It shall also be applied to the series of LMP transactions that take place during a period when traffic on the ACL-U logical link is disabled for the duration of the series of LMP transactions, e.g., during the enabling of encryption. The LMP response timeout shall restart each time an LMP PDU that requires a reply is queued for transmission by the BB.
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9.1.5 Error handling If the LM receives a PDU with an unrecognized opcode, it shall respond with an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code unknown LMP PDU. The opcode parameter that is echoed back is the unrecognized opcode. If the LM receives a PDU with invalid parameters, it shall respond with an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code invalid LMP parameters. If the maximum response time (see 9.1.4) is exceeded or if a link loss is detected (see 8.3.1), the party that waits for the response shall conclude that the procedure has terminated unsuccessfully. Erroneous LMP messages can be caused by errors on the channel or systematic errors at the TX side. To detect the latter case, the LM should monitor the number of erroneous messages and disconnect if it exceeds a threshold, which is implementation dependent. When the LM receives a PDU that is not allowed and the PDU normally expects a PDU reply, e.g., LMP_host_connection_req or LMP_unit_key, the LM shall return an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code PDU not allowed. If the PDU normally does not expect a reply, e.g., LMP_sres or LMP_temp_key, the PDU will be ignored. The reception of an optional PDU that is not supported shall be handled in one of two ways: If the LM simply does not know the opcode (e.g., it was added at a later version of this standard), it shall respond with an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code unknown LMP PDU. If the LM recognises the PDU as optional, but unsupported, then it shall reply with an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code unsupported LMP feature if the PDU would normally generate a reply; otherwise, no reply is generated. 9.1.5.1 Transaction collision resolution Since LMP PDUs are not interpreted in real time, collision situations can occur where both LMs initiate the same procedure and both procedures cannot be completed. In this situation, the master shall reject the slaveinitiated procedure by sending an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code LMP error transaction collision. The master-initiated procedure shall then be completed. Collision situations can also occur where both LMs initiate different procedures and both procedures cannot be completed. In this situation, the master shall reject the slave-initiated procedure by sending an LMP_not_accepted or LMP_not_accepted_ext PDU with the error code LMP error different transaction collision. The master- initiated procedure shall then be completed. 9.1.6 Procedure rules Each procedure is described and depicted with a sequence diagram. The symbols in Figure 87 are used in the sequence diagrams.
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Figure 87—Symbols used in sequence diagrams PDU1 is a PDU sent from A to B. PDU2 is a PDU sent from B to A. PDU3 is a PDU that is optionally sent from A to B. PDU4 is a PDU that is optionally sent from B to A. PDU5 is a PDU sent from either A or B. A vertical line indicates that more PDUs can optionally be sent. 9.1.7 General response messages The PDUs LMP_accepted, LMP_accepted_ext, LMP_not_accepted, and LMP_not_accepted_ext are used as response messages to other PDUs in a number of different procedures. LMP_accepted or LMP_accepted_ ext includes the opcode of the message that is accepted. LMP_not_accepted or LMP_not_accepted_ext includes the opcode of the message that is not accepted and the error code indicating why it is not accepted. See Table 33 LMP_accepted_ext and LMP_not_accepted_ext shall be used when the opcode is 15 bits in length. LMP_accepted and LMP_not_accepted shall be used when the opcode is 7 bits in length. Table 33—General response messages M/Oa
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= mandatory; O = optional.
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9.1.8 LMP message constraints This subclause is informative. — — —



No LMP message shall exceed the maximum payload length of a single DM1 packet, i.e., 17 bytes in length (see 8.6.5.4.1). All LM messages are of fixed length apart from those sent using broadcast in PARK state. The LMP version number is not be used to indicate the presence or absence of functionality.



9.2 Device features Each PDU is either mandatory or optional as defined by the M/O columns in the tables of 9.3. An M in this column shall indicate that support for the feature is mandatory. An O in this column shall indicate that support for the PDU is optional, and it shall be followed by the number(s) of the feature(s) involved (in parentheses). All features added after IEEE Std 802.15.1-2002 have associated LMP feature bits. Support of these features may be made “mandatory” by the qualification process, but the LM still considers them to be optional since it must interoperate with older devices that do not support them. The LM does not need to be able to transmit a PDU that is optional. Support of optional PDUs is indicated by a device’s features mask. The features mask can be read (see 9.3.3.4). An LM shall not send or be sent any PDU that is incompatible with the features signaled in its features mask or the features mask of its peer, as detailed in 9.2.1. 9.2.1 Feature definitions Table 34 provides summary definitions of the features provided by LMP and references the subclauses containing more detailed definitions. Some features have only local meaning and do not imply support for any additional LMP PDUs or sequences. Although local features have no meaning for the remore LM, they are still included in the feature definitions because they are meaningful to the local host. In systems implementing HCI, the host may read the LM features using the HCI_Read_Local_Supported_Features command. Table 34—Feature definitions Feature



Definition



Extended features



This feature indicates whether the device is able to support the extended features mask using the LMP sequences defined in 9.3.3.4.



Timing accuracy



This feature indicates whether the LM supports requests for timing accuracy using the sequence defined in 9.3.3.1.



Enhanced inquiry scan



This feature indicates whether the device is capable of supporting the enhanced inquiry scan mechanism as defined in 8.8.4.1. The presence of this feature has only local meaning and does not imply support for any additional LMP PDUs or sequences.



Interlaced inquiry scan



This feature indicates whether the device is capable of supporting the interlaced inquiry scan mechanism as defined in 8.8.4.1. The presence of this feature has only local meaning and does not imply support for any additional LMP PDUs or sequences.



Interlaced page scan



This feature indicates whether the device is capable of supporting the interlaced page scan mechanism as defined in 8.8.3.1. The presence of this feature has only local meaning and does not imply support for any additional LMP PDUs or sequences.
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Table 34—Feature definitions (continued) Feature



Definition



RSSI with inquiry results



This feature indicates whether the device is capable of reporting the RSSI with inquiry results as defined in 8.8.4.2. The presence of this feature has only local meaning and does not imply support for any additional LMP PDUs or sequences.



Paging parameter negotiation



This feature indicates whether the LM is capable of supporting the signaling of changes in the paging scheme as defined in 9.3.1.9.



3-slot packets



This feature indicates whether the device supports the transmission and reception of both DM3 and DH3 packets for the transport of traffic on the ACL-U logical link.



5-slot packets



This feature indicates whether the device supports the transmission and reception of both DM5 and DH5 packets for the transport of traffic on the ACL-U logical link.



Flow control lag



This is defined as the total amount of ACL-U data that can be sent following the receipt of a valid payload header with the payload header FLOW bit set to 0 and is in units of 256 bytes. See further details in 8.6.6.2.



AFH-capable slave



This feature indicates whether the device is able to support the AFH mechanism as a slave as defined in 8.2.3 using the LMP sequences defined in 9.3.1.4.



AFH classification slave



This feature indicates whether the device is able to support the AFH classification mechanism as a slave as defined in 8.8.6.8 using the LMP sequences defined in 9.3.1.5.



AFH-capable master



This indicates whether the device is able to support the AFH mechanism as a master as defined in 8.2.3 using the LMP sequences defined in 9.3.1.4.



AFH classification master



This feature indicate whether the device is able to support the AFH classification mechanism as a master as defined in 8.8.6.8 using the LMP sequences defined in 9.3.1.5.



Power control



This feature indicates whether the device is capable of adjusting its transmission power. This feature indicates the ability to receive the LMP_incr_power and LMP_decr_power PDUs and transmit the LMP_max_power and LMP_min_power PDUs, using the sequences defined in 9.3.1.3. These sequences may be used even if the remote device does not support the power control feature, as long as it supports the power control requests feature.



Power control requests



This feature indicates whether the device is capable of determining if the transmit power level of the other device should be adjusted and will send the LMP_incr_ power and LMP_decr_power PDUs to request the adjustments. It indicates the ability to receive the LMP_max_power and LMP_min_power PDUs, using the sequences in 9.3.1.3. These sequences may be used even if the remote device does not support the RSSI feature, as long as it supports the power control feature.



CQDDR



This feature indicates whether the LM is capable of recommending a packet type (or types) depending on the channel quality using the LMP sequences defined in 9.3.1.7.



Broadcast encryption



This feature indicates whether the device is capable of supporting broadcast encryption as defined in 13.4.2 and also the sequences defined in 9.3.2.5.5 and 9.3.2.4. NOTE—Devices compliant to IEEE Std 802.15.1-2002 may support broadcast encryption even though this feature bit is not set.



Encryption



This feature indicates whether the device supports the encryption of packet contents using the sequence defined in 9.3.2.5.



Slot offset



This feature indicates whether the LM supports the transfer of the slot offset using the sequence defined in 9.3.4.1.



Role switch



This feature indicates whether the device supports the change of master and slave roles as defined by 8.8.6.5 using the sequence defined in 9.3.4.2.
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Table 34—Feature definitions (continued) Feature



Definition



HOLD mode



This feature indicates whether the device is able to support HOLD mode as defined in 8.8.8 using the LMP sequences defined in 9.3.5.1.



SNIFF mode



This feature indicates whether the device is able to support SNIFF mode as defined in 8.8.7 using the LMP sequences defined in 9.3.5.3.



PARK state



This feature indicates whether the device is able to support PARK state as defined in 8.8.9 using the LMP sequences defined in 9.3.5.2.



SCO link



This feature indicates whether the device is able to support the SCO logical transport as defined in 8.4.3, the HV1 packet defined in 8.6.5.2.1, and the DV packet defined in 8.6.5.2.4 using the LMP sequence in 9.3.6.1.



HV2 packets



This feature indicates whether the device is capable of supporting the HV2 packet type as defined in 8.6.5.2.2 on the SCO logical transport.



HV3 packets



This feature indicates whether the device is capable of supporting the HV3 packet type as defined in 8.6.5.2.3 on the SCO logical transport.



µ-law log synchronous data



This feature indicates whether the device is capable of supporting µ-law log format data as defined in 8.9.1 on the SCO and eSCO logical transports.



A-law log synchronous data



This feature indicates whether the device is capable of supporting A-law log format data as defined in 8.9.1 on the SCO and eSCO logical transports.



CVSD synchronous data



This feature indicates whether the device is capable of supporting CVSD format data as defined in 8.9.2 on the SCO and eSCO logical transports.



Transparent synchronous data



This feature indicates whether the device is capable of supporting transparent synchronous data as defined in 8.6.4.3 on the SCO and eSCO logical transports.



Extended SCO link



This feature indicates whether the device is able to support the eSCO logical transport as defined in 8.5.4 and the EV3 packet defined in 8.6.5.3.1 using the LMP sequences defined in 9.3.6.2.



EV4 packets



This feature indicates whether the device is capable of supporting the EV4 packet type defined in 8.6.5.3.2 on the eSCO logical transport.



EV5 packets



This feature indicates whether the device is capable of supporting the EV5 packet type defined in 8.6.5.3.3 on the eSCO logical transport.



9.2.2 Features mask definition The features are represented as a bit mask when they are transferred in LMP messages. For each feature, a single bit is specified, which shall be set to 1 if the feature is supported and set to 0 otherwise. The single exception is the flow control lag, which is coded as a 3-bit field with the LSB in byte 2 bit 4 and the MSB in byte 2 bit 6. All unknown or unassigned feature bits shall be set to 0. See Table 35. Table 35—Features mask definition Number
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Supported feature



Byte



Bit



0



3-slot packets



0



0



1



5-slot packets



0



1



2



Encryption



0



2
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Table 35—Features mask definition (continued) Number



Supported feature



Byte



Bit



3



Slot offset



0



3



4



Timing accuracy



0



4



5



Role switch



0



5



6



HOLD mode



0



6



7



SNIFF mode



0



7



8



PARK state



1



0



9



Power control requests



1



1



10



CQDDR



1



2



11



SCO link



1



3



12



HV2 packets



1



4



13



HV3 packets



1



5



14



µ-law log synchronous data



1



6



15



A-law log synchronous data



1



7



16



CVSD synchronous data



2



0



17



Paging parameter negotiation



2



1



18



Power control



2



2



19



Transparent synchronous data



2



3



20



Flow control lag(LSB)



2



4



21



Flow control lag(middle bit)



2



5



22



Flow control lag(MSB)



2



6



23



Broadcast encryption



2



7



24



Reserved



3



0



25



Reserved



3



1



26



Reserved



3



2



27



Enhanced inquiry scan



3



3



28



Interlaced inquiry scan



3



4



29



Interlaced page scan



3



5



30



RSSI with inquiry results



3



6



31



Extended SCO link (EV3 packets)



3



7



32



EV4 packets



4



0



33



EV5 packets



4



1



34



Reserved



4



2



35



AFH-capable slave



4



3
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Table 35—Features mask definition (continued) Number



Supported feature



Byte



Bit



36



AFH classification slave



4



4



37



Reserved



4



5



38



Reserved



4



6



43



AFH-capable master



5



3



44



AFH classification master



5



4



63



Extended features



7



7



9.2.3 LM interoperability policy LMs of any version will interoperate using the lowest common subset of functionality by reading the LMP features mask (defined in Table 35). An optional LMP PDU shall be sent to a device only if the corresponding feature bit is set in its features mask. The exception to this are certain PDUs (see 9.3.1.1) that can be sent before the features mask is requested. NOTE—A later version device with a restricted feature set is indistinguishable from an earlier version device with the same features.11



9.3 Procedure rules This subclause describes the rules for carrying out LMP procedures. 9.3.1 Connection control This subclause describes the LMP procedures for controlling connections, including connection establishment, detach, and power control within a connection. 9.3.1.1 Connection establishment After the paging procedure, LMP procedures for clock offset request, LMP version, supported features, name request, and detach may be initiated. An LM connection may be established during a device discovery phase in order to retrieve information such as the LM version, supported features, and the device’s name. Such a connection does not involve higher layers and, therefore, does not need to proceed to an LM_host_connection_req PDU. After the desired information has been retrieved, an LM_detach PDU is sent. Figure 88 illustrates this transaction. A typical connection establishment that is initiated by host request is shown in Figure 89.



11



Notes in text, tables, and figures are given for information only and do not contain requirements needed to implement this standard.
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Figure 88—Connection establishment without host request



Figure 89—Connection establishment with host request When the paging device wishes to create a connection involving layers above LM, it sends an LMP_host_connection_req PDU. When the other side receives this message, the host is informed about the incoming connection. The remote device can accept or reject the connection request by sending an LMP_accepted PDU or an LMP_not_accepted PDU. Alternatively, if the slave needs a role switch (see 9.3.4.2), it sends an LMP_slot_offset PDU and LMP_switch_req PDU after it has received an LMP_host_connection_req PDU. If the role switch fails, the LM shall continue with the creation of the connection unless this cannot be supported due to limited resources. In this case, the connection shall be terminated with an LMP_detach PDU with error code other end terminated connection: low resources. When the role switch has been successfully completed, the old slave will reply with an LMP_accepted PDU or an LMP_not_accepted PDU to the LMP_host_connection_req PDU (with the transaction ID set to 0). If the paging device receives an LMP_not_accepted PDU in response to an LMP_host_connection_req PDU, it shall immediately disconnect the link using the mechanism described in 9.3.1.2. If the LMP_host_connection_req PDU is accepted, LMP security procedures (pairing, authentication, and encryption) may be invoked. When a device is not going to initiate any more security procedures during connection establishment, it sends an LMP_setup_complete PDU. When both devices have sent LMP_setup_complete PDUs, the traffic can be transferred on the ACL-U logical transport. See Table 36.
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Table 36—PDUs used for connection establishment M/O



PDU



Contents



M



LMP_host_connection_req



—



M



LMP_setup_complete



—



9.3.1.2 Detach The connection between two devices may be detached anytime by the master or the slave. An error code parameter is included in the message to inform the other party of why the connection is detached. See Table 37. Table 37—PDU used for detach M/O M



PDU LMP_detach



Contents Error code



The initiating LM shall pause traffic on the ACL-U logical link (see 8.5.3.1). The initiating LM then queues the LMP_detach PDU for transmission, and it shall start a timer for 6*Tpoll slots where Tpoll is the poll interval for the connection. If the initiating LM receives the BB acknowledgment before the timer expires, it starts a timer for 3*Tpoll slots. When this timer expires and if the initiating LM is the master, the LT_ADDR(s) may be reused immediately. If the initial timer expires, then the initiating LM drops the link and starts a timer for Tlinksupervisiontimeout slots after which the LT_ADDR(s) may be reused if the initiating LM is the master. When the receiving LM receives the LMP_detach PDU, it shall start a timer for 6*Tpoll slots if it is the master and 3*Tpoll if it is the slave. On timer expiration, the link shall be detached and, if the receiving LM is the master, the LT_ADDR(s) may be reused immediately. If the receiver never receives the LMP_detach PDU, then a link supervision timeout will occur, the link will be detached, and the LT_ADDR may be reused immediately. If, at any time during this or any other LMP sequence, the link supervision timeout expires, then the link shall be terminated immediately, and the LT_ADDR(S) may be reused immediately. If the connection is in HOLD mode, the initiating LM shall wait for the HOLD mode to end before initiating the procedure defined above (in this subclause). If the connection is in SNIFF mode or PARK state, the initiating LM shall perform the procedure to exit SNIFF mode or PARK state before initiating the procedure defined above. If the procedure to exit SNIFF mode or PARK state does not complete within the LMP response timeout (30 s), the procedure defined above shall be initiated anyway. See Sequence 1.



Sequence 1: Connection closed by sending LMP_detach.
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9.3.1.3 Power control If the received signal characteristics differs too much from the preferred value of a device, it may request an increase or a decrease of the other device’s TX power. The power adjustment requests may be made at any ime following a successful BB paging procedure. If a device does not support power control requests, this is indicated in the supported features list, and thus no power control requests shall be sent after the supported features response has been processed. Prior to this time, a power control adjustment might be sent. If the recipient does not support power control, it is allowed to send an LMP_max_power PDU in response to an LMP_incr_power_req PDU and an LMP_min_power PDU in response to an LMP_decr_power_req PDU. Another possibility is to send an LMP_not_accepted PDU with the error code unsupported LMP feature. Upon receipt of an LMP_incr_power_req PDU or LMP_decr_power_req PDU, the output power shall be increased or decreased one step unless this would take power above the device’s maximum power level or below its minimum power level. See Clause 7 for the definition of the step size. The TX power is a property of the physical link and affects all logical transports carried over the physical link. Power control requests carried over the default ACL-C logical link shall affect only the physical link associated with the default ACL-C logical link: they shall not affect the power level used on the physical links to other slaves. See Table 38 and Sequence 2. Table 38—PDUs used for power control M/O



PDU



Contents



O(9)



LMP_incr_power_req



For future use (1 byte)



O(9)



LMP_decr_power_req



For future use (1 byte)



O(18)



LMP_max_power



—



O(18)



LMP_min_power



—



Sequence 2: A device requests a change of the other device’s TX power. If the receiver of an LMP_incr_power_req PDU is at maximum power, an LMP_max_power PDU shall be returned. The device shall request an increase again only after having requested a decrease at least once. If the receiver of an LMP_decr_power_req PDU is at minimum power, then an LMP_min_power PDU shall be returned, and the device shall request a decrease only after having requested an increase at least once. See Sequence 3 and Sequence 4. One byte is reserved in an LMP_incr/decr_power_req PDU for future use. The parameter value shall be 0x00 and ignored upon receipt.
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Sequence 3: The TX power cannot be increased.



Sequence 4: The TX power cannot be decreased. 9.3.1.4 Adaptive frequency hopping (AFH) AFH is used to improve the performance of physical links in the presence of interference as well as reducing the interference caused by physical links on other devices in the ISM band. AFH shall be used only during the CONNECTION state. See Table 39. Table 39—PDUs used for AFH M/O O(35) Rx O(43) Tx



PDU LMP_set_AFH



Contents AFH_Instant, AFH_Mode, AFH_Channel_Map



The LMP_set_AFH PDU contains three parameters: AFH_Instant, AFH_Mode, and AFH_Channel_Map. The AFH_Instant parameter specifies the instant at which the hopset switch will become effective. This is specified as the value of the master’s clock (CLK), which is available to both devices. The AFH instant is chosen by the master and shall be an even value at least 6*Tpoll or 96 slots (whichever is greater) in the future, where Tpoll is at least the longest poll interval for all AFH-enabled physical links. The AFH instant shall be within 12 hr of the current clock value. The AFH_Mode parameter specifies whether AFH shall be enabled or disabled. The AFH_Channel_Map parameter specifies the set of channels that shall be used if AFH is enabled. When the LMP_set_AFH PDU is received, the AFH instant shall be compared with the current CLK. If it is in the past, then the AFH instant has passed, and the slave shall immediately configure the hop selection kernel (see 8.2.6.3) with the new AFH_Mode and AFH_Channel_Map parameters specified in the LMP_set_AFH PDU. If it is in the future, then a timer shall be started to expire at the AFH instant. When this timer expires, it shall configure the hop selection kernel with the new AFH_Mode and AFH_Channel_Map parameters. The master shall not send a new LMP_set_AFH PDU to a slave until it has received the BB acknowledgment for any previous LMP_set_AFH PDU addressed to that slave and the instant has passed. Role switch while AFH is enabled shall follow the procedures define by 8.8.6.5.
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9.3.1.4.1 Master enables AFH Prior to enabling AFH, the master LM shall pause traffic on the ACL-U logical link (see 8.5.3.1). The master shall then enable AFH on a physical link by sending the LMP_set_AFH PDU with the AFH_Mode parameter set to AFH_enabled, the AFH_channel_map parameter containing the set of used and unused channels, and the AFH_instant parameter set. The LM shall not calculate the AFH instant until after traffic on the ACL-U logical link has been stopped. The master considers the physical link to be AFH enabled once the BB acknowledgment has been received and the AFH instant has passed. Once the BB acknowledgment has been received, the master shall restart transmission on the ACL-U logical link. See Sequence 5.



Master LM



Slave LM LMP_set_AFH



Sequence 5: Master enables AFH. 9.3.1.4.2 Master disables AFH Prior to disabling AFH, the master LM shall pause traffic on the ACL-U logical link (8.5.3.1). The master shall then disable AFH operation on a physical link by sending the LMP_set_AFH PDU with the AFH_Mode parameter set to AFH_disabled and the AFH_Instant parameter set. The AFH_Channel_Map parameter is not valid when AFH mode is AFH disabled. The LM shall not calculate the AFH instant until after traffic on the ACL-U logical link has been stopped. The master considers the physical link to have entered AFH-disabled operation once the BB acknowledgment has been received and the AFH _instant has passed. Once the BB acknowledgment has been received, the master shall restart transmission on the ACL-U logical link. See Sequence 6.



Master LM



Slave LM LMP_set_AFH



Sequence 6: Master disables AFH. 9.3.1.4.3 Master updates AFH A master shall update the AFH parameters on a physical link by sending the LMP_set_AFH PDU with the AFH_Mode parameter set to AFH_enabled, the AFH_Instant parameter set, and a new AFH_Channel_Map parameter set. The master shall consider the slave to have the updated AFH parameters once the BB acknowledgment has been received and the AFH instant has passed. See Sequence 7.



Master LM



Slave LM LMP_set_AFH



Sequence 7: Master updates AFH.
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9.3.1.4.4 AFH operation in PARK, HOLD, and SNIFF A slave in the PARK state, HOLD mode, or SNIFF mode shall retain the AFH_Mode and AFH_Channel_Map parameters prior to entering those modes. A master may change the AFH mode while a slave is in SNIFF mode. A master that receives a request from an AFH-enabled slave to enter PARK state, HOLD mode, or SNIFF mode and decides to operate the slave using a different hop sequence shall respond with an LMP_set_AFH PDU specifying the new hop sequence. The master continues with the LMP signalling, for park, hold, or sniff initiation, once the BB acknowledgment for the LMP_set_AFH PDU has been received. Optionally, the master may delay the continuation of this LMP signalling until after the instant. An AFH-capable slave device shall support both of these cases. A master that receives a request from an AFH-enabled slave to enter PARK state, HOLD mode, or SNIFF mode and decides to not change the slave’s hop sequence shall respond exactly as it would do without AFH. In this case, AFH operation has no effect on the LMP signalling. 9.3.1.5 Channel classification A master may request channel classification information from a slave that is AFH enabled. A slave that supports the AFH classification slave feature shall perform channel classification and reporting according to its AFH reporting mode. The master shall control the AFH reporting mode using the LMP_ channel_classification_req PDU. The slave shall report its channel classification using the LMP_channel_ classification PDU. The slave shall report pairs of channels as good, bad, or unknown. See Table 68 for the detailed format of the AFH_Channel_Classification parameter. When one channel in the nth channel pair is good and the other channel is unknown, the nth channel pair shall be reported as good. When one channel in the nth channel pair is bad and the other is unknown, the nth channel pair shall be reported as bad. It is implementation dependent what to report when one channel in a channel pair is good and the other is bad. See Table 40. Table 40—PDUs used for channel classification reporting M/O



PDU



Contents



O(36) Rx O(44) Tx



LMP_channel_classification_req



AFH_Reporting_Mode, AFH_Min_Interval, AFH_Max_Interval



O(36) Tx O(44) Rx



LMP_channel_classification



AFH_Channel_Classification



The LMP_channel_classification_req PDU contains three parameters: AFH_Reporting_Mode, AFH_Min_Interval, and AFH_Max_Interval. The AFH_Min_Interval parameter defines the minimum amount of time from the last LMP_channel_classification command that was sent before the next LMP_channel_classification PDU may be sent. The AFH_Max_Interval parameter defines the maximum amount of time between the change in the radio environment being detected by a slave and its generation of an LMP_channel_classification PDU. The AFH maximum interval shall be equal to or larger than the AFH minimum interval.



162



Copyright © 2005 IEEE. All rights reserved.



IEEE Std 802.15.1-2005



WIRELESS MAC AND PHY SPECIFICATIONS FOR WPANS



The AFH_Reporting_Mode parameter shall determine if the slave is in the AFH_reporting_enabled or AFH_reporting_disabled state. The default state, prior to receipt of any LMP_channel_classification_req PDUs, shall be AFH_reporting_disabled. In the AFH_reporting_disabled state, the slave shall not generate any channel classification reports. The AFH_reporting_mode parameter is implicitly set to the AFH_reporting_disabled state when any of the following occur: — — — —



Establishment of a connection at the BB level Master-slave role switch Entry to PARK state operation Entry to HOLD mode



The AFH_reporting_mode parameter is implicitly restored to its former value when any of the following occur: — — —



Exit from PARK state operation Exit from HOLD mode Failure of master-slave role switch



9.3.1.5.1 Channel classification reporting enabling and disabling A master enables slave channel classification reporting by sending the LMP_channel_classification_req PDU with the AFH_Reporting_Mode parameter set to AFH_reporting_enabled. When a slave has had classification reporting enabled by the master, it shall send the LMP_channel_ classification PDU according to the information in the latest LMP_channel_classification_req PDU. The LMP_channel_classification PDU shall not be sent if there has been no change in the slave’s channel classification. A master disables slave channel classification reporting by sending the LMP_channel_classification_req PDU with the AFH_Reporting_Mode parameter set to AFH_reporting_disabled. See Sequence 8.



Master LM



Slave LM LMP_channel_classification_req (enable) ... LMP_channel_classification ... LMP_channel_classification ... LMP_channel_classification_req (disable)



Sequence 8: Channel classification reporting.
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9.3.1.6 Link supervision Each physical link has a timer that is used for link supervision. This timer is used to detect physical link loss caused by devices moving out of range or being blocked by interference, a device’s power-down, or other similar failure cases. Link supervision is specified in 8.3.1. See Table 41 and Sequence 9. Table 41—PDU used to set the supervision timeout M/O M



PDU LMP_supervision_timeout



Contents Supervision timeout



Sequence 9: Setting the link supervision timeout. 9.3.1.7 Channel quality-driven data rate (CQDDR) change The data throughput for a given packet type depends on the quality of the RF channel. Quality measurements in the receiver of one device can be used to dynamically control the packet type transmitted from the remote device for optimization of the data throughput. Device A sends the LMP_auto_rate PDU once to notify device B to enable this feature. Once enabled, device B may change the packet type(s) that device A transmits by sending the LMP_preferred_rate PDU. This PDU has a parameter that determines the preferred coding (with or without 2/3FEC) and optionally the preferred size in slots of the packets. Device A is not required to change to the packet type specified by this parameter. Device A shall not send a packet that is larger than maximum slots (see 9.3.1.10) even if the preferred size is greater than this value. These PDUs may be sent at any time after connection setup is completed. See Table 42, Sequence 10, and Sequence 11. Table 42—PDUs used for quality-driven change of data rate M/O
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PDU



Contents



O(10)



LMP_auto_rate



—



O(10)



LMP_preferred_rate



Data rate
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Sequence 10: Device A notifies device B to enable CQDDR.



Sequence 11: Device B sends device A a preferred packet type. 9.3.1.8 Quality of service (QoS) The LM provides QoS capabilities. A poll interval, Tpoll, which is defined as the maximum time between transmissions from the master to a particular slave on the ACL logical transport, is used to support bandwidth allocation and latency control (see 8.8.6.1 for details). The poll interval is guaranteed in the active and SNIFF modes except when there are collisions with page, page scan, inquiry, and inquiry scan; during timecritical LMP sequences in the current piconet and any other piconets in which the device is a member; and during critical BB sequences (such as the page response, initial CONNECTION state until the first POLL, and master-slave switch). These PDUs maybe sent at anytime after connection setup is completed. Master and slave negotiate the number of repetitions for broadcast packets (NBC) (see 8.7.6.5). See Table 43. Table 43— PDUs used for QoS M/O



PDU



Contents



M



LMP_quality_of_service



Poll interval NBC



M



LMP_quality_of_service_req



Poll interval NBC



9.3.1.8.1 Master notifies slave of the QoS The master notifies the slave of the new poll interval and NBC by sending the LMP_quality_of_service PDU. The slave cannot reject the notification. See Sequence 12.



Sequence 12: Master notifies slave of QoS.



Copyright © 2005 IEEE. All rights reserved.



165



IEEE Std 802.15.1-2005



LOCAL AND METROPOLITAN AREA NETWORKS—



9.3.1.8.2 Device requests new QoS Either the master or the slave may request a new poll interval and NBC by sending an LMP_quality_of_service_req PDU. The parameter NBC is meaningful only when it is sent by a master to a slave. For transmission of LMP_quality_of_service_req PDUs from a slave, this parameter shall be ignored by the master. The request can be accepted or rejected. This allows the master and slave to dynamically negotiate the QoS as needed. The selected poll interval by the slave shall be less than or equal to the specified access latency for the outgoing traffic of the ACL link (see 14.5.3). See Sequence 13 and Sequence 14.



Sequence 13: Device accepts new QoS.



Sequence 14: Device rejects new QoS. 9.3.1.9 Paging scheme parameters LMP provides a means to negotiate the paging scheme parameters that are used the next time a device is paged. See Table 44. Table 44—PDUs used to request paging scheme M/O



PDU



Contents



O(17)



LMP_page_mode_req



Paging scheme Paging scheme settings



O(17)



LMP_page_scan_mode_req



Paging scheme Paging scheme settings



9.3.1.9.1 Page mode This procedure is initiated from device A and negotiates the paging scheme used when device A pages device B. Device A proposes a paging scheme, including the parameters for this scheme, and device B can accept or reject. On rejection, the old setting will not be changed. A request to switch to a reserved paging scheme shall be rejected. See Sequence 15.
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Sequence 15: Negotiation for page mode. 9.3.1.9.2 Page scan mode This procedure is initiated from device A and negotiates the paging scheme and paging scheme settings used when device B pages device A. Device A proposes a paging scheme and paging scheme settings, and device B may accept or reject. On rejection, the old setting is not changed. A request specifying the mandatory scheme shall be accepted. A request specifying a nonmandatory scheme shall be rejected. This procedure should be used when device A changes its paging scheme settings. A slave should also send this message to the master after connection establishment to inform the master of the slave’s current paging scheme and paging scheme settings. See Sequence 16.



Sequence 16: Negotiation for page scan mode. 9.3.1.10 Control of multislot packets The number of consecutive slots used by a device on an ACL-U logical link can be limited. It does not affect traffic on the eSCO links where the packet sizes are defined as part of link setup. A device allows the remote device to use a maximum number of slots by sending the LMP_max_slot PDU providing the maximum slots as a parameter. Each device can request to use a maximal number of slots by sending the LMP_max_slot_req PDU providing the maximum slots as a parameter. After a new connection, as a result of page, page scan, role switch, or unpark, the default value is 1 slot. These PDUs can be sent at any time after connection setup is completed. See Table 45, Sequence 17, Sequence 18, and Sequence 19. Table 45—PDUs used to control the use of multislot packets M/O



PDU



Contents



M



LMP_max_slot



Maximum slots



M



LMP_max_slot_req



Maximum slots



Sequence 17: Device allows remote device to use a maximum number of slots.
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Sequence 18: Device requests a maximum number of slots. Remote device accepts.



Sequence 19: Device requests a maximum number of slots. Remote device rejects. 9.3.2 Security 9.3.2.1 Authentication The authentication procedure is based on a challenge-response scheme as described in 13.5. The verifier sends an LMP_au_rand PDU that contains a random number (the challenge) to the claimant. The claimant calculates a response that is a function of this challenge, the claimant’s BD_ADDR, and a secret key. The response is sent back to the verifier, which checks if the response was correct or not. The response shall be calculated as described in 13.6.1. A successful calculation of the authentication response requires that two devices share a secret key. This key is created as described in 9.3.2.2. Both the master and the slave can be verifiers. See Table 46. Table 46—PDUs used for authentication M/O



PDU



Contents



M



LMP_au_rand



Random number



M



LMP_sres



Authentication response



9.3.2.1.1 Claimant has link key If the claimant has a link key associated with the verifier, it shall calculate the response and send it to the verifier with an LMP_sres PDU. The verifier checks the response. If the response is not correct, the verifier can end the connection by sending an LMP_detach PDU with the error code authentication failure (see 9.3.1.2). See Sequence 20.



Sequence 20: Authentication. Claimant has link key.
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Upon reception of an LMP_au_rand PDU, an LM shall reply with an LMP_sres PDU before initiating its own authentication. NOTE—There can be concurrent requests caused by the master and slave simultaneously initiating an authentication. The procedure in 9.1.5.1 assures that devices will not have different authenticated cyphering offset (ACO) (see 13.6.1) when they calculate the encryption key. 9.3.2.1.2 Claimant has no link key If the claimant does not have a link key associated with the verifier, it shall send an LMP_not_accepted PDU with the error code key missing after receiving an LMP_au_rand PDU. See Sequence 21.



Sequence 21: Authentication fails. Claimant has no link key. 9.3.2.1.3 Repeated attempts The scheme described in 13.5.1 shall be applied when an authentication fails. This will prevent an intruder from trying a large number of keys in a relatively short time. 9.3.2.2 Pairing When two devices do not have a common link key, an initialization key (Kinit) shall be created based on a personal identification number (PIN), a random number, and a BD_ADDR. Kinit shall be created as specified in 13.6.3. When both devices have calculated Kinit , the link key shall be created, and a mutual authentication is performed. The pairing procedure starts with a device sending an LMP_in_rand PDU; this device is referred to as the initiating LM or initiator in 9.3.2.2.1 and 9.3.2.2.5. The other device is referred to as the responding LM or responder. The PDUs used in the pairing procedure are listed in Table 47. Table 47—PDUs used for pairing M/O



PDU



Contents



M



LMP_in_rand



Random number



M



LMP_au_rand



Random number



M



LMP_sres



Authentication response



M



LMP_comb_key



Random number



M



LMP_unit_key



Key



All sequences described in 9.3, including the mutual authentication after the link key has been created, shall form a single transaction. The transaction ID from the first LMP_in_rand PDU shall be used for all subsequent sequences.
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9.3.2.2.1 Responder accepts pairing When the initiator sends an LMP_in_rand PDU, the responder shall reply with an LMP_accepted PDU. Both devices shall then calculate Kinit based on the BD_ADDR of the responder, and the procedure continues with creation of the link key (see 9.3.2.2.4). See Sequence 22.



Sequence 22: Pairing accepted. Responder has a variable PIN, and initiator has a variable or fixed PIN. 9.3.2.2.2 Responder has a fixed PIN If the responder has a fixed PIN and accepts pairing, it shall generate a new random number and send it back in an LMP_in_rand PDU. If the initiator has a variable PIN, it shall accept the LMP_in_rand PDU and shall respond with an LMP_accepted PDU. Both sides shall then calculate Kinit based on the last IN_RAND and the BD_ADDR of the initiator. The procedure continues with creation of the link key (see 9.3.2.2.4). See Sequence 23.



Sequence 23: Responder has a fixed PIN, and initiator has a variable PIN. If the responder has a fixed PIN and the initiator also has a fixed PIN, the second LMP_in_rand PDU shall be rejected by the initiator sending an LMP_not_accepted PDU with the error code pairing not allowed. See Sequence 24.



Sequence 24: Both devices have a fixed PIN. 9.3.2.2.3 Responder rejects pairing If the responder rejects pairing, it shall send an LMP_not_accepted PDU with the error code pairing not allowed after receiving an LMP_in_rand PDU. See Sequence 25.



Sequence 25: Responder rejects pairing.
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9.3.2.2.4 Creation of the link key When Kinit is calculated in both devices, the link key shall be created. This link key will be used in the authentication between the two devices for all subsequent connections until it is changed (see 9.3.2.3 and 9.3.2.4). The link key created in the pairing procedure will be either a combination key or one of the device’s unit keys. The following rules shall apply to the selection of the link key: — — —



If one device sends an LMP_unit_key PDU and the other device sends LMP_comb_key PDU, the unit key will be the link key. If both devices send an LMP_unit_key PDU, the master’s unit key will be the link key. If both devices send an LMP_comb_key PDU, the link key shall be calculated as described in 13.3.2.



The content of the LMP_unit_key PDU is the unit key bitwise XORed with Kinit. The content of the LMP_comb_key PDU is LK_RAND bitwise XORed with Kinit. Any device configured to use a combination key shall store the link key. The use of unit keys is deprecated since it is implicitly insecure. When the link key (i.e., combination or unit key) has been created, mutual authentication shall be performed to confirm that the same link key has been created in both devices. The first authentication in the mutual authentication is performed with the initiator as the verifier. When finalized, an authentication in the reverse direction is performed. See Sequence 26.



Sequence 26: Creation of the link key. 9.3.2.2.5 Repeated attempts When the authentication after creation of the link key fails because of an incorrect authentication response, the same scheme as in 9.3.2.1.3 shall be used. This prevents an intruder from trying a large number of different PINs in a relatively short time. 9.3.2.3 Change link key If the link key is derived from combination keys and the current link key is the semi-permanent link key, the link key can be changed. If the link key is a unit key, the devices shall go through the pairing procedure in order to change the link key. The contents of the LMP_comb_key PDU is protected by a bitwise XOR with the current link key. All sequences described in 9.3.2.3, including the mutual authentication after the link key has been changed, shall form a single transaction. The transaction ID from the first LMP_comb_key PDU shall be used for all subsequent sequences. See Table 48, Sequence 27, and Sequence 28. Table 48—PDUs used to change link key M/O M



PDU LMP_comb_key



Copyright © 2005 IEEE. All rights reserved.



Contents Random number



171



IEEE Std 802.15.1-2005



LOCAL AND METROPOLITAN AREA NETWORKS—



Sequence 27: Successful change of the link key.



Sequence 28: Change of the link key not possible since the other device uses a unit key. If the change of link key is successful, the new link key shall be stored, and the old link key shall be discarded. The new link key shall be used as link key for all the following connections between the two devices until the link key is changed again. The new link key also becomes the current link key. It will remain the current link key until the link key is changed again or until a temporary link key is created (see 9.3.2.4). When the new link key has been created, mutual authentication shall be performed to confirm that the same link key has been created in both devices. The first authentication in the mutual authentication is performed with the device that initiated the link key change as verifier. When finalized, an authentication in the reverse direction is performed. 9.3.2.4 Change current link key type The current link key can be a semi-permanent link key or a temporary link key. It may be changed temporarily, but the change shall be valid only for the current connection (see 13.3.1). Changing to a temporary link key is necessary if the piconet is to support encrypted broadcast. The current link key may not be changed before the connection establishment procedure has completed. This feature is supported only if broadcast encryption is supported as indicated by the LMP features mask. See Table 49. Table 49—PDUs used to change current link key M/O



PDU



Contents



O(23)



LMP_temp_rand



Random number



O(23)



LMP_temp_key



Key



O(23)



LMP_use_semi_permanent_key



—



9.3.2.4.1 Change to a temporary link key The master starts by creating the master key Kmaster as specified in Equation (23). Then the master shall generate a random number, RAND, and shall send it to the slave in an LMP_temp_rand PDU. Both sides then calculate an overlay denoted OVL as OVL = E22(current link key, RAND, 16). The master shall then send Kmaster protected by a modulo-2 addition with OVL to the slave in an LMP_temp_key PDU. The slave
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calculates Kmaster, based on OVL, which becomes the current link key. It shall be the current link key until the devices fall back to the semi-permanent link key (see 9.3.2.4.2). See Sequence 29. NOTE—The terminology in this subclause is the same as used in 13.3.2.8.



Sequence 29: Change to a temporary link key. All sequences described in 9.3.2.4.1, including the mutual authentication after Kmaster has been created, shall form a single transaction. The transaction ID shall be set to 0. When the devices have changed to the temporary key, a mutual authentication shall be made to confirm that the same link key has been created in both devices. The first authentication in the mutual authentication shall be performed with the master as verifier. When finalized, an authentication in the reverse direction is performed. Should the mutual authentication fail at either side, the LM of the verifier should start the detach procedure. Because authentication is mutual, having the verifier initiate a detach will ensure the detach occurs if one of the devices is erroneous 9.3.2.4.2 Make the semi-permanent link key the current link key After the current link key has been changed to Kmaster , this change can be undone, and the semi-permanent link key becomes the current link key again. If encryption is used on the link, the procedure to go back to the semi-permanent link key shall be immediately followed by the procedure where the master stops encryption (see 9.3.2.5.4). Encryption may be restarted by the master according to the procedures in 9.3.2.5.1. This is to assure that encryption with encryption parameters known by other devices in the piconet is not used when the semi-permanent link key is the current link key. See Sequence 30.



Sequence 30: Link key changed to the semi-permanent link key. 9.3.2.5 Encryption If at least one authentication has been performed, encryption may be used. If the master intends to broadcast encrypted data, then it must use the same encryption parameters for all slaves in the piconet. In this case, it shall issue a temporary key, Kmaster , and shall make this key the current link key for all slaves in the piconet before encryption is started (see 9.3.2.4). See Table 50. All sequences described in 9.3.2.5 shall form a single transaction. The transaction ID from the LMP_encryption_mode_req PDU shall be used for all subsequent sequences.
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Table 50—PDUs used for handling encryption M/O



PDU



Contents



O



LMP_encryption_mode_req



Encryption mode



O



LMP_encryption_key_size_req



Key size



O



LMP_start_encryption_req



Random number



O



LMP_stop_encryption_req



—



9.3.2.5.1 Encryption mode The master and the slave must agree upon whether to use encryption (encryption mode = 1 in the LMP_encryption_mode_req PDU) or not (encryption mode = 0). If the semi-permanent key is used (Key_Flag = 0x00), encryption shall apply only to point-to-point packets. If the master link key is used (Key_Flag = 0x01), encryption shall apply to both point-to-point packets and broadcast packets. If master and slave agree on the encryption mode, the master continues to give more detailed information about the encryption. Devices should never send an LMP_encryption_mode_req PDU with an encryption mode value of 2; however, for backwards compatibility, if the LMP_encryption_mode_req PDU is received with an encryption mode value of 2, then it should be treated the same as an encryption mode value of 1. The initiating LM shall pause traffic on the ACL-U logical link (see 8.5.3.1). The initiating device shall then send the LMP_encryption_mode_req PDU. If the responding device accepts the change in encryption mode, then it shall complete the transmission of the current packet on the ACL logical transport and shall then suspend transmission on the ACL-U logical link. The responding device shall then send the LMP_accepted PDU. ACL-U logical link traffic shall be resumed only after the attempt to encrypt or decrypt the logical transport is completed, i.e., at the end of Sequence 31, Sequence 32, or Sequence 33.



Sequence 31: Negotiation for encryption mode. After a device has sent an LMP_encryption_mode_req PDU, it shall not send an LMP_au_rand PDU before encryption is started. After a device has received an LMP_encryption_mode_req PDU and sent an LMP_accepted PDU, it shall not send an LMP_au_rand PDU before encryption is started. If an LMP_au_rand PDU is sent violating these rules, the claimant shall respond with an LMP_not_accepted PDU with the error code PDU not allowed. This assures that devices will not have different ACOs when they calculate the encryption key. If the encryption mode is not accepted or the encryption key size negotiation results in disagreement, the devices may send an LMP_au_rand PDU again. 9.3.2.5.2 Encryption key size NOTE—This subclause uses the same terms as in 13.4.1.
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The master sends an LMP_encryption_key_size_req PDU including the suggested key size Lsug, m, that is initially equal to Lmax, m . If Lmin, s ≤ Lsug, m and the slave supports Lsug, m , it shall respond with an LMP_accepted PDU, and Lsug, m shall be used as the key size. If both conditions are not fulfilled, the slave sends back an LMP_encryption_key_size_req PDU including the slave’s suggested key size Lsug, s. This value shall be the slave’s largest supported key size that is less than Lsug, m. Then the master performs the corresponding test on the slave’s suggestion. This procedure is repeated until a key size agreement is reached or it becomes clear that no such agreement can be reached. If an agreement is reached, a device sends an LMP_accepted PDU, and the key size in the last LMP_encryption_key_size_req PDU shall be used. After this, encryption is started (see 9.3.2.5.3). If an agreement is not reached, a device sends an LMP_not_accepted PDU with the error code unsupported parameter value, and the devices shall not communicate using encryption. See Sequence 32 and Sequence 33.



Sequence 32: Encryption key size negotiation successful.



Sequence 33: Encryption key size negotiation failed. 9.3.2.5.3 Start encryption To start encryption, the master issues the random number EN_RAND and calculates the encryption key. See 13.3.2.5. The random number shall be the same for all slaves in the piconet when broadcast encryption is used. The master issues EN_RAND by sending an LMP_start_encryption_req PDU including EN_RAND. The slave shall calculate the encryption key when this message is received and shall acknowledge with an LMP_accepted PDU. See Sequence 34.



Sequence 34: Start of encryption. Starting encryption shall be performed in three steps:
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Master is configured to transmit unencrypted packets and to receive encrypted packets. Slave is configured to transmit and receive encrypted packets. Master is configured to transmit and receive encrypted packets.



Between step a and step b, master-to-slave transmission is possible. This is when an LMP_start_ encryption_req PDU is transmitted. Step b is triggered when the slave receives this message. Between step b and step c, slave-to-master transmission is possible. This is when an LMP_accepted PDU is transmitted. Step c is triggered when the master receives this message. 9.3.2.5.4 Stop encryption To stop encryption, a device shall send an LMP_encryption_mode_req PDU with the parameter encryption mode equal to 0 (no encryption). The other device responds with an LMP_accepted PDU or an LMP_not_accepted PDU (the procedure is described in Sequence 31 in 9.3.2.5.1). If accepted, encryption shall be stopped when the master sends an LMP_stop_encryption_req PDU, and the slave shall respond with an LMP_accepted PDU according to Sequence 35.



Sequence 35: Stop of encryption. Stopping encryption shall be performed in three steps, similar to the procedure for starting encryption. a) b) c)



Master is configured to transmit encrypted packets and to receive unencrypted packets. Slave is configured to transmit and receive unencrypted packets. Master is configured to transmit and receive unencrypted packets.



Between step a and step b, master-to-slave transmission is possible. This is when an LMP_stop_ encryption_req PDU is transmitted. Step b is triggered when the slave receives this message. Between step b and step c, slave-to-master transmission is possible. This is when an LMP_accepted PDU is transmitted. Step c is triggered when the master receives this message. 9.3.2.5.5 Change encryption mode, key, or random number If the encryption key or encryption random number need to be changed or if the current link key needs to be changed according to the procedures in 9.3.2.4, encryption shall be stopped and restarted after completion, using the procedures in 9.3.2.5.3 and 9.3.2.5.4, for the new parameters to take effect. NOTE—Because the ACL-C channel has priority over the ACL-U channel, it is possible for data to be queued up in the protocol stack at the point when encryption is stopped. Such data could then be sent in the clear between encryption being stopped and restarted.



When broadcast encryption is supported via the LMP features mask, it is possible for the master to request a slave’s supported encryption key sizes. See Table 51. The master shall send an LMP_key_size_req PDU to the slave to obtain the slaves supported encryption key sizes.
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Table 51—PDUs used for encryption key size request M/O



PDU



Contents



O(23)



LMP_encryption_key_size_mask_req



O(23)



LMP_encryption_key_size_mask_res



Key size mask



The slave shall return a bit mask indicating all broadcast encryption key sizes supported. The LSB shall indicate support for a key size of 1, the next MSB shall indicate support for a key size of 2 ,and so on up to a key size of 16. In all cases, a bit set to 1 shall indicate support for a key size; a bit set to 0 shall indicate that the key size is not supported. See Sequence 36.



Master LM



Slave LM LMP_encryption_key_size_mask_req LMP_encryption_key_size_mask_res



Sequence 36: Request for supported encryption key sizes. 9.3.3 Informational requests 9.3.3.1 Timing accuracy LMP supports requests for the timing accuracy. This information can be used to minimize the scan window during piconet physical channel resynchronization (see 8.2.2.5.2). The timing accuracy parameters returned are the long-term drift measured in parts per million and the long-term jitter measured in microseconds of the worst-case clock used. These parameters are fixed for a certain device and shall be identical when requested several times. Otherwise, the requesting device shall assume worst-case values (drift = 250 ppm and jitter = 10 µs). See Table 52, Sequence 37, and Sequence 38. Table 52—PDUs used for requesting timing accuracy information M/O



PDU



Contents



O(4)



LMP_timing_accuracy_req



—



O(4)



LMP_timing_accuracy_res



Drift Jitter
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Sequence 37: The requested device supports timing accuracy information.



Sequence 38: The requested device does not support timing accuracy information. 9.3.3.2 Clock offset The clock offset can be used to speed up the paging time the next time the same device is paged. The master can request the clock offset at anytime following a successful BB paging procedure (i.e., before, during, or after connection setup). The clock offset shall be defined by the following equation: (CLKN16 – 2 slave – CLKN16 – 2 master) mod 2**15. See Table 53 and Sequence 39. Table 53—PDUs used for clock offset request M/O



PDU



Contents



M



LMP_clkoffset_req



—



M



LMP_clkoffset_res



Clock offset



Sequence 39: Clock offset requested. 9.3.3.3 LMP version LMP supports requests for the version of the LMP. The LMP_version_req and LMP_version_res PDUs contain three parameters: VersNr, CompId, and SubVersNr. VersNr specifies the version of the IEEE 802.15.1-2005 LMP specification that the device supports. CompId is used to track possible problems with the lower layers. All companies that create a unique implementation of the LM shall have their own
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CompId. The same company is also responsible for the administration and maintenance of the SubVersNr. It is recommended that each company have a unique SubVersNr for each RF/BB/LM implementation. For a given VersNr and CompId, the values of the SubVersNr shall increase each time a new implementation is released. For both CompId and SubVersNr, the value 0xFFFF means that no valid number applies. There is no ability to negotiate the version of the LMP. Sequence 40 is used only to exchange the parameters. LMP version can be requested at any time following a successful BB paging procedure. See Table 54.



Sequence 40: Request for LMP version. Table 54—PDUs used for LMP version request M/O



PDU



Contents



M



LMP_version_req



VersNr CompId SubVersNr



M



LMP_version_res



VersNr CompId SubVersNr



9.3.3.4 Supported features The supported features may be requested at any time following a successful BB paging procedure by sending the LMP_features_req PDU. Upon reception of an LMP_features_req PDU, the receiving device shall return an LMP_features_res PDU. The number of features bits required may in the future exceed the size of a single page of features. An extended features mask is, therefore, provided to allow support for more than 64 features. Support for the extended features mask is indicated by the presence of the appropriate bit in the LMP features mask. The LMP_features_req_ext and LMP_features_res_ext PDUs operate in precisely the same way as the LMP_features_req and LMP_features_res PDUs except that they allow the various pages of the extended features mask to be requested. The LMP_features_req_ext PDU may be sent at any time following the exchange of the LMP_features_req and LMP_features_rsp PDUs. The LMP_features_req_ext PDU contains a feature page index that specifies which page is requested and the contents of that page for the requesting device. Pages are numbered from 0–255 with page 0 corresponding to the normal features mask. Each page consists of 64 bits. If a device supports the LMP_features_res_ext PDU, but does not support any page number, it shall return a mask with every bit set to 0. If a device does not support the LMP_features_res_ext PDU, it shall return an LMP_not_accepted PDU. It also contains the maximum features page number containing any nonzero bit for this device. The recipient of an LMP_features_req_ext PDU shall respond with an LMP_features_res_ext PDU containing the same page number and the appropriate features page along with its own maximum features page number. If the extended features request is not supported, then all bits in all extended features pages for that device shall be assumed to be zero. See Table 55, Sequence 41, and Sequence 42.
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Table 55—PDUs used for features request M/O



PDU



Contents



M



LMP_features_req



Features



M



LMP_features_res



Features



O(63)



LMP_features_req_ext



Features page Maximum supported page Extended features



O(63)



LMP_features_res_ext



Features page Maximum supported page Extended features



Sequence 41: Request for supported features.



initiating LM



LM LMP_features_req_ext LMP_features_res_ext



Sequence 42: Request for extended features. 9.3.3.5 Name request LMP supports name request to another device. The name is a user-friendly name associated with the device and consists of a maximum of 248 bytes coded according to the UTF-8 standard. The name is fragmented over one or more DM1 packets. When an LMP_name_req PDU is sent, a name offset indicates which fragment is expected. The corresponding LMP_name_res PDU carries the same name offset, the name length indicating the total number of bytes in the name of the device, and the name fragment, where — —



Name fragment(N) = name(N + name offset), if (N + name offset) < name length Name fragment(N) = 0, otherwise.



Here 0 ≤ N ≤ 13. In the first sent LMP_name_req PDU, name offset = 0. Sequence 43 is then repeated until the initiator has collected all fragments of the name. The name request may be made at any time following a successful BB paging procedure. See Table 56.
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Sequence 43: Device’s name requested and responses. Table 56—PDUs used for name request M/O



PDU



Contents



M



LMP_name_req



Name offset



M



LMP_name_res



Name offset Name length Name fragment



9.3.4 Role switch This subclause describes the LMP sequences used for role switch including the slot offset command used to retrieve timing information and the role switch commands used to reverse roles. 9.3.4.1 Slot offset With the LMP_slot_offset PDU, the information about the difference between the slot boundaries in different piconets is transmitted. The LMP_slot_offset PDU may be sent anytime after the BB paging procedure has completed. This PDU carries the parameters slot offset and BD_ADDR. The slot offset shall be the time in microseconds between the start of a master transmission in the current piconet to the start of the next following master transmission in the piconet where the BD_ADDR device (normally the slave) is master at the time that the request is interpreted by the BD_ADDR device. See Figure 90.



Master transmissions in piconet where slave becomes the master after role switch



Master transmissions in piconet before role switch



Slot offset in microseconds



Figure 90—Slot offset for role switch See 9.3.4 for the use of the LMP_slot_offset PDU in the context of the role switch. In the case of role switch, the BD_ADDR is that of the slave device. See Table 57 and Sequence 44.
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Table 57— PDU used for slot offset information M/O O(3)



PDU LMP_slot_offset



Contents Slot offset BD_ADDR



Sequence 44: Slot offset information is sent. 9.3.4.2 Role switch Since the paging device always becomes the master of the piconet, a switch of the master-slave role is sometimes needed (see 8.8.6.5). The LMP_switch_req PDU may be sent anytime after the BB paging procedure has completed. Support for the LMP_slot_offset PDU is mandatory if the LMP_switch_req PDU is supported. The LMP_slot_offset PDU shall be sent only if the ACL logical transport is in active mode. The LMP_switch_req PDU shall be sent only if the ACL logical transport is in active mode, when encryption is disabled, and all synchronous logical transports on the same physical link are disabled. Additionally, the LMP_slot_offset or LMP_switch_req PDU shall not be initiated or accepted while a synchronous logical transport is being negotiated by the LM. See Table 58. Table 58—PDUs used for role switch M/O



PDU



Contents



O(5)



LMP_switch_req



Switch instant



O(5)



LMP_slot_offset



Slot offset BD_ADDR



The initiating LM shall pause traffic on the ACL-U logical link (see 8.5.3.1). It shall then send an LMP_slot_offset PDU immediately followed by an LMP_switch_req PDU. If the master accepts the role switch, it shall pause traffic on the ACL-U logical link (see 8.5.3.1) and respond with an LMP_accepted PDU. When the role switch has been completed at the BB level (successfully or not), both devices reenable transmission on the ACL-U logical link. If the master rejects the role switch, it responds with an LMP_not_accepted PDU, and the slave reenables transmission on the ACL-U logical link. The transaction ID for all PDUs in the sequence shall be set to 1. See Sequence 45.
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Sequence 45: Role switch (slave initiated). If the master initiates the role switch, it shall pause traffic on the ACL-U logical link (see 8.5.3.1) and send an LMP_switch_req PDU. If the slave accepts the role switch, it shall pause traffic on the ACL-U logical link (see 8.5.3.1) and responds with an LMP_slot_offset PDU immediately followed by an LMP_accepted PDU. When the role switch has been completed at the BB (successfully or not), both devices reenable transmission on the ACL-U logical link. If the slave rejects the role switch, it responds with an LMP_not_accepted PDU, and the master reenables transmission on the ACL-U logical link. The transaction ID for all PDUs in the sequence shall be set to 0. See Sequence 46.



Sequence 46: Role switch (master initiated). The LMP_switch_req PDU contains a parameter, switch instant, that specifies the instant at which the TDD switch is performed. This is specified as CLK, which is available to both devices. This instant is chosen by the sender of the message and shall be at least 2*Tpoll or 32 (whichever is greater) slots in the future. The switch instant shall be within 12 hr of the current clock value to avoid clock wrap. The sender of the LMP_switch_req PDU selects the switch instant, queues the LMP_switch_req PDU to link control for transmission, and starts a timer to expire at the switch instant. When the timer expires, it initiates the mode switch. In the case of a master-initiated switch, if the LMP_slot_offset PDU has not been received by the switch instant, the role switch is carried out without an estimate of the slave’s slot offset. If an LMP_not_accepted PDU is received before the timer expires, then the timer is stopped, and the role switch shall not be initiated. When the LMP_switch_req is received, the switch instant is compared with the CLK. If it is in the past, then the instant has been passed, and an LMP_not_accepted PDU with the error code instant passed shall be returned. If it is in the future and the role switch is allowed, then an LMP_accepted PDU shall be returned, and a timer is started to expire at the switch instant. When this timer expires, the role switch shall be initiated. After a successful role switch, the supervision timeout and poll interval Tpoll shall be set to their default values. The authentication state and the ACO shall remain unchanged. AFH shall follow the procedures described in 8.8.6.5. The default value for the max_slots parameter shall be used. 9.3.5 Modes of operation This subclause describes the LMP sequences required to put an active link into HOLD mode, PARK state, or SNIFF mode, along with the LMP sequences used to communicate with slaves in PARK state.
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9.3.5.1 HOLD mode The ACL logical transport of a connection between two devices can be placed in HOLD mode for a specified hold time. See 8.8.8 for details. See also Table 59. Table 59—PDUs used for HOLD mode M/O



PDU



Contents



O(6)



LMP_hold



Hold time, hold instant



O(6)



LMP_hold_req



Hold time, hold instant



The LMP_hold and LMP_hold_req PDUs both contain a parameter, hold instant, that specifies the instant at which the HOLD mode becomes effective. This is specified as CLK, which is available to both devices. The hold instant is chosen by the sender of the message and should be at least 6*Tpoll slots in the future. The hold instant shall be within 12 hr of the current clock value to avoid clock wrap. 9.3.5.1.1 Master forces HOLD mode The master may force HOLD mode if there has previously been a request for HOLD mode that has been accepted. The hold time included in the PDU when the master forces HOLD mode shall not be longer than any hold time the slave has previously accepted when there was a request for HOLD mode. See Sequence 47. The master LM shall first pause traffic on the ACL-U logical link (see 8.5.3.1). It shall select the hold instant and queue the LMP_hold PDU to its link control for transmission. It shall then start a timer to wait until the hold instant occurs. When this timer expires, then the connection shall enter HOLD mode. If the BB acknowledgment for the LMP_hold PDU is not received, then the master may enter HOLD mode, but it shall not use its low accuracy clock during the HOLD mode. When the slave LM receives an LMP_hold PDU, it compares the hold instant with the current CLK value. If it is in the future, then it starts a timer to expire at this instant and enters HOLD mode when it expires. When the master LM exits from HOLD mode, it reenables transmission on the ACL-U logical link.



Sequence 47: Master forces slave into HOLD mode. 9.3.5.1.2 Slave forces HOLD mode The slave may force HOLD mode if there has previously been a request for HOLD mode that has been accepted. The hold time included in the PDU when the slave forces HOLD mode shall not be longer than any hold time the master has previously accepted when there was a request for HOLD mode. See Sequence 48.
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The slave LM shall first complete the transmission of the current packet on the ACL logical transport and then shall suspend transmission on the ACL-U logical link. It shall select the hold instant and queue the LMP_hold PDU to its link control for transmission. It shall then wait for an LMP_hold PDU from the master acting according to the procedure described in 9.3.5.1.1. When the master LM receives an LMP_hold PDU, it shall pause traffic on the ACL-U logical link (see 8.5.3.1). It shall then inspect the hold instant. If this is less than 6*Tpoll slots in the future, it shall modify the instant so that it is at least 6*Tpoll slots in the future. It shall then send an LMP_hold PDU using the mechanism described in 9.3.5.1.1. When the master and slave LMs exit from HOLD mode, they shall reenable transmission on the ACL-U logical link.



Sequence 48: Slave forces master into HOLD mode. 9.3.5.1.3 Master or slave requests HOLD mode The master or the slave can request to enter HOLD mode. Upon receipt of the request, the same request with modified parameters can be returned, or the negotiation can be terminated. If an agreement is seen, an LMP_accepted PDU terminates the negotiation, and the ACL link is placed in HOLD mode. If no agreement is seen, an LMP_not_accepted PDU with the error code unsupported parameter value terminates the negotiation, and HOLD mode is not entered. The initiating LM shall pause traffic on the ACL-U logical link (see 8.5.3.1). On receiving an LMP_hold_req PDU, the receiving LM shall complete the transmission of the current packet on the ACL logical transport and then shall suspend transmission on the ACL-U logical link. The LM sending the LMP_hold_req PDU selects the hold instant that shall be at least 9*Tpoll slots in the future. If this is a response to a previous LMP_hold_req PDU and the hold instant contained is at least 9*Tpoll slots in the future, then this shall be used. LMP_hold_req PDU shall then be queued to its link control for transmission, and it shall start a timer to expire at the hold instant. When the timer expires, the connection shall enter HOLD mode unless an LMP_not_accepted or LMP_hold_req PDU is received before expiry. If the LM receiving LMP_hold_req PDU agrees to enter HOLD mode, it shall return an LMP_accepted PDU and shall start a timer to expire at the hold instant. When this timer expires, it enters HOLD mode.
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When each LM exits from HOLD mode, it shall reenable transmission on the ACL-U logical link. See Sequence 49.



Sequence 49: Negotiation for HOLD mode. 9.3.5.2 PARK state If a slave does not need to participate in the channel, but should still remain synchronized to the master, it may be placed in PARK state. See 8.8.9 for details. To keep a parked slave connected, the master shall periodically unpark and repark the slave if the supervision timeout is not set to zero (see 8.3.1). All PDUs sent from the master to parked slaves are carried on the control logical channel using the PSB logical transport (LMP link of PSB logical transport). These PDUs (i.e., LMP_set_broadcast_scan_window, LMP_modify_beacon, LMP_unpark_BD_addr_req and LMP_unpark_ PM_addr_req) are the only PDUs that shall be sent to a slave in PARK state and the only LMP PDUs that shall be broadcast. To increase reliability for broadcast, the packets are as short as possible. Therefore, the format for these LMP PDUs are somewhat different. The parameters are not always byte-aligned, and the length of the PDUs is variable. The messages for controlling PARK state include parameters, defined in 8.8.9. When a slave is placed in PARK state, it is assigned a unique PM_ADDR, which can be used by the master to unpark that slave. The all-zero PM_ADDR has a special meaning; it is not a valid PM_ADDR. If a device is assigned this PM_ADDR, it shall be identified with its BD_ADDR when it is unparked by the master. See Table 60. Table 60—PDUs used for PARK state M/O O(8)
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PDU LMP_park_req



Contents Timing control flags DB TB NB ∆B PM_ADDR AR_ADDR NBsleep DBsleep Daccess Taccess Nacc-slots Npoll Maccess Access scheme
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Table 60—PDUs used for PARK state (continued) M/O



PDU



Contents



O(8)



LMP_set_broadcast_scan_window



Timing control flags DB (optional) Broadcast scan window



O(8)



LMP_modify_beacon



Timing control flags DB (optional) TB NB ∆B Daccess Taccess Nacc-slots Npoll Maccess access scheme



O(8)



LMP_unpark_PM_ADDR_req



Timing control flags DB (optional) LT_ADDR 1st unpark LT_ADDR 2nd unpark(optional) PM_ADDR 1st unpark PM_ADDR 2nd unpark(optional) LT_ADDR 3rd unpark(optional) LT_ADDR 4th unpark(optional) PM_ADDR 3rd unpark(optional) PM_ADDR 4th unpark(optional) LT_ADDR 5th unpark(optional) LT_ADDR 6th unpark(optional) PM_ADDR 5th unpark(optional) PM_ADDR 6th unpark(optional) LT_ADDR 7th unpark(optional) PM_ADDR 7th unpark(optional)



O(8)



LMP_unpark_BD_ADDR _req



Timing control flags DB (optional) LT_ADDR LT_ADDR (optional) BD_ADDR BD_ADDR (optional)



9.3.5.2.1 Master requests slave to enter PARK state The master can request PARK state. The master LM shall pause traffic on the ACL-U logical link (see 8.5.3.1) and then send an LMP_park_req PDU. If the slave agrees to enter PARK state, it shall pause traffic on the ACL-U logical link (see 8.5.3.1) and then respond with an LMP_accepted PDU. When the slave queues an LMP_accepted PDU, it shall start a timer for 6*Tpoll slots. If the BB acknowledgment is received before this timer expires, the slave shall enter PARK state immediately; otherwise, it shall enter PARK state when the timer expires. When the master receives an LMP_accepted PDU, it shall start a timer for 6*Tpoll slots. When this timer expires, the slave is in PARK state, and the LT_ADDR may be reused.
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If the master never receives an LMP_accepted PDU, then a link supervision timeout will occur. See Sequence 50.



Sequence 50: Slave accepts to enter PARK state. If the slave rejects the attempt to enter PARK state, it shall respond with an LMP_not_accepted PDU, and the master shall reenable transmission on the ACL-U logical link. See Sequence 51.



Sequence 51: Slave rejects to enter into PARK state. 9.3.5.2.2 Slave requests to enter PARK state The slave can request PARK state. The slave LM shall pause traffic on the ACL-U logical link (see 8.5.3.1) and then send an LMP_park_req PDU. When sent by the slave, the parameters PM_ADDR and AR_ADDR are not valid and the other parameters represent suggested values. If the master accepts the slave’s request to enter PARK state, it shall pause traffic on the ACL-U logical link (see 8.5.3.1) and then send an LMP_park_req PDU, where the parameter values may be different from the values in the PDU sent from the slave. If the slave can accept these parameters, it shall respond with an LMP_accepted PDU. When the slave queues an LMP_accepted PDU for transmission, it shall start a timer for 6*Tpoll slots. If the BB acknowledgment is received before this timer expires, it shall enter PARK state immediately; otherwise, it shall enter PARK state when the timer expires. When the master receives an LMP_accepted PDU, it shall start a timer for 6*Tpoll slots. When this timer expires, the slave is in PARK state, and the LT_ADDR may be reused. If the master never receives the LMP_accepted PDU, then a link supervision timeout will occur. See Sequence 52.



Sequence 52: Slave requests to enter PARK state and accepts master’s beacon parameters.
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If the master does not accept the slave’s request to enter PARK state, it shall send an LMP_not_accepted PDU. The slave shall then reenable transmission on the ACL-U logical link. See Sequence 53.



Sequence 53: Master rejects slave’s request to enter PARK state. If the slave does not accept the parameters in the LMP_park_req PDU sent from the master, it shall respond with an LMP_not_accepted PDU, and both devices shall reenable transmission on the ACL-U logical link. See Sequence 54.



Sequence 54: Slave requests to enter PARK state, but rejects master’s beacon parameters. 9.3.5.2.3 Master sets up broadcast scan window If more broadcast capacity is needed than the beacon train, the master may indicate to the slaves that more broadcast information will follow the beacon train by sending an LMP_set_broadcast_scan_window PDU. This message shall be sent in a broadcast packet at the beacon slot(s). The scan window shall start in the beacon instant and shall be valid only for the current beacon. See Sequence 55.



Sequence 55: Master notifies all slaves of increase in broadcast capacity. 9.3.5.2.4 Master modifies beacon parameters When the beacon parameters change, the master notifies the parked slaves of this by sending an LMP_modify_beacon PDU. This PDU shall be sent in a broadcast packet. See Sequence 56.



Sequence 56: Master modifies beacon parameters.
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9.3.5.2.5 Unparking slaves The master can unpark one or many slaves by sending a broadcast LMP message including the PM_ADDR or the BD_ADDR of the device(s) to be unparked. Broadcast LMP messages are carried on the control logical channel using the PSB logical transport. See 8.8.9.5 for further details. This message also includes the LT_ADDR that the master assigns to the slave(s). After sending this message, the master shall check the success of the unpark by polling each unparked slave by sending POLL packets, so that the slave is granted access to the channel. The unparked slave shall then send a response with an LMP_accepted PDU. If this message is not received from the slave within a newconnectionTO after the master sent the unpark message, the unpark failed, and the master shall consider the slave as still being in PARK state. One PDU is used where the parked device is identified with the PM_ADDR, and another PDU is used where it is identified with the BD_ADDR. Both messages have variable length depending on the number of slaves the master unparks. For each slave the master wishes to unpark, an LT_ADDR, followed by the PM_ADDR or BD_ADDR of the device that is assigned this LT_ADDR, is included in the payload. If the slaves are identified with the PM_ADDR, a maximum of seven slaves can be unparked with the same message. If they are identified with the BD_ADDR, a maximum of two slaves can be unparked with the same message. After a successful unparking, both master and slave reenable transmission on the ACL-U logical link. See Sequence 57 and Sequence 58.



Sequence 57: Master unparks slaves addressed with their BD_ADDR.



Sequence 58: Master unparks slaves addressed with their PM_ADDR. 9.3.5.3 SNIFF mode To enter SNIFF mode, master and slave negotiate a sniff interval, Tsniff, and a sniff offset, Dsniff, that specifies the timing of the sniff slots. The offset determines the time of the first sniff slot; after that, the sniff slots follow periodically with the sniff interval Tsniff. To avoid clock wraparound during the initialization, one of two options is chosen for the calculation of the first sniff slot. A timing control flag in the message from the master indicates this. Only bit 1 of the timing control flag is valid. When the ACL logical transport is in SNIFF mode, the master shall start a transmission only in the sniff slots. Two parameters control the listening activity in the slave: the sniff attempt and the sniff timeout. The sniff attempt parameter determines for how many slots the slave shall listen when the slave is not treating this as a scatternet link, beginning at the sniff slot, even if it does not receive a packet with its own LT_ADDR. The sniff timeout parameter determines for how many additional slots the slave shall listen
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when the slave is not treating this as a scatternet link if it continues to receive only packets with its own LT_ADDR. It is not possible to modify the sniff parameters while the device is in SNIFF mode. See Table 61. (See 8.8.7 for more details of SNIFF mode behavior.) Table 61—PDUs used for SNIFF mode M/O



PDU



Contents



O(7)



LMP_sniff_req



Timing control flags Dsniff Tsniff Sniff attempt Sniff timeout



O(7)



LMP_unsniff_req



—



9.3.5.3.1 Master or slave requests SNIFF mode Either the master or the slave may request entry to SNIFF mode. The process is initiated by sending an LMP_sniff_req PDU containing a set of parameters. The receiving LM shall then decide whether to reject the attempt by sending an LMP_not_accepted PDU, to suggest different parameters by replying with an LMP_sniff_req PDU, or to accept the request. Before the first time that the master sends an LMP_sniff_req PDU, it shall enter SNIFF TRANSITION mode. If the master receives or sends an LMP_not_accepted PDU, it shall exit from SNIFF TRANSITION mode. If the master receives an LMP_sniff_req PDU, it shall enter SNIFF TRANSITION mode. If the master decides to accept the request, it shall send an LMP_accepted PDU. When the master receives the BB acknowledgment for this PDU, it shall exit SNIFF TRANSITION mode and enter SNIFF mode. If the master receives an LMP_accepted PDU, the master shall exit from SNIFF TRANSITION mode and enter SNIFF mode. If the slave receives an LMP_sniff_req PDU, it must decide whether to accept the request. If the slave rejects SNIFF mode, then it replies with an LMP_not_accepted PDU. If the slave accepts SNIFF mode, but requires a different set of parameters, it shall respond with an LMP_sniff_req PDU containing the new parameters. If the slave decides that the parameters are acceptable, then it shall send an LMP_accepted PDU and enter SNIFF mode. If the slave receives an LMP_not_accepted PDU, it shall terminate the attempt to enter SNIFF mode. See Sequence 59.



Sequence 59: Negotiation for SNIFF mode.



Copyright © 2005 IEEE. All rights reserved.



191



IEEE Std 802.15.1-2005



LOCAL AND METROPOLITAN AREA NETWORKS—



9.3.5.3.2 Moving a slave from SNIFF mode to active mode SNIFF mode may be exited by either the master or the slave sending an LMP_unsniff_req PDU. The requested device must reply with an LMP_accepted PDU. If the master requests an exit from SNIFF mode, it shall enter SNIFF TRANSITION mode and then send an LMP_unsniff_req PDU. When the slave receives the LMP_unsniff_req, it shall exit from SNIFF mode and reply with an LMP_accepted PDU. When the master receives the LMP_accepted PDU, it shall exit from SNIFF TRANSITION mode and enter active mode. If the slave requests an exit from SNIFF mode, it shall send an LMP_unsniff_req PDU. When the master receives the LMP_unsniff_req PDU, it shall enter SNIFF TRANSITION mode and then send an LMP_accepted PDU. When the slave receives the LMP_accepted PDU, it shall exit from SNIFF mode and enter active mode. When the master receives the BB acknowledgment for the LMP_accepted PDU, it shall leave SNIFF TRANSITION mode and enter active mode. See Sequence 60.



Sequence 60: Slave moved from SNIFF mode to active mode. 9.3.6 Logical transports When a connection is first established between two devices, the connection consists of the default ACL logical transport carrying the control logical link (for LMP messages) and the user logical link (for L2CAP data). One or more synchronous logical transports (SCO or eSCO) may then be added. A new logical transport shall not be created if it would cause all slots to be allocated to reserved slots on secondary LT_ADDRs. 9.3.6.1 SCO logical transport The SCO logical transport reserves slots separated by the SCO interval Tsco. The first slot reserved for the SCO logical transport is defined by Tsco and the SCO offset Dsco. See 8.8.6.2 for details. A device shall initiate a request for HV2 or HV3 packet type only if the other device supports it (bit 12, bit 13) in its features mask. A device shall initiate CVSD, µ-law, or A-law coding or uncoded (transparent) data only if the other device supports the corresponding feature. To avoid problems with a wraparound of the clock during initialization of the SCO logical transport, the timing control flags parameter is used to indicate how the first SCO slot shall be calculated. Only bit 1 of the timing control flags parameter is valid. The SCO link is distinguished from all other SCO links by an SCO handle. The SCO handle zero shall not be used. See Table 62. Table 62—PDUs used for managing the SCO links M/O
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PDU



Contents



O(11)



LMP_SCO_link_req



SCO handle Timing control flags Dsco Tsco SCO packet Air mode



O(11)



LMP_remove_SCO_link_req



SCO handle Error
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9.3.6.1.1 Master initiates an SCO link When establishing an SCO link, the master sends a request, a LMP_SCO_link_req PDU, with parameters that specify the timing, packet type, and coding that will be used on the SCO link. Each of the SCO packet types supports three different voice coding formats on the air-interface: µ-law log PCM, A-law log PCM, and CVSD. The air coding by log PCM or CVSD may be deactivated to achieve a transparent synchronous data link at 64 kb/s. The slots used for the SCO links are determined by three parameters controlled by the master: Tsco, Dsco, and a flag indicating how the first SCO slot is calculated. After the first slot, the SCO slots follow periodically at an interval of Tsco. If the slave does not accept the SCO link, but is willing to consider another possible set of SCO parameters, it can indicate what it does not accept in the error code field of LMP_not_accepted PDU. The master may then issue a new request with modified parameters. The SCO handle in the message shall be different from existing SCO link(s). If the SCO packet type is HV1, the LMP_accepted PDU shall be sent using the DM1 packet. See Sequence 61.



Sequence 61: Master requests an SCO link. 9.3.6.1.2 Slave initiates an SCO link The slave may initiate the establishment of an SCO link. The slave sends an LMP_SCO_link_req PDU, but the parameters timing control flags and Dsco are invalid as well as the SCO handle, which shall be zero. If the master is not capable of establishing an SCO link, it replies with an LMP_not_accepted PDU. Otherwise, it sends back an LMP_SCO_link_req PDU. This message includes the assigned SCO handle, Dsco, and the timing control flags. The master should try to use the same parameters as in the slave request; if the master cannot meet that request, it is allowed to use other values. The slave shall then reply with LMP_accepted or LMP_not_accepted PDU. If the SCO packet type is HV1, the LMP_accepted shall be sent using the DM1 packet. See Sequence 62 and Sequence 63.



Sequence 62: Master rejects slave’s request for an SCO link.
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Sequence 63: Master accepts slave’s request for an SCO link. 9.3.6.1.3 Master requests change of SCO parameters The master sends an LMP_SCO_link_req PDU where the SCO handle is the handle of the SCO link for which the master wishes to change parameters. If the slave accepts the new parameters, it replies with an LMP_accepted PDU, and the SCO link will change to the new parameters. If the slave does not accept the new parameters, it shall reply with an LMP_not_accepted PDU, and the SCO link is left unchanged. When the slave replies with an LMP_not_accepted PDU, it shall indicate in the error code parameter what it does not accept. The master may then try to change the SCO link again with modified parameters. The sequence is the same as in 9.3.6.1.1. 9.3.6.1.4 Slave requests change of SCO parameters The slave sends an LMP_SCO_link_req PDU where the SCO handle is the handle of the SCO link to be changed. The parameters timing control flags and Dsco are not valid in this PDU. If the master does not accept the new parameters, it shall reply with an LMP_not_accepted PDU, and the SCO link is left unchanged. If the master accepts the new parameters, it shall reply with an LMP_SCO_link_req PDU containing the same parameters as in the slave request. When receiving this message, the slave replies with an LMP_not_accepted PDU if it does not accept the new parameters. The SCO link is then left unchanged. If the slave accepts the new parameters, it replies with an LMP_accepted PDU, and the SCO link will change to the new parameters. The sequence is the same as in 9.3.6.1.2. 9.3.6.1.5 Remove an SCO link Master or slave can remove the SCO link by sending a request including the SCO handle of the SCO link to be removed and an error code indicating why the SCO link is removed. The receiving side shall respond with an LMP_accepted PDU. See Sequence 64.



Sequence 64: SCO link removed. 9.3.6.2 eSCO logical transport After an ACL link has been established, one or more eSCO links can be set up to the remote device. The eSCO links are similar to SCO links using timing control flags, an interval TeSCO, and an offset DeSCO. Only bit 1 of the timing control flags parameter is valid. As opposed to SCO links, eSCO links have a configurable data rate that may be asymmetric and can be set up to provide limited retransmissions of lost or damaged packets inside a retransmission window of size WeSCO. The DeSCO shall be based on CLK. See Table 63.
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Table 63—PDUs used for managing the eSCO links M/O



PDU



Contents



O(31)



LMP_eSCO_link_req



eSCO handle eSCO LT_ADDR Timing control flags DeSCO TeSCO WeSCO eSCO packet type M→S eSCO packet type S→M Packet length M→S Packet length S→M Air mode Negotiation state



O(31)



LMP_remove_eSCO_link_req



eSCO handle Error



The parameters DeSCO, TeSCO, WeSCO, eSCO packet type M→S, eSCO packet type S→M, packet length M→S, packet length S→M are henceforth referred to as the negotiable parameters. 9.3.6.2.1 Master initiates an eSCO link When establishing an eSCO link, the master sends an LMP_eSCO_link_req PDU specifying all parameters. The slave may accept this with an LMP_accepted_ext PDU, reject it with an LMP_not_accepted_ext PDU, or respond with its own LMP_eSCO_link_req PDU specifying alternatives for some or all parameters. The slave shall not negotiate the eSCO handle or eSCO LT_ADDR parameters. The negotiation of parameters continues until the master or slave either accepts the latest parameters with an LMP_accepted_ext PDU or terminates the negotiation with an LMP_not_accepted_ext PDU. The negotiation shall use the procedures defined in 9.3.6.2.5. See Sequence 65.



Master LM



Slave LM LMP_eSCO_link_req LMP_eSCO_link_req LMP_eSCO_link_req



LMP_accepted_ext or LMP_not_accepted_ext Sequence 65: Master requests an eSCO link. 9.3.6.2.2 Slave initiates an eSCO link When attempting to establish an eSCO link, the slave shall send an LMP_eSCO_link_req PDU specifying all parameters, with the exception of eSCO LT_ADDR and eSCO handle, which are invalid. The latter shall be set to zero. The master may respond to this with an LMP_eSCO_link_req PDU, filling in these missing parameters and potentially changing the other requested parameters. The slave may accept this with an
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LMP_accepted_ext PDU or respond with a further LMP_eSCO_link_req PDU specifying alternatives for some or all of the parameters. The negotiation of parameters continues until the master or slave either accepts the latest parameters with an LMP_accepted_ext PDU or terminates the negotiation with an LMP_not_accepted_ext PDU. See Sequence 66.



Slave LM



Master LM



LMP_eSCO_link_req LMP_eSCO_link_req LMP_eSCO_link_req



LMP_accepted_ext or LMP_not_accepted_ext Sequence 66: Slave requests an eSCO link. The master may reject the request immediately with an LMP_not_accepted_ext PDU. The negotiation shall use the procedures defined in 9.3.6.2.5. See Sequence 67.



Master LM



Slave LM LMP_eSCO_link_req LMP_not_accepted_ext



Sequence 67: Master rejects slave’s request for an eSCO link. 9.3.6.2.3 Master or slave requests change of eSCO parameters The master or slave may request a renegotiation of the eSCO parameters. The master or slave shall send an LMP_eSCO_link_req PDU with the eSCO handle of the eSCO link the device wishes to renegotiate. The remote device may accept the changed parameters immediately with LMP_accepted_ext PDU, or the negotiation may be continued with further LMP_eSCO_link_req PDUs until the master or slave accepts the latest parameters with an LMP_accepted_ext PDU or terminates the negotation with an LMP_not_accepted_ext PDU. In the case of termination with an LMP_not_accepted_ext PDU, the eSCO link continues on the previously negotiated parameters. The sequence is the same as in 9.3.6.2.2. During renegotiation, the eSCO LT_ADDR and eSCO handle shall not be renegotiated and shall be set to the originally negotiated values. The negotiation shall use the procedures defined in 9.3.6.2.5.
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9.3.6.2.4 Remove an eSCO link Either the master or slave may remove the eSCO link by sending a request including the eSCO handle of the eSCO link to be removed and a error code indicating why the eSCO link is removed. The receiving side shall respond with an LMP_accepted_ext PDU. See Sequence 68.



initiating LM



LM



LMP_remove_eSCO_link_req LMP_accepted_ext Sequence 68: eSCO link removed. 9.3.6.2.5 Rules for the LMP negotiation and renegotiation Rule 1: The negotiation state shall be set to 0 by the initiating LM. After the initial LMP_eSCO_link_req PDU is sent, the negotiation state shall not be set to 0. Rule 2: If the bandwidth (defined as 1600 times the packet length in bytes divided by TeSCO in slots) for either RX or TX or the air mode cannot be accepted, the device shall send an LMP_not_accepted_ ext PDU with the appropriate error code. Rule 3: Bandwidth and air mode are not negotiable and shall not be changed for the duration of the negotiation. Once one side has rejected the negotiation (with an LMP_not_accepted_ext PDU), a new negotiation may be started with different bandwidth and air mode parameters. Rule 4: If the parameters would cause a latency violation (TeSCO + WeSCO + reserved synchronous slots > allowed local latency), the device should propose new parameters that shall not cause a reserved slot violation or latency violation for the device that is sending the parameters. In this case, the negotiation state shall be set to 3. Otherwise, the device shall send an LMP_not_accepted_ext PDU. Rule 5: Once a device has received an LMP_eSCO_link_req PDU with the negotiation state set to 3 (latency violation), the device shall not propose any combination of packet type, TeSCO, and WeSCO that will give an equal or larger latency than the combination that caused the latency violation for the other device. Rule 6: If the parameters would cause both a reserved slot violation and a latency violation, the device shall set the negotiation state to 3 (latency violation). Rule 7: If the parameters would cause a reserved slot violation, the device should propose new parameters that shall not cause a reserved slot violation. In this case, the negotiation state shall be set to 2. Otherwise, the device shall send an LMP_not_accepted_ext PDU. Rule 8: If the requested parameters are not supported, the device should propose a setting that is supported and set the negotiation state to 4. If it is not possible to find such a parameter set, the device shall send an LMP_not_accepted_ext PDU. Rule 9: When proposing new parameters for reasons other than a latency violation, reserved slot violation, or configuration not supported, the negotiation state shall be set to 1. 9.3.6.2.6 Negotiation state definitions The following terms are defined with regard to the negotiation state: reserved slot violation: The receiving LM cannot set up the requested eSCO logical transport because the eSCO reserved slots would overlap with other regularly scheduled slots (e.g., other synchronous reserved slots, sniff instants, or park beacons).
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latency violation: The receiving LM cannot set up the requested eSCO logical transport because the latency (WeSCO + TeSCO + reserved synchronous slots) is greater than the maximum allowed latency. configuration not supported: The combination of parameters requested is not inside the supported range for the device. 9.3.7 Test mode This subclause describes the LMP procedures used to activate control and exit test mode. Throughout this subclause, the device that is placed in test mode is known as the device under test (DUT). 9.3.7.1 Activation and deactivation of test mode The activation may be carried out locally (via a hardware or software interface) or using the air interface. —



For activation over the air interface, entering the test mode shall be locally enabled for security and type approval reasons. The implementation of this local enabling is not subject to standardization. The tester sends an LMP command that shall force the DUT to enter test mode. The DUT shall terminate all normal operation before entering the test mode. If test mode is locally enabled, the DUT shall return an LMP_accepted PDU on reception of an activation command. An LMP_not_accepted PDU with the error code PDU not allowed shall be returned if the DUT is not locally enabled.



—



If the activation is performed locally using a hardware or software interface, the DUT shall terminate all normal operation before entering the test mode. Until a connection to the tester exists, the device shall perform page scan and inquiry scan. Extended scan activity is recommended.



The DUT is always the slave. See Sequence 69 and Sequence 70.



Sequence 69: Activation of test mode successful.



Sequence 70: Activation of test mode fails. Slave is not allowed to enter test mode. The test mode can be deactivated in two ways. Sending an LMP_test_control PDU with the test scenario set to “exit test mode” exits the test mode, and the slave returns to normal operation still connected to the master. Sending an LMP_detach PDU to the DUT ends the test mode and the connection.
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9.3.7.2 Control of test mode Control and configuration are performed using special LMP commands (see 9.3.7.3). These commands shall be rejected if the device is not in test mode. In this case, an LMP_not_accepted PDU shall be returned. The DUT shall return an LMP_accepted PDU on reception of a control command when in test mode. An IEEE 802.15.1-2005 device in test mode shall ignore all LMP commands not related to control of the test mode. LMP commands dealing with power control and the request for LMP features (LMP_features_ req), and AFH (LMP_set_AFH, LMP_channel_classification_req, and LMP_channel_ classification) are allowed in test mode; the normal procedures are also used to test the adaptive power control. The DUT shall leave the test mode when an LMP_detach command is received or an LMP_test_control command is received with test scenario set to “exit test mode.” When the DUT has entered test mode, the LMP_test_control PDU can be sent to the DUT to start a specific test. This PDU is acknowledged with an LMP_accepted PDU. If a device that is not in test mode receives an LMP_test_control PDU, it responds with an LMP_not_accepted PDU, where the error code shall be PDU not allowed. See Sequence 71 and Sequence 72.



Sequence 71: Control of test mode successful.



Sequence 72: Control of test mode rejected since slave is not in test mode. 9.3.7.3 Summary of test mode PDUs Table 64 lists all LMP messages used for test mode. To ensure that the contents of an LMP_test_control PDU are suitably whitened (important when sent in transmitter mode), each byte of all parameters listed in Table 65 are XORed with 0x55 before being sent. The control PDU is used for both transmitter and loop back tests. The restrictions in Table 66 apply for the parameter settings.
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Table 64—LMP messages used for test mode PDU number



LMP PDU



Possible direction



LMP_test_activate



56



M→S



LMP_test_control



57



M→S



LMP_detach



7



M→S



LMP_accepted



3



M←S



LMP_not_accepted



4



M←S



Position in payload



Contents



Test scenario Hopping mode TX frequency RX frequency Power control mode Poll period Packet type Length of test data



2 3 4 5 6 7 8 9–10



Table 65—Parameters used in LMP_test_control PDU Name



Length (bytes)



Type



Unit



Detailed



Test scenario



1



u_int8



0: Pause test mode 1: Transmitter test – 0 pattern 2: Transmitter test – 1 pattern 3: Transmitter test – 1010 pattern 4: Pseudorandom bit sequence 5: Closed loop back – ACL packets 6: Closed loop back – Synchronous packets 7: ACL packets without whitening 8: Synchronous packets without whitening 9: Transmitter test – 1111 0000 pattern 10–254: Reserved 255: Exit test mode The value is XORed with 0x55.



Hopping mode



1



u_int8



0: RX/TX on single frequency 1: Normal hopping 2: Reserved 3: Reserved 4: Reserved 5–255: Reserved The value is XORed with 0x55.



TX frequency (for DUT)



1



u_int8



f = [2402 + k] MHz The value is XORed with 0x55.



RX frequency (for DUT)



1



u_int8



f = [2402 + k] MHz The value is XORed with 0x55.



Power control mode



1



u_int8



0: Fixed TX output power 1: Adaptive power control The value is XORed with 0x55.



Poll period



1



u_int8



200



1.25 ms



The value is XORed with 0x55.
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Table 65—Parameters used in LMP_test_control PDU (continued) Name



Length (bytes)



Type



Unit



Packet type



1



u_int8



Length of test sequence (= length of user data in Clause 8)



2



u_int16



Detailed Bits 3:0 Numbering as in packet header (see Clause 8) Bits 7:4 0: ACL/SCO 1: eSCO 2–15: Reserved The value is XORed with 0x55.



1 byte



Unsigned binary number The value is XORed with 0x55.



Table 66—Restrictions for parameters used in LMP_test_control PDU Restrictions transmitter test



Parameter



Restrictions loopback test



TX frequency



0 ≤ k ≤ 93



0 ≤ k ≤ 78



RX frequency



Same as TX frequency



0 ≤ k ≤ 78



Poll period



Not applicable (set to 0)



Length of test sequence



Depends on packet type: DH1: ≤ 27 bytes DH3: ≤ 183 bytes DH5: ≤ 339 bytes AUX1: ≤ 29 bytes HV3: = 30 bytes EV3: ≤ 30 bytes EV5: ≤ 180 bytes



For ACL and SCO packets: not applicable (set to 0) For eSCO packets: EV3: ≤ 1–30 bytes EV4: ≤ 1–120 bytes EV5: ≤ 1–180 bytes



9.4 Summary 9.4.1 PDU summary Table 67 shows the coding of the different LM PDUs. Table 67—Coding of the different LM PDUs



LMP PDU Escape 1



Escape 2



Length (bytes)



Opcode



Packet type



Possible direction



Variable



124



DM1



M↔S



Variable
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125



DM1



M↔S



Contents



Position in payload



Extended opcode



2



Variable



3–?



Extended opcode



2



Variable



3–?
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU Escape 3



Escape 4



Length (bytes)



Opcode



Packet type



Possible direction



Variable



126



DM1



M↔S



Variable



127



DM1



M↔S



Contents



Position in payload



Extended opcode



2



Variable



3–?



Extended opcode



2



Variable



3–?



LMP_accepted



2



3



DM1/ DV



M↔S



Opcode



2



LMP_accepted_ext



4



127/ 01



DM1



M↔S



Escape opcode



3



Extended opcode



4 2–17



LMP_au_rand



17



11



DM1



M↔S



Random number



LMP_auto_rate



1



35



DM1/ DV



M↔S



—



LMP_channel_ classification_req



7



127/ 16



DM1



M→S



AFH_reporting_mode



3



AFH_min_interval



4–5



AFH_max_interval



6–7 3–12



LMP_channel_ classification



12



127/ 17



DM1



M←S



AFH_channel_ classification



LMP_clkoffset_req



1



5



DM1/ DV



M→S



—



LMP_clkoffset_res



3



6



DM1/ DV



M←S



Clock offset



2–3



LMP_comb_key



17



9



DM1



M↔S



Random number



2–17



LMP_decr_power_req



2



32



DM1/ DV



M↔S



For future use



2



LMP_detach



2



7



DM1/ DV



M↔S



Error code



2



LMP_encryption_key_ size_mask_req



1



58



DM1



M→S



LMP_encryption_key_ size_mask_res



3



59



DM1



M←S



Key size mask



2–3



LMP_encryption_key_ size_req



2



16



DM1/ DV



M↔S



Key size



2



LMP_encryption_mode_ req



2



15



DM1/ DV



M↔S



Encryption mode



2
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU LMP_eSCO_link_req



Length (bytes)



Opcode



Packet type



Possible direction



16



127/ 12



DM1



M↔S



Contents



Position in payload



eSCO handle



3



eSCO LT_ADDR



4



Timing control flags



5



DeSCO



6



TeSCO



7



WeSCO



8



SCO packet type M→S



9



SCO packet type S→M



10



Packet length M→S



11–12



Packet length S→M



13–14



Air mode



15



Negotiation state



16



LMP_features_req



9



39



DM1/ DV



M↔S



Features



2–9



LMP_features_req_ext



12



127/ 03



DM1



M↔S



Features page



3



Maximum supported page



4



Extended features



5–12



LMP_features_res



9



40



DM1/ DV



M↔S



Features



2–9



LMP_features_res_ext



12



127/ 04



DM1



M↔S



Features page



3



Maximum supported page



4



Extended features



5–12



LMP_host_connection_req



1



51



DM1/ DV



M↔S



—



LMP_hold



7



20



DM1/ DV



M↔S



Hold time



2–3



Hold instant



4–7



DM1/ DV



M↔S



Hold time



2–3



Hold instant



4–7



LMP_hold_req



7



21



LMP_incr_power_req



2



31



DM1/ DV



M↔S



For future use



2



LMP_in_rand



17



8



DM1



M↔S



Random number



2–17



LMP_max_power



1



33



DM1/ DV



M↔S



—
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Table 67—Coding of the different LM PDUs (continued) Position in payload



Length (bytes)



Opcode



Packet type



Possible direction



LMP_max_slot



2



45



DM1/ DV



M↔S



Maximum slots



2



LMP_max_slot_req



2



46



DM1/ DV



M↔S



Maximum slots



2



LMP_min_power



1



34



DM1/ DV



M↔S



—



LMP_modify_beacon



11 or 13



28



DM1



M→S



Timing control flags



2



DB



3–4



TB



5–6



NB



7



∆B



8



Daccess



9



Taccess



10



Nacc-slots



11



Npoll



12



Maccess



13:0–3



Access scheme



13:4–7



LMP PDU



Contents



LMP_name_req



2



1



DM1/ DV



M↔S



Name offset



2



LMP_name_res



17



2



DM1



M↔S



Name offset



2



Name length



3



Name fragment



4–17



Opcode



2



Error code



3



Escape opcode



3



Extended opcode



4



Error code



5



Paging scheme



2



Paging scheme settings



3



Paging scheme



2



Paging scheme settings



3



LMP_not_accepted



LMP_not_accepted_ext



LMP_page_mode_req



LMP_page_scan_mode_ req



204



3



5



3



3



4



127/ 02



53



54



DM1/ DV



M↔S



DM1



M↔S



DM1/ DV



M↔S



DM1/ DV



M↔S
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU LMP_park_req



Length (bytes)



Opcode



Packet type



Possible direction



17



25



DM1



M↔S



Contents



Position in payload



Timing control flags



2



DB



3–4



TB



5–6



NB



7



∆B



8



PM_ADDR



9



AR_ADDR



10



NBsleep



11



DBsleep



12



Daccess



13



Taccess



14



Nacc-slots



15



Npoll



16



Maccess



17:0–3



Access scheme



17:4–7



LMP_preferred_rate



2



36



DM1/ DV



M↔S



Data rate



2



LMP_quality_of_service



4



41



DM1/ DV



M→S



Poll interval



2–3



NBC



4



DM1/ DV



M↔S



Poll interval



2–3



NBC



4



127/ 13



DM1



M↔S



eSCO handle



3



Error code



4



44



DM1/ DV



M↔S



SCO handle



2



Error code



3



DM1/ DV



M↔S



SCO handle



2



Timing control flags



3



Dsco



4



Tsco



5



SCO packet



6



Air mode



7



LMP_quality_of_service_req



4



LMP_remove_eSCO_link_ req (see Note 4)



4



LMP_remove_SCO_link_ req



3



LMP_SCO_link_req



7
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU LMP_set_AFH



LMP_set_broadcast_ scan_window



Length (bytes)



Opcode



Packet type



Possible direction



16



60



DM1



M→S



4 or 6



27



DM1



M→S



Contents



Position in payload



AFH instant



2–5



AFH mode



6



AFH channel map



7–16



Timing control flags



2



DB



3–4



Broadcast scan window



5–6



LMP_setup_complete



1



49



DM1



M↔S



—



LMP_slot_offset



9



52



DM1/ DV



M↔S



Slot offset



2–3



BD_ADDR



4–9



DM1



M↔S



Timing control flags



2



Dsniff



3–4



Tsniff



5–6



Sniff attempt



7–8



Sniff timeout



9–10



LMP_sniff_req



10



23



LMP_sres



5



12



DM1/ DV



M↔S



Authentication response



2–5



LMP_start_encryption_req



17



17



DM1



M→S



Random number



2–17



LMP_stop_encryption_req



1



18



DM1/ DV



M→S



—



LMP_supervision_timeout



3



55



DM1/ DV



M →s



Supervision timeout



2–3



LMP_switch_req



5



19



DM1/ DV



M↔S



Switch instant



2–5



LMP_temp_rand



17



13



DM1



M→S



Random number



2–17



LMP_temp_key



17



14



DM1



M→S



Key



2–17



LMP_test_activate



1



56



DM1/ DV



M→S



—
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU LMP_test_control



Length (bytes)



Opcode



Packet type



Possible direction



10



57



DM1



M→S



Contents



Position in payload



Test scenario



2



Hopping mode



3



TX frequency



4



RX frequency



5



Power control mode



6



Poll period



7



Packet type



8



Length of test data



9–10



LMP_timing_accuracy_req



1



47



DM1/ DV



M↔S



—



LMP_timing_accuracy_res



3



48



DM1/ DV



M↔S



Drift



2



Jitter



3



LMP_unit_key



17



10



DM1



M↔S



Key



2–17



LMP_unpark_BD_ADDR_ req



variable



29



DM1



M→S



Timing control flags



2



DB



3–4



LT_ADDR



1st



unpark



5:0–2



LT_ADDR 2nd unpark



5:4–6



BD_ADDR



LMP_unpark_PM_ADDR_ req



variable



30



DM1



M→S



1st



unpark



BD_ADDR 2nd unpark



12–17



Timing control flags



2



DB



3–4



LT_ADDR



1st



unpark



5:0–3



LT_ADDR 2nd unpark



5:4–7



st



PM_ADDR 1 unpark



6



PM_ADDR 2nd unpark



7



rd



LT_ADDR 3 unpark



8:0–3



LT_ADDR 4th unpark



8:4–7



rd



PM_ADDR 3 unpark



9



PM_ADDR 4th unpark



10



LT_ADDR



5th



unpark



11:0–3



LT_ADDR 6th unpark



11:4–7



PM_ADDR
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6–11



5th



unpark



12
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Table 67—Coding of the different LM PDUs (continued)



LMP PDU



Length (bytes)



Opcode



Packet type



Possible direction



LMP_unpark_PM_ADDR_ req (continued)



Contents



Position in payload



PM_ADDR 6th unpark



13



LT_ADDR 7th unpark



14:0–3



PM_ADDR 7th unpark



15



LMP_unsniff_req



1



24



DM1/ DV



M↔S



—



LMP_use_semi_ permanent_key



1



50



DM1/ DV



M→S



—



LMP_version_req



6



37



DM1/ DV



M↔S



VersNr



2



CompId



3–4



SubVersNr



5–6



VersNr



2



CompId



3–4



SubVersNr



5–6



LMP_version_res



6



38



DM1/ DV



M↔S



NOTES 1—For LMP_set_broadcast_scan_window, LMP_modify_beacon, LMP_unpark_BD_ADDR_req, and LMP_ unpark_PM_ADDR_req PDUs, the parameter DB is optional. This parameter is present only if bit 0 of timing control flags is 1. If the parameter is not included, the position in payload for all parameters following DB are decreased by 2. 2—For the LMP_unpark_BD_ADDR PDU, the LT_ADDR and the BD_ADDR of the 2nd unparked slave are optional. If only one slave is unparked, LT_ADDR 2nd unpark shall be zero, and BD_ADDR 2nd unpark is left out. 3—For the LMP_unpark_PM_ADDR PDU, the LT_ADDR and the PM_ADDR of the 2nd – 7th unparked slaves are optional. If N slaves are unparked, the fields up to and including the Nth unparked slave are present. If N is odd, the LT_ADDR (N + 1)th unpark shall be zero. The length of the message is x + 3N/2 if N is even and x + 3(N + 1)/2 – 1 if N is odd, where x = 2 or 4 depending on if the DB is included or not (see Note 1). 4—Parameters coincide with their namesakes in LMP__SCO_link_req PDUs apart from the following: a) b) c) d) e) f)
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eSCO_LT_ADDR: The eSCO connection will be active on an additional LT_ADDR that needs to be defined. The master is allowed to reassign an active eSCO link to a different LT_ADDR. DeSCO, TeSCO: As per LMP_SCO_link_req, but with a greater flexibility in values (e.g., no longer fixed with respect to HV1, HV2, and HV3 packet choice). WeSCO: The eSCO retransmission window size (in slots). Packet type and packet length may be set differently in master-to-slave or slave-to-master directions for asynchronous eSCO links. Packet length (in bytes): eSCO packet types no longer have fixed length Negotiation state: This is used to better enable the negotiation of the negotiable parameters: DeSCO, TeSCO, WeSCO, eSCO packet type M→S, eSCO packet type S→M, packet length M→S, packet length S→M. When responding to an eSCO link request with a new suggestion for these parameters, this flag may be set to 1 to indicate that the last received negotiable parameters are possible, but the new parameters specified in the response eSCO link request would be preferable, to 2 to indicate that the last received negotiable parameters are not possible as they cause a reserved slot violation, or to 3 to indicate that the last received negotiable parameters would cause a latency violation. The flag shall be set to zero in the initiating LMP_eSCO_ link_req PDU.
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9.4.2 Parameter definitions The parameter definitions are listed in Table 68.



Name



Length (bytes)



Table 68—Parameters in LM PDUs



Type



Unit



Detailed



Access scheme



1



u_int4



AFH_channel_ classification



10



multiple bytes



—



This parameter contains 40 two-bit fields. The nth (numbering from 0) such field defines the classification of channels 2n and 2n + 1, other than the 39th field, which just contains the classification of channel 78. Each field interpreted as an integer whose values indicate: 0 = unknown 1 = good 2 = reserved 3 = bad



AFH_channel_map



10



multiple bytes



—



If AFH_mode is AFH_enabled, this parameter contains 79 one-bit fields; otherwise, the contents are reserved. The nth (numbering from 0) such field (in the range 0 to 78) contains the value for channel n. Bit 79 is reserved (set to 0 when transmitted and ignored when received). The 1-bit field is interpreted as follows: 0: channel n is unused 1: channel n is used



AFH_instant



4



u_int32



slots



Bits 27:1 of the CLK value at the time of switching hop sequences. Must be even.



AFH_max_interval



2



u_int16



slots



Range is 0x0640 to 0xBB80 slots (1 to 30 s)



AFH_min_interval



2



u_int16



slots



Range is 0x0640 to 0xBB80 slots (1 to 30 s)



AFH_mode



1



u_int8



—



0: AFH disabled 1: AFH enabled 2–255: Reserved



AFH_reporting_ mode



1



u_int8



—



0: AFH reporting disabled 1: AFH reporting enabled 2–255: Reserved
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Mandatory range



0: Polling technique 1–15: Reserved
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Name



Length (bytes)



Table 68—Parameters in LM PDUs (continued)



Type



Unit



Detailed 0: µ-law log 1: A-law log 2: CVSD 3: Transparent data 4–255: Reserved



Air mode



1



u_int8



AR_ADDR



1



u_int8



Authentication response



4



multiple bytes



BD_ADDR



6



multiple bytes



Broadcast scan window



2



u_int16



slots



Clock offset



2



u_int16



1.25 ms



CompId



2



u_int16



Daccess



1



u_int8



Data rate



1



u_int8



DB



2



u_int16



slots



∆B



1



u_int8



slots



DBsleep



1



u_int8



DeSCO



1



u_int8



slots



Drift



1



u_int8



ppm



Dsco



1



u_int8



Dsniff



2



u_int16



Encryption mode



1



u_int8



0: No encryption 1: Encryption 2: Encryption 3–255: Reserved



Error code



1



u_int8



See 10.3



Escape opcode



1



u_int8



Identifies which escape opcode is being acknowledged: range 124–127



eSCO handle



1



u_int8



210



Mandatory range See Table 69



BD_ADDR of the sending device



(CLKN16 – 2 slave – CLKN16 – 2 master) mod 215 MSB of second byte not used. See Bluetooth Assigned Numbers [B1]



slots Bit 0 = 0: Use FEC Bit 0 = 1: Do not use FEC Bit 1–2 = 0: No packet-size preference available Bit 1–2 = 1: Use 1-slot packets Bit 1–2 = 2: Use 3-slot packets Bit 1–2 = 3: Use 5-slot packets Bit 3–7: Reserved



Valid range is 0–254 slots



See Table 69.



slots



Only even values are valida



0 to (Tsco – 2)



slots



Only even values are valida



0 to (Tsniff – 2)
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Name



Length (bytes)



Table 68—Parameters in LM PDUs (continued)



Type



Unit



Detailed



Mandatory range



eSCO LT_ADDR



1



u_int8



LT_ADDR for the eSCO logical transport. The range is extended to 8 bits compared with the normal LT_ADDR field: range 0–7.



0–7



eSCO packet type



1



u_int8



0x00: NULL/POLL 0x07: EV3 0x0C: EV4 0x0D: EV5 Other values are reserved



If the value is 0x00, the POLL packet shall be used by the master, and the NULL packet shall be used by the slave. See Table 69.



Extended features



8



multiple bytes



One page of extended features



Extended opcode



1



u_int8



Which extended opcode is being acknowledged



Features



8



multiple bytes



See Table 35.



Features page



1



u_int8



Identifies which page of extended features is being requested. 0 means standard features 1–255 other feature pages



Hold instant



4



u_int32



slots



Bits 27:1 of the CLK value



Hold time



2



u_int16



slots



Only even values are valid1



Jitter



1



u_int8



µs



Key



16



multiple bytes



Key size



1



u_int8



Key size mask



2



u_int16



LT_ADDR



1



u_int4



Maccess



1



u_int4



Max slots



1



u_int8



Max supported page



1



u_int8
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0x0014–0x8000; shall not exceed (supervisionTO * 0.999)



byte Bit mask of supported broadcast encryption key sizes: LSB is support for length 1, and so on. The bit shall be one if the key size is supported.



Number of access windows slots Highest page of extended features that contains a nonzero bit for the originating device. Range 0–255
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Name



Length (bytes)



Table 68—Parameters in LM PDUs (continued)



Type



Unit



Detailed



Nacc-slots



1



u_int8



Name fragment



14



multiple bytes



Name length



1



u_int8



bytes



Name offset



1



u_int8



bytes



NB



1



u_int8



NBC



1



u_int8



NBsleep



1



u_int8



Negotiation state



1



u_int8



Npoll



1



u_int8



Opcode



1



u_int8



Packet length



2



u_int16



Paging scheme



1



u_int8



0: Mandatory scheme 1-255: Reserved



Paging scheme settings



1



u_int8



For mandatory scheme: 0: R0 1: R1 2: R2 3–255: Reserved



PM_ADDR



1



u_int8



Poll interval



2



u_int16



Random number



16



multiple bytes



212



Mandatory range



slots UTF-8 characters.



0: Initiate negotiation 1: The latest received set of negotiable parameters were possible, but these parameters are preferred. 2: The latest received set of negotiable parameters would cause a reserved slot violation. 3: The latest received set of negotiable parameters would cause a latency violation. 4: The latest received set of egotiable parameters are not supported. Other values are reserved.



bytes



slots



Length of the eSCO payload 0 for POLL/NULL 1–30 for EV3 1–120 for EV4 1–180 for EV5 Other values are invalid



Only even values are valida



See Table 69.



0x0006–0x1000
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Name



Length (bytes)



Table 68—Parameters in LM PDUs (continued)



Type



Unit



Detailed



Mandatory range



Reserved(n)



n



u_int8



Reserved for future use – must be 0 when transmitted, ignore value when received



SCO handle



1



u_int8



SCO packet



1



u_int8



Slot offset



2



u_int16



µs



0 ≤ slot offset < 1250



Sniff attempt



2



u_int16



received slots



Number of receive slots



1 to Tsniff/2



Sniff timeout



2



u_int16



received slots



Number of receive slots



0–0x0028



SubVersNr



2



u_int16



Supervision timeout



2



u_int16



slots



0 means an infinite timeout



Switch instant



4



u_int32



slots



Bits 27:1 of the CLK value



Taccess



1



u_int8



slots



TB



2



u_int16



slots



TeSCO



1



u_int8



slots



Timing control flags



1



u_int8



Tsco



1



u_int8



slots



Only even values are valida



2–6



Tsniff



2



u_int16



slots



Only even values are valida



0x0006–0x0540; shall not exceed (supervisionTO * 0.999)



VersNr



1



u_int8



WeSCO



1



u_int8



0: HV1 1: HV2 2: HV3 3–255: Reserved



Defined by each company



Valid range is 4–254 slots



0 and 0x0190–0xFFFF



See Table 69



Bit 0 = 0: No timing change Bit 0 = 1: Timing change Bit 1 = 0: Use initialization 1 Bit 1 = 1: Use initialization 2 Bit 2 = 0: Access window Bit 2 = 1: No access window Bit 3–7: Reserved



See Bluetooth Assigned Numbers [B1] slots



Number of slots in the retransmission window. Valid range is 0–254 slots.



See Table 69.



aIf



a device receives an LMP PDU with an odd value in this parameter field, the PDU should be rejected with an error code of invalid LMP parameters.
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9.4.3 Default values Devices shall use the values in Table 69 before anything else has been negotiated. Table 69—Mandatory parameter ranges for eSCO packet types EV3



Parameter



EV4



EV5



DeSCO



0–4 (even)



0–14 (even)



0–14 (even)



TeSCO



6



16 (even)



16 (even)



WeSCO



0–4 (even)



0–6 (even)



0–6 (even)



eSCO packet type M→S



EV3



EV3, EV4



EV3, EV5



eSCO packet type S→M



EV3



EV3, EV4



EV3, EV5



Packet length M→S



30



1–120



1–180



Packet length S→M



30



1–120



1–180



Air mode



At least one of A-law, µ-law, CVSD, transparent



Transparent



Transparent
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