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Abstract An identiﬁcation technique for the parameters of phenomenological models of hysteresis is presented. The basic idea of our technique is to set up a system of equations for the parameters of the model as a function of known quantities on the major or minor hysteresis loops (e.g. coercive force, susceptibilities at various points, remanence), or other magnetization curves. This system of equations can be either over or underspeciﬁed and is solved by using the conjugate gradient method. Numerical results related to the identiﬁcation of parameters in the Energetic, Jiles–Atherton, and Preisach models are presented. r 2007 Elsevier B.V. All rights reserved. Keywords: Hysteresis modelling; Identiﬁcation problem; Energetic model; Jiles–Atherton model; Preisach model



1. Introduction The identiﬁcation problem is one of the most challenging issues in hysteresis modelling. Any phenomenological model of hysteresis must be carefully calibrated before it is used in practical applications. Depending on the model for which the identiﬁcation is performed, an accurate identiﬁcation of the model parameters gives information about the magnetic material that is simulated. For instance, ﬁnding the Preisach function [1] for a particulate media gives information about the interaction and coercive ﬁeld distributions [2]. Computing the parameters of the Energetic [3] and Jiles–Atherton [4] models for a given bulk material gives information about the energy loss during Barkhausen jumps, demagnetizing ﬁeld, the pinning of the domain walls, etc. There exist many identiﬁcation techniques for phenomenological models of hysteresis [5–8]. Usually these identiﬁcation techniques are model dependent, i.e. each identiﬁcation technique is developed for a given model of hysteresis. In this article we propose an Corresponding author. Electrical and Computer Engineering Department, Florida State Unviersity, Tallahassee, FL 32310, USA. Tel.: +1 850 410 6589; fax: +1 850 410 6479. E-mail address: [email protected] (P. Andrei).



0304-8853/$ - see front matter r 2007 Elsevier B.V. All rights reserved. doi:10.1016/j.jmmm.2007.02.137



identiﬁcation technique based on the conjugate gradient method. This technique has the advantage that it can be implemented on most phenomenological models of hysteresis, such as the Preisach, Energetic, and Jiles–Atherton models with little effort. Moreover, it can be implemented in those cases in which the number of experimental points used in the identiﬁcation varies from one material to another. In general, the more experimental data are known, the better the identiﬁcation is done. In Section 2 we present the basic idea of our technique and analyze its numerical efﬁciency; special consideration is given to the numerical implementation of the technique. Numerical results are presented in Section 3, which is followed by Conclusions.



2. Identiﬁcation technique In general, any phenomenological model of hysteresis gives an equation for magnetization M as a function of the applied ﬁeld H by employing parameters a1, a2,y, aM, which are called model parameters. For instance, in the case of the Energetic model, the model parameters are a, k, q, Ne, c (see Ref. [2] for notations), while in the case of the Jiles–Atherton model they are a, a, k, and c (see Ref. [3]).
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The identiﬁcation problem for a given model consists in computing the model parameters for which the simulated and experimental data coincide. The input data for the identiﬁcation problem are usually easy-to-measure parameters on the major hysteresis loop, ﬁrst magnetization curve, or on remanent curves. Such parameters (see Fig. 1) are the coercive force Hc, the remanent magnetization Mr, the initial susceptibility wi, the susceptibility at coercivity wc, the susceptibility at remanence wr, etc. and are denoted by pi or pexp,i in the following analysis. The condition that the theoretical (simulated) curves coincide with the experimental ones can be expressed mathematically as a set of equations: pi ða1 ; a2 ; . . . ; aM Þ ¼ pexp;i ;



i ¼ 0; . . . ; N,



(1)



where pexp,i denotes the experimental value of parameter i, pi is the computed value of the same parameter, and N denotes the total number of parameters used in the identiﬁcation problem. If entire magnetization curves are used in the identiﬁcation problem, these curves are discretized in a ﬁnite number of points (Hi, Mi) and parameters pi (pexp,i) are the computed (experimental) values of the magnetization at each discretization point. Most often, Eq. (1) form a system of highly nonlinear equations that might have a unique solution, multiple solutions, or no solution at all. Hence, we will not attempt to calculate the exact solution of Eq. (1), but rather, minimize the function: Uða1 ; a2 ; . . . ; aM Þ ¼



N X







2



wi pi ða1 ; a2 ; . . . ; aM Þ  pexp;i ,



(2)



i¼1



where wi are some positive weighting coefﬁcients. If the minimum of function U is zero, then Eq. (1) will be satisﬁed exactly. The values of the weighting coefﬁcients depend on the accuracy with which experimental quantities pexp,i are
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determined. For instance, the coercive force and remanent magnetization are usually measured with much more accuracy than the susceptibility at coercivity or at the remanent points; therefore, the weighting coefﬁcients of Hc and Mr should be larger than the weighting coefﬁcients of wc and wr. In our simulations we consider that wi is equal to the inverse of the variance of pexp,i. If some parameter pi is not used in the identiﬁcation procedure wi is set to zero. Writing the identiﬁcation problem as the solution of a minimization problem has two main advantages relative to computing the exact solution of system (1). First, the minimization problem always has at least one solution and, second, there exist many algorithms such as the steepest descend method and the conjugate gradient method that can be applied to the solution of multidimensional minimization problems [9]. In this work, we have chosen to compute the minimum of function U by using the conjugate gradient method because of its good convergence properties; the steepest descent method usually requires many evaluation steps, which can increase the total computational time [9]. The conjugate gradient method requires the evaluation of the derivatives of function U with respect to aj: qUða1 ; a2 ; . . . ; aM Þ=qaj ¼



N X



  2wi pi ða1 ; a2 ; . . . ; aM Þ  pexp;i



i¼1



qpi ða1 ; a2 ; . . . ; aM Þ=qaj ,



ð3Þ



which, in turn, requires the evaluation of the derivatives of parameters pi with respect to aj. When these derivatives cannot be computed analytically we use a ﬁnite difference approximation to evaluate: qpi ða1 ; a2 ; . . . ; aM Þ=qaj    pi ða1 ; . . . aj þ ; . . . ; aM Þ  pi ða1 ; . . . aj  ; . . . ; aM Þ =ð2Þ,



ð4Þ where e is a small parameter. The numerical evaluation of the ﬁnite differences in Eq. (4) does not require a large computational overhead because the number of parameters used in the identiﬁcation problem is relatively small (usually less than 10) and they can be easily evaluated in most phenomenological models. In our simulations the computational overhead for the calculation of the minimum of function U on a one processor personal computer working at 3 GHz is less than 2 s.



Ms Mg Mc χrc



χr



Mr χi



-Hcl χc



Hc



Hr



Hg



3. Numerical results
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Fig. 1. Physical parameters commonly used for the identiﬁcation of parameters of the phenomenological models.



The numerical technique presented in the previous section has been numerically implemented in HysterSoft [10] and tested on the Energetic, Jiles–Atherton, and Preisach models. The choice of experimental parameters to be used in the identiﬁcation problem is crucial for improving convergence and speeding up the numerical implementation of the technique. The experimental
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parameters used in the identiﬁcation should be highly sensitive to the variations in the values of models parameters. For all models (Energetic, Jiles–Atherton, and Preisach models) the coercive force Hc, the remanent magnetization Mr, the initial susceptibility wi, and the susceptibility at coercivity wc and remanence wr are used in the identiﬁcation. Also, in the case of the Energetic model a pair of values (Hg, Mg) are used in the identiﬁcation (see Fig. 1). In the case of the Energetic Model the minimization is done with respect to the following parameters: a1 ¼ k, a2 ¼ h, a3 ¼ q, a4 ¼ g, a4 ¼ Ne and a5 ¼ cr. For the Jiles–Atherton model: a1 ¼ a, a2 ¼ a, a3 ¼ c, and a4 ¼ k, where the notations are those given in Refs. [3,4]. Fig. 2(a)–(c) present sample simulations for the major hysteresis loops obtained after identifying the models’ parameters by using the technique described in the previous section for a permalloy thin ﬁlm with Hc ¼ 292 A/m, Mr ¼ 430 kA/m, wi ¼ 175, wc ¼ 2090, wr ¼ 450, Hg ¼ 1 kA/m, Mg ¼ 520 kA/m, and Ms ¼ 650 kA/m. A very good agreement is observed between the experimental and the simulated data. It is important to note that, in the case of the Preisach model, the ‘‘parametric identiﬁcation’’ techniques [5,11] are perfectly suited for our procedure. We use the generalized Preisach model introduced in [1] with a normal distribution along the interaction axis:   1 h2i pi ðhi Þ ¼ pﬃﬃﬃﬃﬃﬃ exp  2 , (5) 2si 2psi



(6)



where s ¼ ln ðs2 =h0 þ 1Þ, and along



 a Cauchy distribution  the ﬁrst bisector: pr ðhÞ ¼ h2r phr ðh2 þ h2r Þ , where si, sc, h0, and hr are ﬁtting parameters related to the standard deviations and average values of the distributions. The Preisach function is given by Pðhi ; hc Þ ¼ M s Spi ðhi Þpc ðhc Þ þ M s ð1  SÞpr ðhi Þdðhc Þ,



(7)



where S is another ﬁtting parameter and d is the delta function. By using the analytical form of the Preisach function we restrict the model to a limited class of magnetization processes, but, at the same time, we simplify the identiﬁcation problem substantially. The minimization is done with respect to the following parameters: a1 ¼ si, a2 ¼ sc, a3 ¼ h0, a4 ¼ hr, and a5 ¼ S. The Ms parameter is always considered equal to the experimental value of the saturation at magnetization.
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Fig. 2. Measured and calculated major hysteresis loops by using the Energetic (a), Jiles–Atherton (b) and Preisach (c) models for a permalloy thin ﬁlm. Energetic model: k ¼ 239 J/m3, cr ¼ 0.71, g ¼ 9.02, h ¼ 11 A/m, Ne ¼ 5.1  104. Jiles–Atherton model: a ¼ 2005 A/m, a ¼ 8.9  104, c ¼ 0.18, k ¼ 389 A/m. Preisach model: h0 ¼ 615 A/m, sc ¼ 603 A/m, si ¼ 112 A/m, hr ¼ 549 A/m, and S ¼ 0.68.



4. Conclusions The conjugate gradient method provides a useful tool for the identiﬁcation of parameters in phenomenological models of hysteresis. It is shown that the parameters of the Energetic, Jiles–Atherton, and Preisach models can be extracted relatively easy and with low computational
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overhead from experimental data. The presented technique has the advantage that it can be used for the identiﬁcation of parameters in any phenomeno–logical model of hysteresis, even in cases in which the number of input experimental points is not completely speciﬁed. Acknowledgement This work was supported in part by the Romanian CEEX under Grant 78-MATHYS. References [1] I. Mayergoyz, Mathematical Models of Hysteresis and their Applications, Academic Press, 2003.
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