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Abstract This paper reports the results of the first study comparing subjects’ responses to robotic emotional facial displays and human emotional facial displays. It describes step by step the building of believable emotional expressions in a robotic head, the problems raised by a comparative approach of robotic and human expressions, and the solutions found in order to ensure a valid comparison. Twenty adults and 15 children aged 3 were presented static (photos) and dynamic (2-D videoclips, or 3-D live) displays of emotional expressions presented by a robot or a person. The study compares two dependent variables: emotional resonance (automatic facial feed-back during an emotional display) and emotion recognition (emotion labeling) according to partners (robot or person) and to the nature of the display (static or dynamic). Results for emotional resonance were similar with young children and with adults. Both groups resonated significantly more to dynamic displays than to static displays, be they robotic expressions or human expressions. In both groups, emotion recognition was easier for human expressions than for robotic ones. Unlike children that recognized more easily emotional expressions dynamically displayed, adults scored higher with static displays thus reflecting a cognitive strategy independent from emotional resonance. Results are discussed in the perspective of the therapeutic use of this comparative approach with children with autism that are described as impaired in emotion sharing and communication.



1. Introduction There is a growing interest for emotion in neurocognitive sciences and in cognitive sciences such as robotics, developmental psychology and developmental psychopathology. Neuroimaging activations of Mirror Neurons in Broadman area when emotional stimuli are presented (Dapretto et al., 2006) supports the idea that the perception of an emotion resonate in the perceiver as if s/he felt the emotion expressed: that is why Trevarthen et al. (2005) call Mirror Neurons the sympathy neurons. Emotional resonance that couple the perception of one person to the action of another may be the underlying



mechanism for emotional sharing (also called intersubjectivity). This phenomenon may well be expressed by the general tendency to mimic facial stimuli (Dimberg, Thunberg, & Elmehed, 2000). Empathy is seen also as a case of emotional sharing (Decety & Jackson, 2004; Wicker et al., 2003), but here a frontier is designed between the owner of the emotion and the participant who knows that s/he is not experiencing directly the events at the origin of the emotion: the Who system activates agency and introduces a distance between experiencing and feeling (Decety & Jackson, 2004). Moreover, understanding the meaning of emotional displays as such does not necessarily leads to emotional sharing. In the field of developmental sciences, the recent stress on the ‘intentional stance’ has led to shed light on the cognitive role of emotions in the understanding of intentions (Hobson, 2004). This suggests that emotional resonance and emotion understanding and recognition are two separate though related components of the emotional system. How far they are related is not fully documented at the moment. It is however a main question for further knowledge in the field but also for the design of therapeutic tools in developmental psychopathology. Indeed, if we know more about the links between the cognitive aspects of emotion (reading emotion) and the phenomenological experience in play when we share, we will be able to propose to children with autism displays that altogether generate feelings and enhance reading emotion instead of our present designs that only deal with one of the two aspects. Within this framework, it is of high interest to know whether emotional resonance facilitates emotional recognition and understanding, whether emotional recognition enhances emotional resonance and whether these phenomenon can be observed also when facing an expressive robot compared to an expressive person. If we can resonate in front of a robot that displays believable facial expressions of emotion, then we can reasonably expect using expressive robots as therapeutic tools for emotional remediation in children with autism.



In the field of robotics, the design of architectures aimed at reproducing and understanding the internal dynamics of emotional processes is an important part of the spurt of ‘affective devices’ (Wherle, 2001). Besides this option, affective computing has invested a large variety of foci with the ultimate goal to give a computer the ability to detect and use the different functions of
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emotional signals: communication (Breazeal, 2002), problem solving and performance improvement (Canamero, 2001), information processing (Botelho & Coello, 2001; Frijda, 1995), interpersonal relationships (Aubé, 2001), and even empathy (Kozima, Nakagawa & Yano, 2003). Our common interdisciplinary interest for the intersubjective aspect of emotion has led to design a robotic expressive head with the purpose to explore how far it generates human emotional responses that can be compared to human-human intersubjective exchanges via emotion. As a second aspect of the question, recognition of facial expressions will be compared when the robotic or human stimuli presented are static displays or dynamic ones. This is of particular value given that dissociable neural pathways has been shown to be involved in the recognition of emotion in static and dynamic facial expressions (Kilts, Egan, Gideon, Ely, & Hoffman, 2003). It will be interesting to see whether the non-canonical aspect of the robotic expressions render more difficult the mental strategies required to recognize static displays in robots than in human.



We will first present the set up, detail the steps aimed at preparing the experiment and then report the results concerning emotional resonance and emotion recognition according to the partner (robot or actor) and the display (dynamic or static) with a population of adults an a population of young children. The experiment with high functioning children with autism is in process.



2. Setting and basic software The set-up was created by Gaussier and Canamero, and designed by Canet. It is composed of a robotic head linked to a laptop. Nested in the eye of the robot, a micro-camera films the subject’s behavior during the session. The eyes, eyebrows, eyelids and mouth are moved by 12 servomechanisms connected to a 12 Channel Serial Servo Controller with independent variable speed. A home software is used to generate the 5 prototypical facial expressions (+ neutral face) and to command the different servo motors.



Before addressing this question in the realm of early normal and impaired development, an important prerequisite was to fix the external features of the emotional expressions of the robotic head. As put forward by Canamero and Gaussier (2005), “building a ‘believable’ expressive robot …poses many challenges that need to be approached from a multidisciplinary perspective” (p. 251). This was exactly our process. The first step in our approach was to design the emotional patterns of the robot according to the scientific standards of the universal prototypical facial expressions described by Ekman and Friesen in their Facial Action Coding System (1976). Two FACS certified members of our group devoted much effort to achieve this step in order to ensure a valid comparison between the responses of the same adults when facing the expressive robot and when facing an expressive human actor. In a second step, the human actor was trained to mime consistently and reliably (according to the same scientific standards), the same prototypical expressions. His performance was validated by 20 adults who recognized his expressions as successfully as the prototypical expressions from Ekman and Friesen (1976). The third step was devoted to evaluate whether the robotic expressions were recognizable by a group of 20 adults and to modify the static and dynamic displays accordingly.



Figure 1- Neutral expression of the robotic head



The communication speed between the robot head and the PC is 9600 Bd allowing to control each actuator every 40ms (25 times / sec) which is sufficient in the case of the present experiment. For each expression, a handwritten file describes the profile of speed and intermediate positions each actuator must follow in order to mimic correctly the corresponding facial expression (according to the judgement of human experts). As a whole, the set-up gives a reasonably believable version of a face though it is not totally realistic as there are no chin, no cheeks and no nose.
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We consider however that there are good reasons to privilege simplicity over nearly perfect realism (Canamero & Gaussier, 2005). Movement seem to have more weight than appearance and a caricaturized face with rudimentary movement can be more effective than a sophisticated head from which people would expect highly realistic movements (Reichard, 1978). Here the movements are coherent, well synchronized and we have adjusted the timing according to the converging judgement of 15 adults during pre-experiments.



3. Experiments Stimuli A. Robotic emotional expressions We have followed a discrete categories approach to produce five primary expressions: joy, sadness, surprise, fear and anger, completed by a neutral expression. The emotional expressions were created following the Facial Action Coding System standards elaborated by (Ekman & Friesen, 1976). Once created, each emotional expression was analysed according to the action units that it involves and compared to the prototypic emotional expressions of human faces described by (Ekman, Friesen, & Hager, 2002) as shown in figure 2 for surprise.



AU 1+2 AU 5



Three series of robotic stimuli of emotion were derived from the expressions selected: static stimuli (photos), 2D dynamic stimuli (3-sec. films); 3-D dynamic stimuli (robot facing the subject on line).



B. Human emotional expressions An experimenter was trained by the two FACS certified judges to display a neutral expression as well as the five primary emotional expressions (joy, sadness, surprise, fear and anger), until he met criterions of FACS emotional expressions. The expressions were analyzed in terms of the action units standardized by Ekman and Friesen (Ekman & Friesen, 1976) and compared to the prototypical expressions of Ekman, Hager and Friesen’s repertoire (2002). Two presentations of the human stimuli were prepared: a static presentation (photos matched in quality of light, size and contrast with the photos of the robotic expressions) and a 2-D dynamic presentation (films matched on duration with the films of robotic expression). We did not use a 3-D presentation for the person, because of the embarrassment or fun triggered by the sight of somebody miming disembedded emotions, but we will use it later with children and persons with autism. The recognition of the experimenter’s static expressions were compared to the recognition of pictures of facial affect developed by Ekman and Friesen (1976) in 20 young adults. A ANOVA with repeated measures showed no differences between the recognition of Ekman’s emotional expressions (m=4.85, SD=.366), and of our emotional expressions (m=4.85, SD=.489) [F(19,1)=0,000…, p=1]. Our population was shown to recognize the facial expressions similarly to Ekman and Friesen’s population



AU 25+27



Figure 2. Surprise activates muscular action units that can be patterned by the robotic head



Given that the set up has no nose, no chin and no cheeks, it is worth noticing that some action units cannot be created in the robot head (i.e. AU6, orbicularis oculi action, present in Duchenne Smile, see (Soussignan, (2002). The comparison between human and robotic expressions was lead by Simon and Soussignan (FACS certified) and asserted by Oster (as part of collaborative exchanges with Nadel’s group).



Anger Happy Fear Sadness Surprise



Ekman’s population 100 100 92 96 96



Our population 100 100 95 95 95



Table 1- Percent recognition of Ekman’ s facial expressions in Ekman & Friesen population and in our own population These convergent elements allow us to consider that the facial expressions of our actor were similar to the prototypical ones provided by Ekman and Friesen’s (1976) classical set of facial expressions.
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Hypotheses We hypothesized a positive effect of dynamic display on both resonance and recognition of emotional expressions. Our second hypothesis was that our subjects will respond more readily to human expressions than to robotic expressions, as a function of intersubjective resonance. This should be more obvious for young children that are not at ceiling concerning emotion recognition and labeling.



In order to evaluate emotion recognition according to the display and the partner (robot or person), we asked the subjects to name the emotion after each emotional display has been presented.



4. Results A. EXPERIMENT WITH ADULTS



Procedure



Population



The subjects (adults or children) were presented the 3 series of robotic emotional stimuli first, and the two series of human emotional stimuli in a counterbalanced order. The series were proposed in the following order: dynamic 3-D, photos and dynamic 2-D for the robot head, photos and dynamic 2-D for the human face. There was a counterbalanced order for presentation of the different emotions in the different series. As we were willing to record spontaneous feed-back to an emotional display, we mentioned only to the subjects that they will have to label the emotion displayed.



The population was composed of 20 healthy young adults.



The whole session lasted 3 minutes, each stimulus presented during 3 seconds. The subjects were filmed at their eye level by the micro-camera nested in the robot’s eye when the 3-D robotic display was concerned, or by a digital camera hidden in a box facing the subject for the presentation of all other displays.



Results A series of ANOVAs with repeated measures was conducted. a. Resonance Concerning the resonance scores, an overall analysis showed no effect of partner (M-robot=1.95; Mperson=2.35), but a significant effect of the display ([F (1, 19) = 22,7, p = .0013]: Whatever the partner, robot or person, the subjects resonated more for dynamic displays than for static displays.



Resonance scores in adults according to the display and the partner 5 4,5



Dependent variables and coding



4



scores



Two dependent variables were used: subject’s facial expressions during the presentation of the emotional stimuli, and naming the emotion expressed after the presentation.



3,5 3 static



2,5



dynamic 2 1,5 1



In order to test the presence of a resonance effect, we analyzed the recordings of the subject’s facial movements during the 5 displays (3 displays for the robot, 2 displays for the person) of the 5 expressions (joy, surprise, fear, anger, sadness) in the 20 subjects, thus reaching an amount of 500 analyses of facial expressions. The analysis of the Action Units was performed using the Ekman, Hager and Friesen (2002)’s FACS standards by the two FACS experts. The two experts coded independently 40% of the subjects’ facial expressions with a mean Kappa agreement of .89. They were blind to the display observed by the subjects.



0,5 0 robot



person partner



Figure 3- Adults resonate more to dynamic displays , whatever the partner significant statistical difference at p 























des documents recommandant













Human automatic postural responses: responses to ... - Research 

1988). Does the organization of postural responses follow the same rules in ..... amplitude. 1.0. 190 m. E. 160 o ~ g m 130 a. 100. 70. A. 220. 190. E. 160 o ~.










 








Myoelectric Responses at Flexors and Extensors of Human Wrist to 

The fastest reaction time was auditory. SRT (168-194 ms), followed by visual SRT. (167-212 ms), visual CRT (186-253 ms), and auditory CRT (202-288 ms).










 








Super Wizard of Oz technique to study human-robot interaction 

colleagues [1, 2] developed an android robot. Geminoid HI-1 which closely resembles its scientific originator. It can be remotely controlled by teleoperation: a ...










 








Expressive Gesture 

DG tempo profiles. CHORD. 25. 17. 9. 1. Value. 1.4. 1.2. 1.0 .8 .6 .4. DG1TEMPO. DG2TEMPO. DG3TEMPO. DG4TEMPO. DG5TEMPO. DM tempo profiles.










 








An Empathic Virtual Dialog Agent to Improve Human ... - Magalie Ochs 

virtual dialog agent, the emotions that should be modeled ..... In order to test our hypotheses, three versions of the ..... Artificial Intelligence, 19:297â€“285, 2005.










 








Structural link optimization of an echography robot 

I. INTRODUCTION. Design optimization of robots is challenging to ob- tain more ... raphy robot section IV to analyze the optimal solution, and to demonstrate the ...










 








An adaptive fuzzy controller for robot manipulators 

Mechanical Engineering Department, National Taiwan University of Science and ..... 'n1 ÑŽ a1Ñ€n1Ð®'n1Ð�1 ÑŽ a1Ñ€n1Ð�1Ð®'n1Ð�2 ÑŽÐ‘Ð‘Ð‘ÑŽ a12' ÑŽ a11 Â¼ 0.










 








An Inverse Optimal Control Approach to Explain Human ... - Research 

Actual initial and final joint angle configurations calculated among all 15 .... cific property of human movement by imitating the input/output characteristics of the motor ... models, result in a better fit than a single optimal control based soluti










 








ecological responses to environment stresses dbid apz8 












 








changing to robot â€¢ pour changer en robot â€¢ para cambiar en robot 1 2 ... 

ROBOTS DÃ‰GUISÃ‰S. ROBOTS CAMUFLADOS. ROBOTS IN DISGUISE TM. GALVATRON. TRON Â® with. CLENCHTM MINI-CONTM figure. GALVATRON Â® with.










 








An Expressive Conversation Language for Artificial ... - Yannick Fouquet 

the expectation will constitute a list of commitments (com- parable to ... and dialogue strategies. This aspect is .... A model for negociation in teaching-learning.










 








Endothelium-dependent blunted membrane potential responses to 

was assayed in aortae by RNase protection assay. .... of endothelium removal in ''endothelium-free'' aortae. .... digest unbound label and unprotected mRNA.










 








Protectionist Responses to the Crisis: Global 

Nov 15, 2008 - second-best macroeconomic policy management at a time when monetary and ... foundations of economic growth theory remain fully valid. .... tariffs fell over the period 1990-2006 both in major advanced economies (the ..... http://ec.eur










 








Evolutionary responses to habitat fragmentation adaptive plasticity 

1. Definitions. 2. Measurements and comparisons. 3. ..... Example: human micro-biome project. Sampling of ... of biodiversity. Credit: Brent Mishler/UC Berkeley ...Missing:










 








Physiological responses to prolonged exercise in ultramarathon 

produced by contraction of the quadriceps was transmit- ted to the bar and ... trations of free fatty acids (FFA), glycerol, glucose, lac- tate, and proteins, and the ...










 








Species-specific responses to landscape fragmentation 

implications for management strategies. Simon Blanchet,1,2,* ... question is essential for ecological managers as it allows ... response to fragmentation was highly species-specific, with the smallest fish species (P. .... Material and methods.










 








Responses to cued signals in Parkinson's disease 

Amantadine. 0. 20. 1.5. 100. 2. M ... Amantadine. Bromocriptine ...... synthesis of studies of age-related changes in event-related potentials. Frith CD, Done DJ.










 








Community responses to extreme climatic conditions 

Mar 1, 2011 - affected (e.g. McKinney, 1997), we restricted our ap- proach to contemporary ..... sions are retained and summed for the 10 points of a square as a ..... Rouault G, Candau JN, Lieutier F, Nageleisen L-M, Martin J-C et al., 2006.










 








Responses to cued signals in Parkinson's disease 

preceding P200 to form a sharp peak, whereas this is not the. In contrast to ...... Electroencephalogr Clin Neurophysiol 1991; 79: 488â€“502. the basal ganglia.










 








Energetic and Motor Responses to Increasing 

(1989), force was measured in units of 0.613 x 10"2 N (0.625 g). The computer was ... The food delivery mechanism consisted of a 10 mL glass syringe mounted in a ... were corrected for the prevailing temperature and barometric pressure. (STP). ..... 










 








Evolutionary responses to habitat fragmentation adaptive plasticity 

... detects frequent and large-scale dispersal in water voles. Molecular Ecology 12:1939-1949. ... Page 11 ... 2. Extinctions occur independently in different patches and local dynamics ... Am Nat 152:530-542. ... Alberts SC, Altmann J, 1995.










 








Kourtzi (2002) Object-selective responses in the human motion area 

Dec 10, 2001 - and motion processing to anatomically and functionally sepa- rable neural .... specify 3D structure than for objects defined by motion or stereo.










 








Head Pose Estimation Using Stereo Vision For Human-Robot ... - KIT 

quire any manual initialization and doesn't suffer from drift during an image sequence. .... are classified by skin color probability, we form skin color blobs by ...










 








Physiological and Subjective Evaluation of a Human-Robot Object 

Nov 24, 2010 - Human-Robot Interaction (HRI) is getting more and more attention since ... hais et al., 2009), reaction time and task completion rate: these metrics have ... the muscular effort (West et al., 1995) induced by the interaction. More- ...










 














×
Report Human responses to an expressive robot





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



