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2. Computational motor control



LEVELS OF ANALYSIS • Computational description (mathematical) of a function that a system is supposed to achieve explicit vs implicit



• Algorithmic (procedural) how the computational problem can be solve



• Implementation the physical substrate or mechanism, and its organisation, in which computation is performed — Marr, 1982, Vision, Freeman — Rosenbaum, 2009, Human Motor Control, Academic Press



DESCRIPTIVE VS NORMATIVE Descriptive (mechanistic) vs normative models



• Descriptive statements present an account of how the world is



Action characteristics result from properties of synapses, neurons, neural networks, muscles, …



• Normative statements present an evaluative account, or an account of how the world should be



Action characteristics result from principles, overarching goals, …



THEORETICAL BASES • Dynamical systems theory Describes the behavior in space and time of complex, coupled systems output (observation)!



state! input (control)!



state equation! output equation!



state: « the smallest possible subset of system variables that can represent the entire state of the system at any given time »



• Control theory Deals with the behavior of dynamical systems with inputs, and how their behavior is modified by feedback reference



CONTROLLER output



input



SYSTEM



OBSERVATION



state



reference • desired trajectory • fixed point



TWO CONTROL PRINCIPLES — CLOSED LOOP OBSERVATION



measured temperature current temperature desired temperature



output



r o r er



input



CONTROLLER



state



SYSTEM



real temperature



TWO CONTROL PRINCIPLES — OPEN LOOP OBSERVATION



desired temperature e c n e r e ref



input



CONTROLLER



state



SYSTEM



TWO CONTROL PRINCIPLES • Open-loop (feedforward) The controller is an inverse model of the system reference



CONTROLLER



input



SYSTEM



state



noise, perturbations output



OBSERVATION



• Closed-loop (feedback) The controller is a function of an error signal reference



+ -



CONTROLLER output



input



SYSTEM



OBSERVATION



state



• Predictive control • Model-based • Sensitive to modeling uncertainty • Sensitive to unexpected, unmodeled perturbations • Error correction • No model • Not sensitive to modeling uncertainty • Robust to perturbations



EQUATIONS y[n + 1] = h(x[n], u[n]) ⇤ u [n] = (x[0], y [n + 1]) ff • Open-loop (feedforward) y[n + 1]is=an h(x[n], u[n]) The controller inverse model of the system



⇤ u [n] = (x[0], y [n + 1]) ff y[n + 1] = h(x[n], u[n]) uf f [n] = (x[0], y ⇤ [n + 1]) ⇡ h(x[n], h 1 y[n + 1] = u[n]) ⇤ y uf f [n] = reference (x[0], y ⇤ [n + 1])



⇡h 1 ⇤ y reference • Closed-loop (feedback) + *Z p(v, u; ✓)of an error signal The controller is a function F ( , ✓) = q(v; u, ) ln dv q(v; u, ) ⇤ uf b [n] = K(y ⌧ [n] y[n]) u gainu, ), p(v|u; ✓)) = hln p(u;K ✓)iu constant KL(q(v;



u



FORWARD MODEL OBSERVATION



current temperature predicted temperature



output



input



state



CONTROLLER SYSTEM



Model of the causal relationship between inputs and their consequences (states, outputs)



input input



predicted output predicted state



INVERSE MODEL current temperature desired temperature



output



input



state



CONTROLLER SYSTEM



Model of the relationship between desired consequences (outputs, states) and corresponding inputs



desired state desired output



input input



FORWARD AND INVERSE MODEL For motor control



posture



I ✓¨ = mgh✓ + u



✓



✓⇤



mg h movement EXAMPLE 1 I ✓¨ = mgh✓ + u ✓ ✓⇤ Z



mg



h m¨ x(t) = u(t)



x(t)



t



˙ + KI u(t) = Inverted KP (✓⇤ ✓(t)) KD ✓(t) (✓⇤ (⌧ ) ✓(⌧ )) d⌧ pendulum t0 maintain the pendulum to a reference position Z t posture ⇤ ˙ + KI classical u(t)feedback = KP (✓ control ✓(t))(PID KDcontroller) ✓(t) (✓⇤ (⌧ ) ✓(⌧ )) d⌧ t0 u(t)⇤ = KP (✓⇤ ✓(t)) ¨ = mgh✓(t) + u(t) gh✓ + u ✓ ✓ mg control h I ✓(t) policy ˙ = mgh✓ + u ✓ KD ✓(t) Z t proportional ⇤ u(t) = ⇤KP (✓ ✓(t)) + KI (✓ (⌧ ) ✓(⌧ )) d⌧ ˙ derivative KD ✓(t) t0 Z t ✓ mg h ⇤ u ✓ mg h u(t) = K (✓ ✓(t)) P integral ⇤ + KI (✓ (⌧ ) ✓(⌧ )) d⌧ posture



✓(



KD



t0



posture



KP > mgh I ✓¨ = mgh✓ + u



✓(t)



✓⇤



u(t) KP (✓⇤ mg = h



posture has no knowledge note: the controller of the system to be ¨controlled (e.g. ⇤ I ✓ = mgh✓ + u ✓(t) 0 t ✓ mass, height) — the policy of Ithe ✓¨ = PD mgh✓ + u ✓(t)Z t 0 controller depends only on state and ˙ + KI not explicitly onu(t) time = KP (✓⇤ ✓(t)) KD ✓(t) (✓⇤ (⌧ )



KD ✓ Z mg+ K h⇤ t ✓I



✓(⌧ )) d⌧



0



movement



Mass point



0



t



t



EXAMPLE 1I movement m¨ x(t) = u(t) x(t)



0



t x⇤ (t) m¨ x(t) = u(t)



movement — displace the mass along a given trajectory — inverse controller u(t) = m¨ ˆ x⇤ (t)⇤ x(t) = u(t) x(t) 0 t x (t) ✓⇤⇤ m h m¨ ✓ m u control policy



m x(t) m



u u(t)



u(t) = m¨ ˆ x⇤ (t)



ˆu estimated mass x ¨(t) = u(t) desired x(t) trajectory 0 t x⇤ (t) m m m ˆ e ⇤ 0 t posture ✓posture mg h 0 t ✓⇤ u(t)mg posture = m¨ ˆ x⇤h (t) ⇤ ¨ = mgh✓(t) + u(t) I ✓(t) ✓(t) 0 t ✓ mg ⇤ ¨ I ✓(t) = mgh✓(t) + u(t) ✓(t) 0 t ✓ mg Z t ¨ = mgh✓(t)+u(t)+noise I ✓(t) yg ✓ ⇤ Z the controller ˙ +K note: KD ✓(t) ✓(⌧ )) d⌧ has a (approximate) knowledge I t (✓ (⌧ ) of the to))be controlled (mass) — the policy ˙ t0(✓ ⇤system ✓(t) + K (⌧ ) ✓(⌧ d⌧ Z t D I of the inverse controller depends time Z t ⇤ ⇤ explicitly on t0 ⇤ ˙ ¨ =⇤ mgh✓(t) + u(t) ✓(t) 0 u(t)t = K⇤✓P (✓ mg ✓(t)) h K ✓(t) + K (✓ (⌧ mgh ) ✓(⌧ ))✓ sin D I I⇤✓(t) = ˙ u(t) = KP (✓ ✓(t)) KD ✓(t) + KI (✓ t(⌧ ) ✓(⌧ )) d⌧ ✓(t)) 0 t0 ✓(t))



INTERNAL MODELS AND CAUSALITY Forward (direct) model - model of the causal relationship between inputs (actions) and



outputs (consequences) - choice of input and output variables e.g. input = muscular activation - output = joint torque e.g. input = joint torque - output = displacement



Inverse model - model of the relationship between outputs (desired consequences) and inputs (actions) - causality is extended to functional relationships between variables - in general, not a function (redundancy) e.g. inverse kinematics (spatial coordinates to joint coordinates)



ROLE OF FORWARD MODELS Fast compensation for delay predicted output reference +



OBS. -



predicted efference copy state FORWARD M.



CONTROLLER



input



actual output



SYSTEM OBS.



actual state



delay



Compensation for uncertainty: state estimator reference +



-



CONTROLLER



predicted output



input



SYSTEM



FORWARD M. OBS.



predicted state



state



actual state OBS.



Kalman filter



actual output



EXISTENCE OF FORWARD MODELS Grip/load force to prevent a manipulated object to slip during movement, a grip force must be exerted to compensate for the load force



— Kawato, 1999, Curr Opin Neurobiol 9:718 — Wolpert & Flanagan, 2001, Curr Biol 11:R729



EXISTENCE OF FORWARD MODELS Tickling a subject creates a tactile stimulation on one hand through a robotic device actuated by the other hand. When the transmission is direct, the subject can subtract the predicted sensory eﬀect from the actual sensory eﬀect due to the tactile stimulation. The subject perceives no tickling.



— Blakemore et al., 2000, NeuroReport 11:R11 — Wolpert & Flanagan, 2001, Curr Biol 11:R729



efference sensory corollary = copy feedback discharge



EXISTENCE OF INVERSE MODELS Learning state-dependent dynamic perturbations velocity-dependent force field



— Shadmehr & Mussa-Ivaldi, 1994, J Neurosci 14:3208



EXISTENCE OF INVERSE MODELS



— Gribble & Ostry, 1999, J Neurophysiol 82:2310



BUILDING A FORWARD MODEL learning signal error = actual output - predicted output



FORWARD MODEL



OBS.



predicted output



OBS.



efference copy



CONTROLLER



+



input



SYSTEM



state



actual output



BUILDING AN INVERSE MODEL (1) Direct inverse learning a transformation is learned by sampling the inverse transformation learning signal error = actual input - predicted input



+



INVERSE predicted MODEL input



efference actual copy input



CONTROLLER



actual output OBS.



input



SYSTEM



state



BUILDING AN INVERSE MODEL (II) Direct inverse learning counterexample (convexity problem) output input



90°



45° 0°



the system converges to an incorrect controller that maps each target distance to the same 45° control signal



— Jordan, 1995, in The Cognitive Neurosciences, MIT Press — Jordan & Rumelhart, 1992, Cogn Sci 16:307



input space



output space



BUILDING AN INVERSE MODEL (III) Distal supervised learning translation of performance error in distal space (diﬀerence between desired and predicted output) into an error in proximal space proximal



distal



desired + output FORWARD M. CONTROLLER



reference



SYSTEM



input



predicted output actual output



BUILDING AN INVERSE MODEL (IV) Distal supervised learning multilayer neural network optimization y predicted y[n + 1] desired



u



u



= h(x[n], u[n])



uf f [n] = (x[0], y ⇤ [n + 1])



y



0°



u



u



y90° u



u



y[nnonconvexity + 1] = h(x[n], u[n]) the of the y[n ⇤+ problem 1] = h(x[n], u[n]) does the system y[n + prevent 1] = h(x[n], u[n]) from ufnot f [n] = (x[0], y [n + 1]) converging to a unique solution; ⇤ u [n] = (x[0], y [n + 1]) 1 f f ⇤ the simply heads h uf fsystem [n] = ⇡ (x[0], y [n +downhill 1]) two one solution or the other ⇤ y



reference



y[n + 1] = h(x[n], u[n]) y[n + 1] = h(x[n], u[n]) uf f⇤[n] = (x[0], y ⇤ [n + 1])



BUILDING AN INVERSE MODEL (V) Feedback-error learning the feedback input becomes null when there is no more error (perfect feedforward controller) learning signal error = feedback input feedforward input +



reference



FF CONTROL.



+



SYSTEM



feedback input



FB CONTROL.



state



OPTIMALITY PRINCIPLE Principle - the interaction between the behavior and the environment leads a better adaptation of the former to the latter. The tendency could lead to an optimal behavior, i.e. the best behavior corresponding to a goal, according to a given criterion. - the idea is to describe a movement not in terms of its characteristics (kinematics, dynamics), but in an abstract way, using a global value to be maximized or minimized. e.g. smoothness, energy, variability, …



EXAMPLE Minimum-jerk trajectory finding among all one-dimensional trajectories of given amplitude and duration the one that minimizes the overall derivative of acceleration (jerk)t 2 [t0 , tf ] Find x(t), Find x(t), t 2 [t0 , tf ] such that Z tf such that ... Z tf x (t) dt is minimum ...2 t0 x (t) dt is minimum x(t0 ) = x0 , x(tf ) = xf t0 x(t0 ) = x0 , x(tf ) = xf x(t ˙ 0 ) = v0 , x(t ˙ f ) = vf x(t ˙ 0 ) = v0 , x(t ˙ f ) = vf x¨(t0 ) = a0 , x¨(tf ) = af x¨(t0 ) = a0 , x¨(tf ) = af



x(t) = ↵0 + ↵1 t + ↵2 t2 + ↵3 t3 + ↵4 t4 + ↵5 t5 x(t) = ↵0 + ↵1 t + ↵2 t2 + ↵3 t3 + ↵4 t4 + ↵5 t5 Find x(t), t 2 [t0 , tf ] such that



⌧



˙ x(t) = f (x(t), u(t)) x(⌧ ), x(tf ) = xf



OPTIMAL CONTROL [0, 0](t = 0) 1(t = 0)



[1, 1](t = 1) 0(t = 1)



ntrol



• Minimum-cost trajectory x



erk



•



z



u1



x1[0,⇢ x2= 0) 0](t



[1, 1](t = 1)



¨z12 = u11 z1m1 x 2 x¨2 = 0(t u2=[0,1)0](t = 0) 1(tm =20) ⇢ a1 = +5 a1 = +5 m x¨ = u u2



[1, Find u(t), t 2 [t0 , tf ] Optimal control 1 1 1 such that x a2 z= 5 u1 a2 = u2 2 z1 Z tf m2 x¨2 = uz22 1(t = 10) 20( ˙ C (x(t), x(t), u(t)) dt is minimum Optimal control x1= 1) x2 a+1 ,a =2[0, m¨ x =t a2 u+5 1 = 0)+5 [1, 1](t 1 u1[t 2] 0](ta= t0 Find u(t), 0 t f⇢ z¨= u2 z1 a2 = x5 ma12x 2uu11 = ˙ x(t) = f (x(t), u(t)) 1 such that 1(t m2=x¨20)= u20(t = 1) Z tfFind u(t), t 2 [t0 , tf ] x(t0 ) = x0 , x(tf ) = xf m¨ x =1 a1 u1 + a2 u2 a1 = +5 a1 = Z ˙ L (x(t), x(t), u(t)) dt 2is minimum =) u⇤ , x⇤ optimal control and state 2 such that x z u1 (t) u+2 u (t)) z1a2 dt = z25 a2 = 1 (u t0 1 2 Z 2 0 xˆ(t1 )tf= z1 x (t1 ) = 1 and Optimal control ˙ au(t)) =is L (x(t), x(t), minimu x+5 = a1 u 1 + 1 = +5dta1m¨ 2 ˙ xˆ=(tt02f) = x(t) (x(t), u(t)) µ 5 a2 = 2 x (t2 ) = a2 = Optimal controller(*) as an inverse model 2 x(t0 )and = Find x02, x(t xˆu(t), (t1f))=t= z2 (t ) = 1 f 1x f] 1 2 [t0 , tx 1 2 cost function m¨ x = a1 u 1 + a2 u 2 µx(t) = 2such z + z ˙ = f (x(t), u(t)) 1 2 2 2 2 that state reference input 1 + 2 1 + 2 2 Minimum jerk x ˆ (t ) = µ CONTROLLER* SYSTEM Z 2 2) = x x(t0 )1=tf x10 , x(t1 f ) = x(t f 2 2



(t1 ) =iszminimu 1 ˙ u(t)) xˆdt = L 2(x(t), + 2 x(t), x( 2



2



m1 x¨1 = u1 m2 x¨2 = u2 Z 1 OPTIMAL FEEDBACK 2 (u1 (t) + u22 (t)) dt



CONTROL



0



eedback control



Recalculate optimal control at each time step At each ⌧ find u(t), t 2 [⌧, tf ] such that Z tf ˙ C (x(t), x(t), u(t)) dt is minimum ⌧



˙ x(t) = f (x(t), u(t)) x(⌧ ), x(tf ) = xf



reference



ontrol



cost function



CONTROLLER*



note: Find neither u(t),feedforward, t 2 [t0 , tf ] nor feedback — both feedforward and feedback



such that Z tf



input



SYSTEM



state



x



xz x zz1 z z1z2z1 z2 z1 2 x x z z z1 z1 z2 z2 x z z1 z2 1



1 21 2 2 2 1 2 2 2



OPTIMAL STATE ESTIMATION



Optimal linear estimation 2 2 2 x ) = z xˆ(t1 ) xˆ=(tx zˆ11)(t= (t ) = 1 z1 x 1 1 x 2 1) = 1 x 1= (tx1 )(t 1 2 xˆ(t1 x )ˆ(t =1 )z1= z21 x (t1 )x (t =1 ) 1= 1 xˆ(t1 ) = z1 x (t1 ) = 1 2 2 2 ˆ2 )(t= ) = µ (t2 ) = xˆ(t2 ) xˆ=(tx µ (t ) = 2 µ x 2 x (tx 2 ) 2= xˆ(t ) = 2µ x (t2 ) = xˆ(t2 ) = µ 2 (t ) = x 2



µ= µ



2 2 2 2 2 2 +2 2 z1 + z 1 1 2 z µ = z µ2 = 2 12 2 z2 2 22 2 z1 122 +1 22 22 2 22 + + + + +1 22 2 2 z2 1 12 µ2=+1 z 2+ 2 111 = 2 21 2 z1122 + z + 2 2 21 + 2 11 + 12 1 1+ 2 2 2



= 2 1 2



+1 2 1 1 1 2=1 + 2 2 2 = 2+ 2 1 2 2 1



1



zz



zz11



zz22



11



22



z1 x



z



z1 x



xˆxˆ(t (t11)) = = zz11 xˆ(t2 ) = µ



z2



z2z



z11



22 (t11)) = = xx(t



x



2



z22



z1



2



1



2



11



x z1 z2 2 (t 2 )1 )== z1 ˆ(t xx



2



2 x (t1 )



2



=xˆ(t11 ) =



2



2 2 ) = z x ˆ (t xˆ(t1 ) = z (t ) = 1 1 x (t1 ) = 1 1 2 x 21 xˆ(t ) = xˆ(t ) + K(t )[z xˆ(t1 )] xˆ(t2 ) = xˆ(t21 ) + K(t12 )[z2 xˆ2 (t12)] µ = 2 2 2 z1 + 2 1 2 z2 + 2 + 2 2 1 1 2 2 xˆ(t2 ) = µ K(t2 ) 1= 2 1 2 z2 x (t2 ) = K(t2 ) = 2 2 1 + 2 2 + x ˆ (t ) = z (t ) = 1 2 1 1 1 x — Maybeck, 1979, Stochastic Models, 2



2



+



1



2



Estimation, and 2Control, Academic Press 1



µ=



1



z 2 1



+



2



+



z 2 2



SOLUTIONS TO OPTIMAL CONTROL • Linear system, quadratic cost, deterministic linear quadratic regulator (LQR): analytic solution



Find u(t), t 2 [t0 , tf ] such that Z tf xT (t)Qx(t) + uT (t)Ru(t) dt is minimum t0



˙ x(t) = Ax(t) + Bu(t) x(t0 ) = x0 , x(tf ) = xf



Minimum jerk• Linear system, quadratic cost, Gaussian linear quadratic Gaussian (LQG): analytic solution Find x(t), t 2 [t0 , tf ]



• Nonlinear systems, …



noise



that numerical solutions: nonlinearsuch programming Z tf ... x (t) dt is minimum



LINEAR CASE EXPLAINED actual state next state



input



state noise



xkk+1 = Ax B(u k + k + wk ) xk+1xk+1 = Ax + B(u + w ) k k Ax + B(u + w ) k k k xk+1 = Axx= + B(u + w ) k k k k+1 = Axk + B(uk + wk )



actual observation



observation matrix vk Hxk y+k v=k Hxk + observation noise



yk = yk = Hxk y+ = vk Hx + v k k k p 1 X f (x, x = Tx(t) y = y(t) T cost to p 1y) = 0 X J =X p 1 ( yk+1 Qyk+1 + uk Ruk ) T T minimizeJ = T ( Jyk+1 Qy + u Ruk +) uT Ru ) k+1 k k+1 = k=0 ( yk+1 Qy k k trackingy cost f (x, y) x = x(t) = y(t)control cost k=0= 0 feedback 1. system control policy



k=0



with inertia I, viscosity B, stiffness K uk = Lkuxˆk = L xˆ k k k f (x, y) = 0 x = x(t) y = y(t) 2. calculate the minimum-jerk trajectory 1. system with inertia I, viscosity B, stiffness✓mj K(t) next xˆk+1 = Aˆ xk + Buk + Kk (yk H xˆk ) estimated 3. calculate equilibriumtrajectory trajectory✓mj (t) 2.state calculate the the minimum-jerk f (x, y) = 0 withxinertia = x(t)I, viscosity y =actual y(t) 1. system B, stiffness K predicted ¨ trajectory ˙ observation (t) = (I ✓(t) + B ✓(t) + K✓(t))/K observation 3. calculate the✓eqequilibrium 2. calculate the minimum-jerk trajectory ✓ (t)



⇢



m1 x¨1 = u1 m2 x¨2 = u2



THE VS THE BRAIN (u (t)ENGINEER + u (t)) dt Z



Optimal feedback control



1



0



2 1



2 2



At each ⌧ find u(t), t 2 [⌧, tf ] such that Z tf ˙ C (x(t), x(t), u(t)) dt is minimum ⌧



˙ x(t) = f (x(t), u(t)) x(⌧ ), x(tf ) = xf Optimal control



Find u(t), t 2 [t0 , tf ] such that Z tf ˙ C (x(t), x(t), u(t)) dt is minimum t0



˙ x(t) = f (x(t), u(t)) x(t0 ) = x0 , x(tf ) = xf =) u⇤ , x⇤ optimal control and state Minimum jerk
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Minimum Principles in Motor Control 

tant roles in a variety of sciences including physics (particularly mechanics), chemistry, biology, economics, and engineering (for a review, see Schoemaker,. 1991). ... We may, for instance, study the free fall of a point mass and find that its ...
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Sep 27, 2006 - C: application of the model to a displacement between 0 and 90Â° in 1 s. .... The optimal control model can be used to calculate control signals that drive the ..... G: final angular positions (circle: q1; box: q2; down triangle: q3;.
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Computational Aspects of Motor Control and Motor Learning 

This chapter provides a basic introduction to various of the computational issues that arise in the study of motor control and motor learning. A broad set of topics.
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