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ABSTRACT



1.1. Reconfigurable Computing: Previous Approaches



The combination of traditional microprocessors workstations and hardware-reconfigurable Field Programmable Gate Arrays (FPGAs) has developed a new class of workstations known as reconfigurable computers, with several examples demonstrating significant speedups compared to standalone PC workstations alone. Several platforms implement PC-FPGA communication using common PC peripheral interface buses such as PCI-X. A new approach from SRC Computers implements a highspeed communication interface that increases the throughput compared to PCI interfaces. This paper demonstrates an efficient high-throughput implementation of IDEA encryption using the SRC platform. SRC design choices that influence both throughput and area are evaluated. Detailed analyses of FPGA resource utilizations, data transfer and reconfiguration overheads for the SRC system are provided, and a comparison between SRC and a public domain software implementation of IDEA are given. 1. INTRODUCTION Several reconfigurable computing platforms have emerged that combine traditional PC workstations with FPGA reconfigurable elements. This paradigm uses the performance capabilities of FPGAs to implement algorithms that require computational precision, operand sizes, operation pipelining and parallelism that exceeds the native capabilities of the microprocessor. Microprocessors are then available to implement remaining portions of a design not easily implemented within an FPGA. Several prototype PC-FPGA machines have demonstrated multiple order-of-magnitude speedups compared to standalone PC workstations for computationally intensive problems [1], [2], [3].
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One performance bottleneck to reconfigurable computing approaches has been the limited bandwidth of the interconnect between the front-end microprocessor-based workstation and the FPGA coprocessor backend. Current PCI interfaces are limited in bandwidth compared to other microprocessor buses, such as that used between the processor and its local memory. The reconfigurable platform used in this research, SRC Computer’s SRC-6e, addresses this bottleneck through the use of a direct interface to memory from the FPGA coprocessor, achieving a significant throughput advantage compared to existing interface methods. 1.2. Overview This paper explores the use of reconfigurable computing to increase performance of a cryptographic application over standalone microprocessor solutions. A secret-key encryption cipher is implemented within the SRC-6e, with design choices evaluated against maximal throughput and FPGA utilization. This paper is organized as follows: section two describes the reconfigurable computer chosen for this work, the SRC-6e, and its benefits over traditional reconfigurable computing platforms. Section three presents the IDEA cipher and hardware design choices relevant to the SRC platform. Section four explores data transfer choices and results for the IDEA design within the SRC-6e. A comparison against software implementation of IDEA encryption using OpenSSL, a popular open-source cryptographic library, is given in section five. Finally, a conclusion discussing the benefits and future of reconfigurable computing as a high-performance platform is given in section six.



Fig. 2. SRC-Profiling



Fig. 1. SRC-6e System Diagram



2. THE SRC-6E: A NOVEL APPROACH TO RECONFIGURABLE COMPUTING The SRC-6e system architecture frontend consists of two dual Intel processor motherboards, each containing two Intel P4 2.8 GHz Xeon processors and 1.5 GB of doubledata rate (DDR200) DRAM memory. A SRC MAP® FPGA coprocessor is attached to each Intel motherboard as shown in Fig. 1. Two Xilinx Virtex II 6000 FPGA chips and six banks of dual-port 512K x 64 bit static RAM are available for user logic, all using a speed grade 4 rating and running at a clock rate of 100 MHz. The MAP control processor communicates with the Intel processors through a SNAP interconnect to a DRAM slot on the PC motherboard. The interconnect is a high speed, low latency interface which functions as a memory interface. 2.1. SRC Data Transfer Rates SNAP’s effective data transfer into the MAP control FPGA is 1.6 GB/s due to a DMA’s read from common memory before write to the SNAP interface. Maximum payload bandwidth is 1,422 MB/s due to 1 control bit for every byte of data transferred. Payload bandwidths are further reduced to 1,415 MB/s for SNAP writes and 1,280 MB/s for SNAP reads due to SRC microprocessor cache flushing requirements. These SNAP transfer rates provide a significant throughput advantage for SRC’s SNAP versus component interfacing using the PCI-X bus [4]. 2.2. SRC Programming and Profiling SRC allows the use of either a high-level language (HLL) or hardware description languages (HDL) to target MAP FPGA designs. SRC provides a simple HLL API to handle data transfer functions between the Intel and MAP processors and the control of data input and output to user HDL designs, abstracting data management and control for the designer.
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Profiling on the SRC-6e is done using a combination of microprocessor and FPGA timing measurements. SRC provides low-overhead macros which can be called from within a MAP high-level language function to read the current FPGA clock-tick count. This information can be combined with microprocessor timimg information to infer overheads for MAP setup times and control. Fig. 2 shows the ordered execution components of profiling within SRC. 3. THE IDEA SECRET-KEY BLOCK CIPHER: ENCRYPTION The International Data Encryption Algorithm (IDEA) is a symmetric key block cipher developed by Xuejia Lai and James Massey of the Swiss Federal Institute of Technology and published in 1990 [5]. At that time it was suggested as a candidate to replace DES, however its widest adoption has been in PGP which has insured widespread use of the algorithm. IDEA uses a 128-bit key to encrypt data blocks of 64 bits. IDEA consists of eight rounds follow by a half-round that provides a 64-bit encrypted output. IDEA makes use of three 16-bit operations to implement strong cryptographic confusion properties: 16-bit XOR, 16-bit addition (modulo 216), and 16-bit multiplication (modulo 216 + 1, a Fermat prime). IDEA’s modulo multiplication also has a special case in which an all-zero operand input is treated as 216 for internal calculations. Fig. 3 shows a single round of IDEA, while Fig. 4 shows the half-round of IDEA round nine. IDEA round keys are generated using a non-standard rotate-left of 25 bits on the provided 128-bit key. The first eight keys are provided by the input key, and each additional set of eight keys is generated by performing a circular left shift of 25 bits of the previous eight key set. As each round requires only six keys, the subkey bits used differ within each round, providing an effective mechanism for bit variance within the keys used for each round. 52 16bit keys are generated in total. 3.1. SRC FPGA Implementation IDEA was implemented as a fully-pipelined and unrolled core using the electronic codebook (ECB) mode of



ab mod(2n + 1) = (ab mod 2n) - (ab div 2n) ab mod(2n + 1) = (ab mod 2n) - (ab div 2n) + 2n + 1



if ab mod 2n ≥ ab div 2n if ab mod 2n ≤ ab div 2n



(1a) (1b)



Fig. 3. IDEA Round



Fig. 5. IDEA Modulo Multiplier



Fig. 4. IDEA Half-Round



operation to provide a baseline to evaluate maximum data throughput characteristics of IDEA encryption within the SRC platform. IDEA’s most difficult operation, multiplication mod (216 + 1) with an input of 0 = 216, can be broken down into three cases: multiplication of two nonzero inputs, multiplication where one input is zero and multiplication where both inputs are zero. For multiplication of two nonzero numbers, (1a) and (1b) can be used to reduce the problem to the subtraction of the most-significant-bits of the multiplication result from the least-significant-bits of the result [6]. A fixed key was used for the duration of encryption and the key scheduling unit was not pipelined, while the data path of the design was pipelined in order to achieve high throughput. Pipeline placement was chosen based on synthesized VHDL and Xilinx map results for a target Xilinx II 6000 FPGA and a timing constraint of 10 ns (100 MHz), with critical path optimization occurring through the modulo multiplier. The modulo multiplier requires a 16-bit unsigned multiplication, for which the Virtex 2 FPGA registered hardware multiplier was utilized to decrease
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latency and area requirements versus the choice of a LUTbased multiplier. Fig. 5 shows the modulo multiplier design for IDEA. The final design for the encryption core has a pipeline latency of 76 clocks: each round required nine clock cycles, the final half-round required three clock cycles, and one clock cycle is required to latch data and key inputs. 4. IDEA SECRET-KEY ENCRYPTION: SRC DATA TRANSFER ABSTRACTION SRC’s abstracts data transfer into a user macro, implementing different transfer modes depending on the design’s classification. Classifications are determined by attributes indicating a design’s statefulness, latency (fixed number of clocks or variable), pipelining, and whether data input occurs during every clock or on a periodic nature. In our case, the design is a non-stateful, pipelined macro with fixed latency. SRC provides both sequential and streaming data transfer methods which can be used in this class of design. In SRC’s sequential data transfer method, the input DMA of data from the PC common memory (CM) to MAP onboard memory (OBM) must complete before data processing can begin, and data processing must complete before the output DMA can begin. For our IDEA design,



Software Timing Measurements. MAP MAP SW Allocation Configuration End-to-End Time (ms, %) Time (ms, %) Time (ms, %) 248.49 74.5 67.41 20.2 17.62 7.1 246.94 70.5 68.10 19.4 35.32 14.3 250.30 67.8 67.27 18.2 51.52 20.6 245.80 64.0 67.12 17.5 70.95 28.9



Table 1.



Data Size (MB) 10 20 30 40



Fig. 6. Streaming IDEA SRC Core



maximum data processing throughput is achieved using one bank of memory for pipelined data input (one data value per clock) and one bank of memory for pipelined data output per IDEA core. As there are six banks of memory available within SRC, this limits the number of cores to three, one per each two banks of memory, with a constant encryption key common to all cores. Execution involves three completion-dependent steps: an input DMA data transfer into three onboard memory banks, pipelined data processing of onboard memory, and an output DMA of results. This design fits within one 2V6000 FPGA. There are two significant constraints associated with the above design. One constraint is the completion of dependent MAP processing operations before the next can start as described previously. The other constraint is the number of onboard memory banks, which limited the number of IDEA cores that could be implemented to process data in parallel to three. SRC’s streaming data transfer mechanism addresses one of these constraints while also impacting the other. SRC provides for streaming data transfers that allow the overlap of data input with data processing, removing the completion dependency between these two operations. PC architectural constraints prevent the overlap of all three operations, as this would require an additional microprocessor memory bus to allow two simultaneous non-interfering data transfers. Streaming data transfers store incoming data into a single address in onboard memory, with each new value overwriting the previous one. User logic is required to process each new value as it appears to prevent data loss. To fulfill this requirement, user logic
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must process data at a faster rate than the incoming data transfer rate, using a valid bit to determine data availability. Data is transferred into the MAP coprocessor using a 128-bit-wide bus connection (the same width of the PC memory bus) with a maximum effective data transfer rate of 1,415 MB/s when two 64-bit values are transferred with control information. Two 64-bit values processed by a user FPGA at 100 MHz has a throughput of 1,600 MB/s, which exceeds the incoming data transfer throughput and guarantees loss-free data processing. Queuing theory dictates that the throughput of a dependent series of operations is limited to the throughput of the slowest portion of the series, therefore the implied time savings of a streaming data transfer implementation would be the MAP compute time of a non-streaming implementation. As only two 64-bit data values processed per clock are needed to guarantee maximum throughput, the nonstreaming IDEA core implementation contains only two IDEA cores, reducing the area requirement by 33% and improving processing throughput over the non-streaming case. Fig. 6 shows the streaming IDEA core implementation. 4.1. SRC FPGA Implementation Results Referring to Fig. 2, results of the streaming SRC implementation of IDEA are summarized in Tables 1 to 4. Results are presented for four test cases with data sizes increasing from 10 MB to 40 MB were used to measure execution times. Each MAP function call processed 2 MB, with each test case varying the number of calls from 5 to 20. Table 1 provides the IDEA streaming execution times as measured in software. The total time includes a single MAP allocation time of 248 ms, a single MAP configuration time of 67 ms, and the MAP processing endto-end time which is proportional to the amount of data being encrypted. The MAP release time of Fig. 2 is insignificant as this is a software-only internal operation and is not reported. The MAP allocation time is attributed to the time it takes to setup SNAP internal data structures on the PC, while the MAP configuration time is attributed to the time is takes to configure the user FPGAs with user design bitstreams, which is proportional to the size of the



Table 2.



Data Size (MB) 10 20 30 40



Hardware Timing Measurements.



MAP HW End-to-End Time (ms) 15.803 31.763 46.933 64.273 Table 3.



Data Size (MB) 10 20 30 40



SW Proc. (MB/s) 594.9 593.7 610.7 591.2



Table 4. SRC PAR Results. Slices Slice FFs LUTs Mult 18x18s 7,838 (23%) 10,362 (15%) 11,032 (16%) 68 (47%)



MAP FPGA MAP Compute Transfer-Out Time (ms, %) Time (ms, %) 7.843 49.6 7.956 50.3 15.738 49.5 16.017 50.4 23.234 49.5 23.688 50.5 31.751 49.4 32.507 50.6



Table 5.



Data Size (MB) 10 20 30 40



Throughput Results. HW MAP MAP Proc. FPGA Proc. Transfer Out (MB/s) (MB/s) (MB/s) 663.6 1336.4 1318.1 660.3 1332.0 1309.5 670.3 1353.5 1328.1 652.7 1320.5 1290.4



OpenSSL Timing Comparisons .



SW Function Time (ms) 509.087 1023.678 1534.286 2035.234



Speedup vs. MAP without FPGA cfg 28.88x 28.98x 29.78x 28.68x



Speedup vs. MAP including FPGA cfg 1.53x 2.92x 4.16x 5.30x



4.2. SRC Resource Utilization Results



user design. Since the configuration of the MAP processor can be performed before any input data becomes available for processing, this configuration may be treated as a part of a fixed one-time setup routine, and is minimized as more data is processed. Table 2 provides the IDEA MAP streaming timing measurements as measured from the FPGA. The MAP transfer in time of the sequential case is replaced with a setup time due to the combination of data transfer and processing, and is a negligible component (0.1%) that is not reported here. Note that measured compute times are equal to transfer-out times. As the transfer time is the bottleneck to processing, this observation can be seen to validate our earlier statement regarding the absorption of compute times into transfer times. An additional overhead can be seen in the difference between the end-to-end times as measured in hardware versus software. This time can be attributed to the transfer of scalar function call parameters to the MAP subroutine and the startup of user logic by the MAP controller, in addition to normal operating system variances. Table 3 shows the calculated MAP processing and data throughputs. The MAP FPGA processing throughput correlates closely to the theoretical SNAP write throughput versus the FPGA processing maximum of 2x64 bits per clock cycle = 1600 MB/s. An interesting observation can be seen in the MAP transfer-out throughput, which exceeds the SNAP write maximum of 1280 MB/s by approximately 3.4%. Finally, the total MAP processing throughput not including reconfiguration is approximately 590 MB/s, which is only 37% of the theoretical maximum of 1600 MB/s for this design.



Table 4 shows Xilinx PAR results for the IDEA streaming case. Note that each IDEA core uses 34 registered hardware multipliers, one for each modulo multiplier in the core. The final frequency of the design after PAR was 87.3 MHz with a period of 11.453 ns. The critical path through this design occurs through the modulo multiplier addition stages. Functional correctness was verified at 100 MHz. 5. AN OPENSSL COMPARISON An IDEA encryption core using the OpenSSL library was implemented to provide a comparison for SRC against an optimized software library implementation. Software measurements were taken using the SRC frontend PC platform to provide a common evaluation baseline. The same main SRC file structure was used, with the only difference being the call to the IDEA subroutine implementing the OpenSSL IDEA library API to provide a direct comparison. The use of OpenSSL’s API required two function primitives: idea_set_encrypt_key() and idea_ecb_encrypt(). Table 5 shows timing results for an implementation of IDEA encryption using OpenSSL version 0.9.7d, and comparisons against the SRC implementation. When not including one-time setup costs, the SRC 2-core version has a 29x advantage. Setup costs significantly reduce this advantage; however it is clear that as more data is processed the one-time costs become a lesssignificant factor in the overall processing time, with the limit approaching the speedup not including setup costs. 5.1. File Input/Output Measurements In our implementation, encryption data and results were provided using traditional operating system file input and
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IDEA Encryption: End to End Time with File I/O 10 9 8 Time (sec)
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Fig. 7. Total End-to-End Time



output routines, with a common file IO structure used in all cases. A memory buffer equivalent to the size of onboard memory was allocated to repeatedly read and transfer data to the MAP onboard memory until the complete data sizes indicated were processed. Given the memory-mapped data transfer between the microprocessor and the MAP coprocessor involves the microprocessor and requires a modified cache and I/O polling policy, a question arises as to what effect this might have on other general-purpose microprocessor operations. An answer can be seen in the results for file IO operation differences between the SRC and software implementations. File times for the SRC implementation was approximately 18% slower for file input and 49% slower for file output compared to the software-only implementation. There are two potential causes for this measurement. One is a selective cache flush performed on data writes to the MAP coprocessor, and a global cache flush on data reads from the MAP coprocessor. This incurs a greater penalty due to the SNAP memory map consisting of a small window of addresses that is smaller than the onboard memory. The other is the use of a polling mechanism to determine the status of the MAP coprocessor. The penalty incurred can be significant, as this application is data-throughput dependent. A large amount of data must be broken down into multiple small blocks (less than 8 MB in the 2-core case) which can be processed in the size of onboard memory. When using file IO for data input, this penalty offsets any gain from using the FPGA as a coprocessor except when exceeding 50 MB data sizes, as can be seen in Fig. 7.



There is a clear end-to-end (without IO) throughput advantage for the MAP coprocessor when compared against an optimized software solution, even when including onetime setup costs. In addition, implementing streaming not only presents a throughput advantage but also an area reduction. SRC also implements a flexible design environment, allowing a combination of traditional development techniques to be used with standard HDL development, and abstracting out data movement and control from the user. While SRC has the advantage in processing throughput, this application is dependent on overall data throughput. When file IO is included in the overall throughput equation, there is a clear penalty against the SRC design. However, file IO is the slowest bottleneck within a PC memory hierarchy and therefore might experience a higher penalty versus other methods of data transfer, such as networked data input and output which this paper does not evaluate. Reading and writing into a larger data buffer size to reduce read/write frequency may also impact this result. This application also does not do any post processing of data after IDEA encryption, which would decrease the caching penalty experienced by the file writes of results. These modifications are being examined in current research. 7. REFERENCES [1]
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6. CONCLUSION Conclusions regarding implementation of this application within SRC can be summarized into two points; one focusing on performance of the SRC MAP coprocessor and one focusing on the performance of the microprocessor subsystems with the memory-mapped SRC IO.
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