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HIGH PERFORMANCE STEREO COMPUTATION ARCHITECTURE Javier Díaz, Eduardo Ros, Sonia Mota, Eva M. Ortigosa and Begoña del Pino Department of Computer Architecture and Technology. E.T.S.I. Informática, Univ. de Granada, Periodista Daniel Saucedo Aranda s/n, 18071 Granada, Spain Email: {jdiaz, eros, smota, eva, bego}@atc.ugr.es maps with direct subpixel resolution. Several real-time approaches based on this technique have been proposed recently [9] and [10]. Our contribution goes one step beyond these previous approaches. We describe a powerful pipeline computing architecture that outperforms the previous results. In addition, the presented approach allows the stereo computation of high resolution images faster than video rate. This is of crucial importance since stereo depth estimation reliability highly depends on the input images resolution. We describe an embedded stereo processing system, based on an FPGA device (as a System-on-a-Chip, SoC) that computes a modified phased-based technique described by Solari et al. [11]. This model avoids the explicit computation of the phase difference of Gabor filters, making the approach hardware friendly i.e. it allows our design to outperform previous approaches.



ABSTRACT A simple and fast technique for depth estimation, based on phase measurement has been adopted for the implementation of a real-time stereo system with subpixel resolution on a FPGA device. The technique avoids the attendant problem of phase warping. The designed system takes full advantage of the inherent processing parallelism of FPGA devices to achieve a computation speed of 65 Megapixels per second that can be arranged with a customized frame grabber module to process 52 frames per second of 1280x960 pixel resolution. The achieved processing speed is higher than existing approaches. This allows the system to extract real-time disparity values for very high resolution images or use several cameras to improve the system accuracy. 1. INTRODUCTION



2. HARDWARE-FRIENDLY PHASE-BASED STEREO



Stereo vision is a property that allows many biological systems to reconstruct depth information encoded within multiple images. This task is developed in the visual cortex by a specialized receptive field structure [1]. There are significant studies showing that a substantial proportion of neurons in the striate and prestriate cortex of monkeys have stereoscopic properties; that is, they respond differentially to binocular stimuli providing cues for stereoscopic depth perception [2], [3], [4] and [5]. Stereoscopic neurons display disparity selectivity and correlation selectivity. This biological skill, the binocular depth perception, is useful in many visual application domains such as autonomous navigation and grasping tasks. Due to the intensive calculation required to estimate the disparity values, most of the approaches implemented so far process the sequences off-line which makes them not suitable for real world applications. This motivates the implementation of customized hardware for real-time stereo computation [6]. Usually, this hardware-based approaches use correlation based models [7] because they suit quite well in specific hardware architectures. Nevertheless, in contrast to feature correspondence and correlation techniques, in the last decade phase-based computational models have been proposed as an interesting alternative [8], mainly because they are based on local operations and produce dense depth
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The adopted computing model has been proposed by Favio Solari & Silvio Sabatini [11]. In a first approximation, the positions of corresponding points are related by a 1-D horizontal shift, the disparity, along the direction of the epipolar lines. An illustrative scheme is shown in Fig. 1. Formally, the left and right observed intensities from the two eyes, respectively IL(x) and IR(x), result related as: I R ( x) = I L [ x + δ ( x)] (1) where ±δ(x) is the (horizontal) binocular disparity. Disparity can be estimated in terms of phase differences in the spectral components of the stereo image pair [8]. Since the two images are locally related by a shift, in the neighbourhood of each image point the local spectral components of IL(x) and IR(x) are related by a phase difference equal to ∆Φ (k) = ΦL(k) ΦR(k) = kδ. Spatially localized phase measures can be obtained by filtering operations with complex-valued quadrature pair bandpass kernels (e.g. Gabor filters), approximating a local Fourier analysis on the retinal images. Considering a complex Gabor filter with a peak frequency k0:



h( x; k0 ) = e − x
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Equation (6) can be computed as in [12] to avoid explicit calculation of the phase values. This is indicated in the following expression: φx =



The resulting convolutions with the left and right binocular signals can be expressed as: (3)



With a phase: ⎛ S( x ) ⎞ ⎟⎟ φ = arctan⎜⎜ (4) ⎝ C( x ) ⎠ Local phase measurements result stable and with a quasi-linear behaviour over relatively large spatial extents, except around singular points where the amplitude of Q(x) vanishes and the phase becomes unreliable. This property of the phase signal yields good predictions of binocular disparity using the following expression: φ L ( x) − φ R ( x) ⎣φ ( x)⎦ 2π = δ ( x) = (5) k ( x) k ( x)



Where we note ⎣



The choice of a phase-based stereo approach is also justified because of its robustness to illumination problems. As commented in [13], a contrast test shows that this approach is not very sensitive to differences in local contrast. The approach seems to be also rather robust to imbalance images too (usual in real cameras since they have slightly different luminance gains). In Fig. 2, we show the algorithm outputs for a couple of standard image pairs. We compare the software and hardware results, to validate the bit-widths chosen at the different stages of the computing scheme. The previous outputs represent the raw data extracted from the stereo sensor encoded using a disparity-to-grey levels map. The system set-up requires an image rectification and camera calibration (which is a critical stage). After a manual calibration to get parallel cameras arrangement, the current implementation only includes a simple pre-processing method based on image displacements that run in a previous system configuration. Iteratively, a frame-grabber shift up to 32 pixels on the horizontal and vertical coordinates is explored in order to obtain the best global matching value in that range.



(i.e. Φ belongs to [-π, π]) and k(x) is the average instantaneous frequency of the bandpass signal, measured using the phase derivative from the left and right filter outputs (x subscripts indicates differentiation along the x axis): L



R



φ x (x) + φ x (x) 2



(8)



3. HARDWARE IMPLEMENTATION



⎦ 2 π as the principal part of his argument



k(x) =



]



Where ρ is the module of Q. This approach has several advantages that make the system hardware-friendly. Although equation (7) increases the number of multiplications, current FPGA devices include embedded multipliers for DSP operations that make this technology of specific interest for vision tasks. In fact, the main advantage provided by this approach is to avoid the explicit logic required for wrap-around mechanism. This implies reducing comparison logic considerably. Furthermore, the number of division operations is reduced by 50%. This reduction is important because the division using fix-point arithmetic requires high precision. In fact, quantization errors make the former approach noisier and thus demand more hardware resources to achieve a similar accuracy. In order to address the hardware implementation of this approach the basic steps can be summarized as follows: 1. DC component image removal using the local contrast I-Imean operator in a 9x9 pixel window. 2. Even and odd 1-D Gabor 17 taps filtering of left and right images. 3. Direct phase difference calculation from (7). 4. Disparities computation using equation (5) assuming k(x)≈ k0.



Fig. 1. Phase-based disparity estimation using neurons with receptive fields as quadrature Gabor filters.



Q ( x ) = ∫ I (ξ ) h ( x − ξ ; k 0 ) dξ = C ( x ) + jS ( x )



[



Im Q * Q x S C − SC x = x 2 2 ρ C + S2



(6)



As a consequence of the linear phase model, the instantaneous frequency is generally constant and close to the tuning frequency of the filter (k(x)≈ k0), except near singularities where abrupt frequency changes occur as a function of spatial position. Therefore, a disparity estimation at a point x is accepted only if |(Φx- k0)|< k0τ where τ is a proper reliability threshold. It should be noted that equation (5) does not require the explicit calculation of the left and right phases. Therefore, we can compute directly the phase difference in the complex plane using the following identities: L *R ⎣φ ( x)⎦ 2π = ⎣arg(Q Q )⎦2π = (7) arctan 2(Im(arg(Q L Q *R ), Re(arg(Q L Q *R )) = arctan 2(C R S L − C L S R , C L C R + S L S R )
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(a)



(b)



(a)



(c)



Fig. 2. Software vs. hardware implementation. (a) Original images, (b) Software stereo processing and (c) Hardware stereo processing. The disparity is encoded in grey levels, light pixels indicate short distances. Note that only small differences are visible as salt and pepper noise in the hardware results due to the restricted precision available in the hardware implementation.



(b) system hardware architecture. (a) The whole system. (b) Direct phase difference calculation module schematic. Note that the efficient use of the intrinsic parallelism available on the FPGAs allows the computation of one estimation per clock cycle. We have implemented a customized pipeline processing structure with well balanced parallel computing blocks in different stages. Fig. 3. Stereo



Each offset value is integrated 4 times to reduce error due to camera noise and image flickering. With this method we reduce the range of disparities presented at the image which allows recovering large disparities with a small Gabor kernel. When calibration process finishes, the system is reprogrammed from external Flash memory with the new configuration file and the stereo computation begins. This simple calibration process takes about 32 seconds using a 40 MHz FPGA clock. An improved calibration preprocessing step for image rectification is part of the future work to simplify the manual calibration process. The stereo hardware system architecture according to the model described in Section 1 is shown in Fig. 3. The system is configured in 6 stages in the coarse grain pipeline. All the processing stages are designed with micro-pipeline data-paths. Because of this, the total latency of the system is 115 clock cycles. Nevertheless, the data throughput is one estimation per clock cycle. The confidence measure used in the system is the module of the Gabor filters outputs, because phase is not well defined near module singularities and therefore no reliable information is present at these points [13]. This confidence measure is illustrated in the upper part of Fig. 3.b. The system has been implemented in a stand-alone board as a prototype for embedded applications (the RC300 board from Celoxica [14]). All the processing operations are fully computed in the FPGA device (SoC).



4. SYSTEM REQUIREMENTS AND PERFORMANCE. The system frequency is 65 MHz and due to the regular data-path of the proposed model, we achieve one pixel per clock cycle. This means that we can compute up to 65 Megapixels per second (for instance arranged as 211 fps of 640x480 pixels per image, or 52 fps of 1280x960 pixels per image). The system quality depends on image resolution and disparity range. The present implementations run well for small disparities (typically values under 4 pixels for 17 taps Gabor filters [13]). The first stage of camera calibration reduces the global image displacement and the local disparity range is improved. A similar recent real-time implementation [10] process 256x360 pixel per image at up to 30fps. Our system clearly outperforms this approach, helped by technology advances but significantly due to the very optimized computing architecture.
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We also can use one common comparison metric in order to measure the throughput of stereo vision systems, it is the PDS (Points times Disparity per Second), measured as: PDS=N·D, with N the number of processed pixels per second and D the number of disparity values. With this metric our systems achieve PDS = 65 ⋅ 9 = 585 disparities per second using a 17 taps Gabor filter with a disparity range of +/-4. Several decisions have been made about the data representation and bit-width in each pipeline stage. The bitwidth of the convolved images with the Gabor filters is critical because its precision affects the following stages in two ways. First the bit-width of the next computation grows with the square of the number of bits of this stage. Second the precision limitation propagates to the following stages reducing the global system accuracy. Therefore, in order to optimize the accuracy vs. efficiency trade-off we focus on this stage and process in the following way. We process a couple real images (shown in Fig. 2) with a software implementation of the model using double floating-point data precision. We store the disparity values for future evaluations. Then, the Gabor filters output is recalculated using signed fix-point arithmetic of different bit-width (from 2 to 32) and we obtain the disparity estimation using this limited precision implementation. Fig. 4 represents the study of the bit-width influence in the global system accuracy, reliable density estimations and hardware cost. The RMS error between double floating-point and restricted precision fix-point arithmetic version is represented in Fig. 4.a. The difference is caused by the data representation bit-width which is fixed independently of image quality. We also calculate a confidence measurement that helps us to filter unreliable estimations. As future work we plan to study if we could use this confidence measurement to adapt dynamically the bit-depth of the data representation. This would require to use dynamic reconfiguration. The hardware cost of the whole system depending on the precision on this stage is illustrated in the 4.b. image. These data are extracted synthesizing the whole system width different bit-widths. Finally, using the confidence measure parameters, Fig. 4.c. shows that low densities are selected for very restricted bit-width. Note that in Fig. 4.a. the RMS values is very low but it is meaningless because in Fig 4.c. is shown that this points represents very low density values. Based on this study, our stages are developed as follows. • At the convolution stages the processing has been done with fix point data representation of 9 bits. • Intermediate data precision is 19 bits using fixpoint arithmetic, avoiding bit wrapping or saturation operations.



(a)



(b)



(c) Fig. 4. Gabor filters bit-width study. (a) Root-meansquared (RMS) disparity error. (b) Number of equivalent gates (hardware cost) vs. bit-width. (c) Number of reliable data (normalized to 1) for the different bit-width choices. The filled squared represent our 9 bits choice which represents a well balanced trade-off between system accuracy, density and hardware cost.



•



•
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The division operation is implemented using a pipelined division core from the Coregenerator of Xilinx [15], with 24 bits (19 bits from the above data plus a fractional part of 5 bits for the arctan function). The arctan function has been implemented using a look-up-table of 1024 addresses of 10 bits with 5 fractional bits. Just the [0, 10π] interval is sampled. A decision logic based on the input data sign allows to recover the angle quadrant in the full range [-π, π]. This simple scheme allows a maximum error estimation of 0.03 rad for the arctan function with a very simple logic.



Table 1. System resources required on a Virtex II XC2V6000-4. First row, simple camera calibration system. Second row, Phase-based Stereo device. (Mpps: mega-pixels per second and it’s the maximum system processing clock frequency) Embedded Image Slices / (%) EMBS / (%) multipliers Mpps Fps Resolution / (% ) 2864 (8%)



1 (1%)



0



70



640x480



56



6411 (18%)



15 (10%)



21 (14%)



65



640x480 1280x960



211 52



Concretely, we have studied how the reliable estimation density, the global system accuracy and the hardware resources depend on the bit-width in this stage. Finally, the high processing power makes the presented approach a good stereo processing system to be used in real-time applications where the image resolution is important. As future work we plan to study the implementation of a multiple-scale stereo system that takes advantage of the designed architecture.



Table 1 shows the required resources for the whole system with the choice described above. We consider these bit widths as good trade-offs between the system accuracy and hardware resource requirements. Note that in Fig. 4.b, for bit-widths higher than 18 there is a clear increment in the FPGA resource usage. This is because the width of the FPGA internal multiplier is exceeded. Each design is characterized by the Megapixels per second and is completely modular. Therefore we can choose different resolution vs. frames per second trade-offs. Besides the calibration stage, the FPGA reconfigurability also allows different image scales computation. Provided that stereo techniques work better for small disparities, we have designed three different scales, with Gabors filters of 15, 31 and 55 taps. In that way, depending on the image structure, our FPGA can be reconfigured for different scales to estimate the range of disparities that match better the image structure. It is important to note that larger filters work as low pass filters and high frequency image structures are lost; therefore, Gabor filters must be tuned to the desired application to get the best results.
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5. CONCLUSIONS AND FUTURE WORK The adopted stereo computation technique is efficient and hardware friendly. It provides subpixel resolution and the disparity range can be adapted to the image structure. The designed architecture is very powerful (65 Megapixels per second that can be arranged for example as 52 fps of 1280x960 pixels per image). We present bio-inspired model implemented onto programmable hardware that run on a stand-alone chip for embedded applications. The efficient exploitation of the parallel computing resources available on FPGA devices lead to an outstanding processing speed. A customized pipeline processing structure, including some well balanced parallel processing modules, efficiently computes phasebased stereo estimations (1.1 million gates of the Virtex-II FPGA are required). The accuracy of the system depends on the bit-width adopted at the different computing stages; we have studied the model degradation for different data precision profiles at the critical stage of Gabor filters.
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