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1. Introduction In this paper we focus on the development of a new class of genuine high accurate remapping methods in 2D on general polygonal mesh. In all generality a remapping method is devoted to accurately transfer discrete data defined on one generic “Original/old” mesh O onto another “Target/new” mesh T , both being in all generality uncorrelated.



A remapping tool may be useful in many different fields. Indeed a remap scheme may be used to initialize a Finite Volume (FV) simulation code. For instance if initial data are only known from a Computer Aided Design (CAD) technology, or from exact functional, some sort of remapping method must provide the piece-wise constant data per cell needed to start a FV simulation. In a Volume-Of-Fluid (VOF) context where multiple materials co-exist in one mixed cell, one may need to initialize volume fractions in mixed cells by intersecting a given shape and a computational
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mesh. Classically a large sampling of random points is picked and each point is determined to be inside or outside the shape leading to approximate volume fractions. A well designed high accurate remapper could overcome this approach by exactly intersecting the shape and the mesh. Another situation in which a good remap scheme is appreciable is within a chain of models and simulation codes. For instance when a simulation code, labeled A, provides final data which are devoted to become initial data for code B. The codes being different, so could be the meshes, the placement of variables (staggered vs centered), etc.



However an efficient (accurate and relatively inexpensive) remapping method could be extremely appreciated in the context of indirect ALE scheme (Arbitrary-Lagrangian-Eulerian) solving the hydrodynamic system of non linear partial differential equations (PDEs) [32, 5, 54, 51]. These ALE methods often consider multimaterial mixed cells into which interface reconstruction is needed [33, 58, 74, 13, 24, 39, 27, 63, 38]. Consequently, even if the mesh is made of simplexes or quadrangles, mixed cells are necessarily split into general polygons. The mechanism behind an indirect ALE scheme forms a triptych: (1) a Lagrangian scheme evolves the physical variables on a moving mesh during the time step, (2) a rezone strategy computes a new mesh with a better geometrical quality, and (3) a conservative remap method transfers the data from the Lagrangian mesh onto the rezoned one. The purpose of the remap scheme is to provide on the new/rezoned mesh data which represent the state variables hold onto the old/Lagrangian mesh with high fidelity. Under the term “high fidelity” are gathered several notions: robustness (no code crashing), accuracy (in the sense of a decreasing error in a Taylor series expansion for smooth profiles), monotonicity (no spurious numerical oscillation), compliance with physics (no non-physical state, conservation, entropy production), efficiency (inexpensive or at least scalable under parallelization) etc.



In a broader view any remapper is intended to project a set of variables which may represent physical states; mass, momentum, concentration, energy, etc. Physical admissibility constrains may exist to define some physical states, for instance any density must always be positive, any concentration lays between 0 and 1, any velocity norm is bounded by the speed of light. At the same time, some physical variables, when integrated over the domain, must be conserved, such as mass, momentum, total energy for hydrodynamics system of PDEs. Finally two remapped variables may be non-linearly associated to retrieve a physical meaningful third one, from remapped mass, momentum and total energy we should be able to deduce a positive specific internal energy. Ensuring the positivity is not obviously gained by construction of the remapper. Therefore con-
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servation along with the physical admissibility of the remapped states are important properties to be fulfill that we call here generally ’physical admissibility’.



The overall accuracy of a remap scheme for a given scalar variable is limited by three types of cumulative errors. Representation error. This corresponds to the difference between the exact profile of the variable and its polynomial/functional reconstruction, also referred to as representation: piece-wise constant, P1 reconstructions with or without limiter, P5 reconstructions, etc. Limiters may or may not magnify such an error. Geometrical error. This error is due to the possible inaccuracy of the method used to intersect the old and new meshes, further denoted as O and T . If the exact geometrical intersection between a new cell of T and the old mesh O is computed then this error is zero by definition. Such a procedure builds the same entities known as the supermesh in [25, 57], the overlays in [29], or exact mesh intersection in [41, 60, 51, 50] for instance. If only approximated mesh intersection is performed (swept region remapping [20, 19, 40, 41] for instance) then, at minima, a second order geometrical error is produced. Note that for such approximation methods, like the swept region method, the volume of the new cell is correctly computed, only some pieces of the swept regions are associated to an incorrect old cell data representation. Integration error. If the representation of the underlying variable is complex (functional, polynomial) then we may have to resort to numerical integration with quadrature formula when evaluating the integral of the representations over the intersection surfaces between the old and new meshes. This may produce an integration error. In this work we focus on a remapping method for which 2D exact mesh intersection is adopted and virtually exact quadrature formula are employed. We also adopt polynomial reconstructions of conservative variables. Conservation is therefore ensured by construction. Moreover the representation error remains of the order of the polynomial reconstruction performed. We will reconstruct polynomials of degree up to 5 which leads to nominal 6th order accurate remapping schemes. For any general system of non-linearly interleaved variables to remap, one last concern is the ability of the remap scheme to maintain an essentially non-oscillatory behavior when steep gradients are present along with the compliance with physical admissibility. Classical techniques use some sort of limiting strategy in the reconstruction stage ((W)ENO [30, 31, 47, 37, 61, 9, 28, 22], slope
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limiter [71, 73, 53, 3, 62, 45, 14], etc.). In our case we will use an a posteriori polynomial degree decrementing based on troubled cell marker [8, 11, 12, 49]. The paper is organized as follows. A first section presents the high accurate remapping scheme based on polynomial reconstructions in 2D on general polygonal meshes and a posteriori limiting. Mesh intersection, polynomial reconstruction, integration and the a posteriori limiting are exhaustively described. In the fourth section are gathered the numerical experiments for pure remapping situations on scalar smooth or discontinuous profiles. In the same section an emulation of the hydrodynamics system of conservation laws is proposed to assess the accuracy and efficiency of our approach. Conclusion and perspectives are finally drawn.



2. Rationale In order to ease the description let us introduce our generic notation in 2D. We call “old mesh” and denote by M the mesh onto which the finite volume vector of physical variables U is defined. In other words if a cell of index i of M is denoted by Ωi then the finite volume piece-wise constant cell centered value Ui is defined by Ui =



1 Vi Z



Z



where Vi is the volume of cell Ωi , i.e Vi =



U dx dy,



(1)



Ωi



1 dx dy. Such entities are volume averaged conserved Ωi



quantities. For system of PDEs, conserved mass averaged quantities are defined by Z 1 Ui = ρU dx dy, mi Ωi Z where mi is the mass of cell Ωi , i.e mi = ρ dx dy and ρ is the density.



(2)



Ωi



e and is defined on the “new mesh” denoted M. f The remapped solution is called U f may have no relation In all generality we consider in this work that the connectivity of M whatsoever with M, that is the number of cell and neighborhood have possibly changed. However f is a slight modification of M sharing the same connectivity then the intersection between is M the meshes is simpler. In any case the old mesh must pave a larger or equal computational domain than the new one to avoid undefined regions. In this work we only consider the same computational domain Ω exactly paved by the two meshes. e on M f starting from variable U defined on mesh The goal of a remapping scheme is to define U M. Our generic remap scheme starting from piece-wise constant data is a three step process: • First, one defines a representation of the old solution U on the old mesh M;. 5



• Second, a geometrical intersection between a new cell and the old mesh is computed, it consists of a set of closed surfaces that pave the new cell without overlapping and gap, see Fig. 1 left panel for an example with quadrangles and shared connectivity, and, the right panel for the general case. • Third, the remapped variable in the new cell is computed as the sum of integrated representations (from first step) onto the intersection surfaces (from second step), see the colored polygons in Fig. 1. In order to properly design such a remapper we must list a set of properties that the remapped solution should fulfill.
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Figure 1: Exact mesh intersection (overlays) for subsequent remapping starting from an old black mesh onto a new blue mesh — Left: Exact intersection for meshes sharing the same connectivity. Cell 0 is surrounded by cells 1, . . . , 8. New blue cell 0 is paved with small pieces of old neighbor cells 0, 1, 2, 3, 7 and 8. Red polygon corresponds to the intersection with corner black cell 8 (red number), blue polygon to the intersection with left black cell 1 (blue number), gray polygon to the surface of old cell 0 remaining in new cell 0. Right: Exact intersection for meshes having different connectivity. Only a portion of a generic blue mesh is shown. The intersection of one blue cell and the black mesh may lead to an arbitrary number of intersection polygons with an arbitrary number of blue cells.



2.1. Properties of a remapped solution A non-exhaustive list of properties for the remapped solution to fulfill in the case of a system of conservation laws could be: e must enjoy the same property. The • Physical admissibility. If U is physically admissible, U definition of physical admissibility depends on the system of equations solved. It simply 6



means that the discrete solution should be valid for the model of PDEs considered. Examples: positivity of density, concentrations remain between zero and one, etc. P e = • Conservation. If Q = i Ui represents some conserved quantity such as mass, then Q P e i Ui must be equal to Q. • Accuracy. The remapping technology must be able to exactly retrieve a scalar field: constant, linear, parabolic, or polynomials of higher degree. • Bound-preservation. Because the remapped solution is obtained from a kind of conservative interpolation, it should not exceed local numerical bounds defined using the old discrete solution. This property also known as the Discrete Maximum Principle (DMP) states that, given a neighborhood Ni of cell i, the solution should fulfill ei ≤ max(Uj ). min (Uj ) ≤ U j∈Ni



j∈Ni



(3)



However it has been shown (see [11, 8]) that the strict DMP property forces the scheme to remain at most second order accurate in L∞ norm. An appropriate relaxation of the DMP must be designed to reach effective high-order of accuracy This is due to the fact that the genuine “continuous” minimum and maximum in (3) are minx∈Ni U ex (x) and maxx∈Ni U ex (x). • Efficiency. In multi-dimensions a more accurate remapping scheme should not become overly expensive compared to less accurate or classical schemes. 2.2. Strategy for a high accurate remap scheme High accuracy is obtained by reconstructing polynomials (up to 6th order of accuracy) by considering a unique central stencil with respect to the current cell. A least square procedure is employed to determine the best fitted conservative polynomial of degree d > 0. Moreover we choose to reconstruct conservative variables. We also need to construct a dissipative mechanism to assure a non oscillatory behavior, to kill Gibbs phenomenon and preserve the positivity as well as other important physical properties of the system of PDEs from which the variables are considered. Any classical types of limiting (slope limiting [70], hierarchical limiting [43], (W)ENO [36, 28, 21], etc.) are performed a priori by a clever analyze of the available data at tn . In this work we rather rely on a posteriori limiting technique, [11, 8, 12, 49, 23, 7]. First compute a candidate unlimited solution, then detect if this solution locally fails to fulfill some stability criteria (in problematic/troubled cells) and further recompute only those problematic cells with a more dissipative scheme, for instance using lower accurate reconstructions yielding a 7



new less accurate candidate solution. The new candidate solution is then tested again for eligibility. If some problematic cells are still detected, then, an even more dissipative scheme (for instance by discarding any reconstruction) is triggered. This procedure iterates up to the acceptability of the numerical solution. Note that the detection procedure is always performed on a candidate remapped solution, hence the terminology a posteriori. Moreover a bad candidate solution in a given cell is never used, contrarily it is always discarded, and, one re-starts again from valid tn data1 . Let us describe in the following the details of the reconstruction, intersection, integration and limiting employed in our remap scheme.



3. High accurate remapping strategy with a posteriori correction The high accurate remapping strategy starts by performing 2D polynomial reconstructions of degree arbitrary large. A maximal polynomial degree dmax is first set. A dmax + 1th order accurate remap scheme then is expected in an ideal situation where the solution is smooth enough: this is the Ultimate Scheme one would like to use as much as possible, also denoted as the Pmax scheme. Next the old and new meshes are exactly intersected. Then the polynomial reconstructions must be integrated over the intersection polygons to obtain the new piece-wise constant values on the new mesh. A a posteriori correction is used to ensure physical validity and non oscillatory behavior of the numerical solution. 3.1. 2D polynomial reconstruction We employ the least-square polynomial reconstruction described thoroughly in [8, 11, 12, 49] for instance. For the sake of clarity let us briefly describe a 2D polynomial reconstruction for a variable U defined by cell centered mean values Ui in a given generic cell Ωi . Given a cell Ωi , a degree d > 0, a large enough stencil Sid made of Nid > 0 cells in the vicinity of Ωi , the problem of polynomial reconstruction of degree d in Ωi consists in finding the coefficients Rα i of   Z X 1 Ui (X) = Ui + Rα (X − Xi )α − (X − Xi )α dX , i |Ωi | Ωi



(4)



1≤|α|≤d



1 Testing



a posteriori the validity of a solution is not new and can be found in the context of remapping methods



(decreasing of polynomial order in [34], repair methods [65, 56, 52, 10], or FCT [6, 44]) and presumably in many other areas.
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such that, in a least-squares sense, the following functional is minimal E=



X



ωj



j∈Sid



1 |Ωj |



!2



Z Ui (X) dX − Uj



.



(5)



Ωj



In the previous equations Xi is the centroid of Ωi , X a generic point in Ωi and Rα i are the unknowns polynomial coefficients where α = (αx , αy ) ∈ N2 is a multi-index with |α| = αx + αy . Last, the terms ωj are positive weights used to provide better condition number of the associated matrix to be inverted as it dependents on a spatial characteristics length [26]. By construction, the mean value on Ωi of the polynomial is equal to ρi since the integral over Ωi of the term between parenthesis in (4) simply vanishes. This technique is able to exactly reconstruct any polynomial of degree d0 ≤ d if a large enough
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Figure 2: Sketch of the first level of neighborhood L1i (blue cells) of central white cell Ωi and second level L2i (green cells). Each level is composed of Voronoi neighborhood of all cell belonging to the previous considered level - Level L2i is composed by the Voronoi neighborhood of all cells Ωj belonging to L1i . Stencil Sid is constructed by the union of one or more levels in such a way that card(Sid ) > 1.5d(d+1)(d+2)/2−1)e, where d is the degree of the polynomial degree to be reconstructed.



stencil Sid is provided. In 2D a minimum of (d + 1)(d + 2)/2 − 1 neighbors are needed, and, for the sake of robustness we always pick more neighbors D(d) = 2d(d + 1)(d + 2)/2 − 1e where de means the closest strictly superior integer. As a consequence stencil Sid is incrementally constructed, see figure 2, as 0. Sid = L1i where L1i is the Voronoi neighborhood of Ωi , that is to say L1i = {j, s.t Ωj ∅, i 6= j}. If card(Sid ) ≥ D(d) exit, else set k = 1 1. Sid = Lk+1 where Lk+1 is the reunion of the Voronoi neighborhood of any Ωj ∈ Lki . i i 9



T



Ωi 6=



2. If card(Sid ) ≥ D(d) exit, else k = k + 1 and go back to 1. Usually card(Sid ) > D(d) and we could possibly reduce the number of neighbor cells from the last iterate, then reducing the size of the linear system to be inverted, however to the price of a non-symmetric final stencil. In our remapping technique we only consider one stencil per degree d. Moreover to fulfill the conservation property, the reconstructions are always performed for the conservative variables. Obviously if conservation is not to be maintained, primitive or characteristics variables could be reconstructed instead. Finally if U is a set of conservative variables as U = (ρ, ρU , ρE)t then the reconstruction step is performed for each conservative variable. The extra cost is rather low as the variables all share the same matrix to be inverted. 3.2. Geometrical mesh intersection The problem of mesh intersection can be mathematically stated in a relative simple fashion. f in the new mesh and supposed Let us denote by M the set of cell index in the old mesh and M that both meshes pave the same domain. Next we call intersection polygons the non empty figure ωkj such that f ∀k ∈ M,



∀j ∈ M,



ek ωkj = Ω



\



Ωj 6= ∅.



(6)



e k in the new mesh is therefore paved by a set of Pk intersection polygons as, see the Any cell Ω colored polygons in figure 1, ek = Ω



Pk [



ωkj .



(7)



j=1



This procedures builds the so-called supermesh in [25, 57], overlays in [29], or exact mesh intersection in [41, 60, 51, 50]. From a computational point of view writing a robust polygonal intersection code is demanding. We have chosen to employ already validated algorithms which can be found in [68, 60] because those algorithms nicely extend to 3D polyhedral meshes. We have implemented a degenerated 2D version adapted to our context. The algorithms for intersecting two convex polygons rely on successively clipping one against the edges of the other. This algorithm is an implementation in the remapping context of some ideas presented abstractly in [68] where the author suggests to use the planar graph representation of convex polygons to ensure topological consistency of the resulting intersection polygons. In our implementation any star-shaped polygon is first split into simplexes (triangles). Then triangle-to-triangle intersection is performed by clipping the edges of one triangle against the other, see figure 3 for a brief illustration. 10
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Figure 3: First two polygonal cells (blue and black) are split into triangles. Then a triangle/triangle intersection algorithm is designed. The first edge of the blue triangle is visited and a decision is taken to state if all vertexes lay on the same half-plane defined by this edge (black vertexes are on one side whereas white ones on the other). If not then intersection between the blue edge and the black triangle occurs. Here two intersection points are computed (1 and 2). Each edge is visited successively to finally construct the red polygons which is nothing but the intersection polygon between the black and blue triangles.



3.3. Integration When mesh intersection polygons (7) are available the remapped conservative variables are computed by integrating the reconstructed polynomials (4), as Pk Z X e Uk = Uj (X) dX. j=1



(8)



ωkj



More precisely each intersection polygon ωkj is split into NT triangles as ωkj =



SN T



i=1



Ti , and a Ng



point Gauss-Legendre numerical integration is employed to evaluate the integrals in (8), this yields    X Ng Pk Z Pk X Pk X NT Z NT X X X  Uek = Uj (X) dX = Uj (X) dX ' wg Uj (Xg ) . (9) j=1



ωkj



j=1 i=1



Ti



j=1 i=1



g=1



Ng is chosen according to the polynomial degree d of the reconstruction Uj in such a way that (9) is indeed virtually exact. When dj is relatively large, say about 5, then the number of integration point increases. For degrees d = 1, 2, 3, 4, 5, 6, 7 the number of Gauss-Legendre points scales in 2D as Ng = 1, 3, 4, 6, 7, 12, 13. Moreover the decomposition of polygon into simplexes leads to on average ' 4 triangles implying a total number of polynomial evaluations NE of the order NE = Pk ×NT ×Ng . For d = 5, Pk = 4, Ng = 7 this yields NE = 140. Therefore the implementation of the integration demands some care to avoid some waste of computational resources when computing so many polynomial evaluations. 3.4. a posteriori correction The principle of the a posteriori correction is to detect troubled cells and subsequent decrements the polynomial degree of the polynomial reconstruction used to compute the remapped troubled 11



value. Let us consider that the hydrodynamics system of equation is solved and, consequently the variables to remap are the conservative variables that is Ui = (ρi , Qi = (ρU )i , Ei )t . The case of a single scalar variable is trivially deduced by considering only density variable.



3.4.1. Detection step At the end of the remap scheme previously described (unlimited reconstruction of degree dmax , exact mesh intersection and virtually exact integration), we have access to a candidate remapped e k . The purpose of the detection is to filter ’good’ cells which have been solution Uek in each cell Ω properly remapped with this high accurate remap scheme from ’bad’ cells which present some issues (oscillations, non admissibility states, etc.). Following the paradigm in [8, 11, 12, 49] the detection criteria are split into two different sets. Physical Admissibility Detection criteria (PAD) to test the physical admissibility of the remapped data Uek for any cell k. In the hydrodynamics context, a physical admissible cell is such that the positivity of density, specific internal energy and possibly the pressure, are observed     1 if ρek > 0 and εek > 0 and pek > 0 (P AD) C P AD Uek = . (10)  0 else   In the case of scalar remapping for which a discrete maximum principle applies then C P AD Uek = 1 is the remapped value is in-bounds, 0 otherwise. Numerical Admissibility Detection criteria (NAD) to test if newly created extremes on conservative variables are considered as smooth and safe ones, or, non-smooth extremes which need numerical diffusion. Hence, a new extreme is observed if, at least, one of the components of Uek does not fulfill the following discrete maximum principle, that is if   0 if Uek ≤ minj∈Nk Uj , or maxj∈Nk Uj ≤ Uek Dk = ,  1 else where the neighborhood Nk is defined as Nk =



S



i s.t. ωkj 6=∅



(11)



L1j . In that case, we apply the so-



called U2 detection criteria, [8, 11], which, according to “curvatures” in the vicinity, decides it k needs to be recomputed with a more dissipative scheme. The U2 criteria is computed on the set of neighbors Nk in the old mesh for each component of U. First one considers the P2 reconstructions Ui (X) in cell i belonging to Nk and further diagonalizes the associated Hessian and call X 00 , Y 00 the two diagonal coefficients. Their min/max value are evaluated
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over the neighborhood Nk : Xkmin = mini∈Nk (X 00 i ), and Xkmax = maxi∈Nk (X 00 i ), likewise for Y. Last we define for this direction the Boolean Xk as      min max  1 if Xk Xk > −δ and max |Xkmax |, |Xkmin | < δ or Xk =   0 else



min  Xk 1 ≥ X max 2 . (12) k



The same computation is also performed in the y direction to get Yk . Here δ is the local geometrical length, in our case we set it to the maximal local length edge in Nk . The U2 criteria finally states that an extreme remapped cell Uek may be nonetheless valid if Xk Yk = 1, and is problematic otherwise:



(N AD)



   1     N AD e C Uk = 1     0



if



Dk = 1



if



Dk = 0 and Xk Yk = 1 .



if



Dk = 0 and Xk Yk 6= 1



(13)



    At last a cell is flagged as good if both C P AD Uek and C N AD Uek are equal to 1. In the case of a system of PDEs, all components of U must be valid for the cell to be accepted. 3.4.2. Decrementing step Contrarily to the detection procedure which acts on the new mesh, the decrementing operates on the old cells. When a new cell k is problematic then it must be recomputed with a more dissipative scheme which employs lower degree polynomial reconstructions. Therefore for each old cell j being in interaction with new cell k (j = 1, . . . Pk ), we reconstruct the polynomials Uj (X) choosing a lower degree dj than previously used. In more details each old cell j carries along with data Uj the local cell polynomial degree dj ≥ 0. The polynomial reconstructions are of order dj + 1. If j has participated in the occurrence of a problematic cell k then its polynomial degree dj is reduced, with the minimal possible value being dj = 0. Then, after decrementing all polynomial degrees dj of cells interacting with new cell k, we have de facto reduced the accuracy with which cell k is remapped. Note that only one cell polynomial degree is considered even in the case of several components of U. This drastically simplifies the associated remap algorithm. The decrementing step is depicted in figure 4 as a decrease of the polynomial degree of 1 at each cycle. This is not mandatory and any other jump from dmax to 0 is possible. In the numerical experiences gathered in the numerical section we pick dmax = 5 and the cascade 5 → 3 → 1 → 1lim → 0 where 1lim means P1 reconstruction with slope limiter (TVD scheme).
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Figure 4: Sketch of the a posteriori corrected remapper split into four main components: Geometrical Mesh intersection, polynomial Reconstruction of degree d, Integration, Detection of problematic cells. The ’MOOD loop’ corresponds to some iterations of the chain only for problematic cells for which, after decrementing, low degree polynomial reconstructions have been performed.



3.5. Summary In this section we summarize our high accurate remap algorithm with a posteriori limiting described in details in the previous sections. To ease the summary we split the remap scheme into main four components and sketch them in figure 4: polynomial Reconstruction of degree d, geometrical Mesh intersection, Integration and Detection of problematic cells. The ’MOOD loop’ corresponds to some iterations of the chain (Reconstruction, Mesh intersection, Integration, Detection) only for troubled cells for which lower degrees are used for the subsequent polynomial reconstructions. The first three components are mandatory to provide a candidate high accurate remapped solution fitting the nominal accuracy of dmax + 1 (these are the black boxes in figure 4). Contrarily the Detection and subsequent decrementing and re-update are parts of the a posteriori limiting steps. These are meant to maintain the high accuracy when smooth flow is encountered, or, to decrease the accuracy (possibly to 1st order) on irregular flows.



4. Properties of the proposed remap scheme In this section we gather several properties of the proposed remap schemes. 4.1. Accuracy of the remap scheme for smooth solution Definition 4.1 (projection operator). Let F be an integrable function over a bounded domain Ω. Let M be a valid mesh of Ω made of cells Ωi , 1 ≤ i ≤ N covering Ω without gap or overlap and of characteristics length ∆x. We call PM (F ) the projection of F onto M such that F −→ PM (F ) = f R where f = (fi )1≤i≤N , and fi = |Ω1i | Ωi F (x)dx.
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Definition 4.2 (reconstruction operator). Let M be a valid mesh of Ω made of cells Ωi , 1 ≤ i ≤ N covering Ω without gap or overlap. We call Pk = Rk,d,Nk (f ) ∈ Pd (Ωk ) the polynomial reconstruction of f = (fi )i∈Nk of degree d in Ωk in the least square sense. That is, the reconstruction which 2 R P minimizes the functional Jk (P ) = j∈Nk |Ω1j | Ωj P (x)dx − fj , over a large enough neighborhood Nk of Ωk Property 4.1 (accuracy of the reconstruction). Let F be an integrable function. Let f = PM (F ) be its projection onto M, and Pk = Rk,d,Nk (f ) ∈ Pd (Ωk ) its reconstruction over Ωk if Nk is a large enough neighborhood, then we have Pk (x) = F (x) + O(∆xd ),



∀k ∈ [1, N ],



∀x ∈ Ωk .



Proof. This is the classical property of any interpolating polynomial. Corollary 4.1 (exactness of polynomial reconstruction). Let P be a polynomial of degree d, P ∈ Pd (Ω). Let p = PM (P ) be its projection onto M. Let Pk = Rk,d0 ,Nk (p) ∈ Pd0 (Ωk ) its reconstruction over Ωk if Nk is a large enough neighborhood, then we have Pk (x) = P (x),



∀d0 ≥ d,



∀k ∈ [1, N ],



∀x ∈ Ωk .



Property 4.2 (accuracy of the integration). Let F be an integrable function, given any G distinct points xg in Ωi , we can find constant Ag , 1 ≤ g ≤ G such that Z F (x)dx = Ωi



G X



Ag F (xg ) + O(∆xG ),



g=1



where the error is 0 whenever F is a polynomial of degree d ≤ G − 1. (Moreover for certain choices of xg , the Gauss points, the error cancels out whenever F is a polynomial of degree d ≤ 2(G − 1).) PG We denote by IΩi ,G (F ) = g=1 Ag F (xg ) this operator. Proof. This is the classical property of a Gaussian like quadrature rule. Property 4.3 (accuracy of the remapping). Let F be an integrable function over a bounded domain Ω. Let M be a valid mesh of Ω made of cells Ωi , 1 ≤ i ≤ N covering Ω without gap or overlap. f be a second mesh of Ω of generic cell Ω e l, Let f = PM (F ) be the projection of F onto M, Let M Te 1 ≤ l ≤ M and ωkl = Ωk Ωl the intersection polygon associated to the pair (k, l). Let us denote e l by the exact remapped value felex of f on Ω Z e l | felex = |Ω F (x)dx, el Ω
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∀1 ≤ l ≤ M.



Let Pk = Rk,d,Nk (f ) ∈ Pd (Ωk ) be the polynomial reconstruction of F over Ωk if Nk is a large enough neighborhood for all 1 ≤ k ≤ N , and Iωkl ,G (Pk ) be the numerical integral of Gth order of accuracy of the reconstruction Pk over ωkl . These are gathered to produce the remapped value fel e l and we have of f over any cell Ω e l | fel = |Ω e l | felex + O(∆xd ). |Ω Moreover if F is a polynomial of degree d0 ≤ d then we have e l | fel = |Ω e l | felex . |Ω Proof. This proof simply consists in expressing all previously defined operators: ! N N G X X X e l | fel = |Ω (Iω ,G (Pk )) = Ag Pk (xg ) kl



k=1



g=1



k=1



=



N X G X



 Ag F (xg ) + O(∆xd )



← accuracy of reconstruction



k=1 g=1



=



N Z X k=1



Z =



F (x)dx + O(∆xG ) + O(∆xd )



← accuracy of integration



ωkl



F (x)dx + O(∆xG ) + O(∆xd )



← exactness of mesh intersection



el Ω



therefore e l | fel = |Ω e l | felex + O(∆xG ) + O(∆xd ). |Ω Last, if G is large enough, that is if the integration error is lower than the reconstruction error, then e l | fel = |Ω e l | feex + O(∆xd ). |Ω l Moreover if F is a polynomial of degree d0 ≤ d then the term O(∆xd ) is discarded in the previous equations due to the exactness of the polynomial reconstruction which completes the proof. 4.2. Robustness via detection/decrementing In the case of an irregular underlying function F it becomes useless or impossible to analyze the accuracy of the remap scheme. Only the robustness and the respect of some non-oscillatory behavior are expected. As a consequence we will numerically illustrate the behavior of the detection criteria for one step remap of a scalar function in 1D when a uniform mesh of characteristics size
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Figure 5: Remap of a Heaviside function over 20 cells after a right shift of ∆x/2 — Top: Initial data — (a-b-c) candidate solution after the first-second-third iterations using the black reconstructions. Troubled cells are marked by a square.



∆x = 1/20 on Ω = [0, 1] is simply shifted by ∆x/2 to the right. A maximal third order accurate remap scheme is employed. In Figure 5 we present the initial data (top) when a Heaviside function located at x = 0.5 is considered. In the same figure is represented the first remapped candidate solution (blue line) obtained using P2 polynomial reconstructions on the old mesh (black lines). As seen the detection criteria marks two bad cells (blue squares) surrounding the position of the discontinuity. These violate the DMP (11) but also the U2 criteria (12). Contrarily the cell welcoming the discontinuity is valid. Panel (b) shows the new candidate solution after decrementing has occurred, that is when piece-wise linear reconstructions are used for the old cells contributing to the bad ones. The same bad cells are again marked for re-computation by the detection criteria. Last in panel (c) is shown the third candidate solution for which piece-wise constant reconstruction is employed (see back lines). This eventually leads to a valid remapped solution. Three iterations were needed but only the troubled cells and their neighbors were actually recomputed two times. Let us illustrate the correction procedure in the case of a smooth sine function, f (x) = sin(2πx), see Figure 6. The initial 20 data are the result of the projection of f onto the mesh M, i.e PM (f ). As can be seen on panel (a) (and panel (b) for a zoom) the P2 reconstructions provide accurate



17



Init Sin(2*Pi*x)



1



Reconstruction Iteration 1



1



Reconstruction Iteration 1 Old cells Sin(2*Pi*x)



1 Discontinuous reconstr.



0.5



0.5



0



0



-0.5



-0.5



0.95



0.9



0.85



-1



-1 0.8 0



0.2



0.4



0.6



0.8



1



(0)



0



0.2



0.4



0.6



0.8



1



0.18



0.2



(a)



0.22



0.24



0.26



0.28



0.3



0.32



0.34



(b)



Figure 6: Remap of a sine function over 20 cells after a right shift of ∆x/2 — (0) Initial sine function and data — (a) candidate solution after the first iterations using the black reconstructions. No troubled cell is detected. This candidate solution is accepted as is. (b) zoom on the cell with new maximum which violates the DMP but is considered as valid by the U2 criteria.



representation of the underlying sine wave. The unlimited 3rd order accurate remap solution after a right shift of the mesh is plotted in (b) in blue. The detection procedure marks two cells which violate the maximum/minimum at position x = 0.25 and x = 075. (Panel (b) zooms on the situation for the cell with a new maximum.) However the U2 criteria states that the P2 reconstructed states are representative of “smooth enough” ones, therefore these cells are not corrected even if the DMP is not fulfilled. Consequently no cell needs correction and the candidate remapped solution after the first iterate on panel (a) is therefore accepted. 4.3. Convergence of the iterative correction loop Several iterations of the correction loop may be necessary as seen on the previous illustration for the Heaviside function. However this loop always ends either when the validity of the remapped values is confirmed by the detection step, like in the case of the sine function from the previous section, or, when the threshold degree d = 0 is reached, like for the Heaviside function. This threshold corresponds to the use of a robust donor cell remap for the current cell. In the worse case scenario all cells are marked as troubled and their associated reconstruction degree must drop to 0. As a consequence the low order accurate donor cell remap scheme is used for all cells. However most of the time the higher accurate remap scheme is employed for the regular regions of the flow whereas the low accurate donor cell remap one is utilized for the irregular part of the flow.
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5. Numerical experiments The goal of this section is to provide numerical evidences showing that our high accurate remap scheme with a posteriori correction provides solutions which are accurate, essentially non oscillatory and physically admissible. On purpose we have not coupled this remapper with any Lagrangian scheme building de facto an ALE code in order to avoid masking the remapping effects by Lagrangian and rezone scheme behaviors. Consequently our goal is to properly present the behavior of our remapper, leaving for future work the validation of this remapper within a 2D and 3D ALE code.



Our methodology of testing is based on a set of pure scalar/vectorial remapping test cases for which the number of remapping steps is either restricted to 5 to emphasize specific instantaneous behaviors, or, to thousandth to enhance their accumulation. To do so we have designed two situations: (i) A five quadrangle mesh situation for which we remap from Mk to Mk+1 , with k = 1, . . . , 5 and back to M1 , where Mk and Mk+1 are related by small deformations, and, (ii) a polygonal mesh rotation situation for which a polygonal paving of the unit disk is rotated in such a way that two successive meshes can not be assumed to be related by small displacements, see the Appendix for a reminder on (centroidal) Voronoi polygonal tesselation. In both cases initial and final meshes are the same yielding to a simple way to measure the accuracy of the numerical scheme by monitoring the error between piece-wise constant initial U inital and final remapped U final solutions, as p = kU inital − U final kp ,



∞ = max |Uiinital − Uifinal |. i



(14)



Moreover numerical rate of convergence can be deduced and general efficiency is also monitored by considering successively refined meshes.



The remap schemes which we are considering are the following ones • UNLIM-Pk : Unlimited of nominal accuracy k + 1, that is with kth polynomial degree reconstructions, • MUSCL: Second order accurate with Barth-Jespersen limiter [3, 4, 1, 2] using piece-wise linear reconstructions of conservative variables, PLIM . This scheme is considered as the classical 1 scheme,
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• MOOD-Pk : High order accurate with a posteriori correction described in this paper with cascade P5 → P3 → P1 → PLIM → P0 , and two sets of detection criteria 1 – DMP: strict discrete maximum principle as NAD (Numerical Admissible Detection). (This remap scheme is proposed only as an illustration.) – DMP u2+PAD: relaxed discrete maximum principle as NAD along with Physical Admissible Detection (PAD) criteria. The PAD criteria will be specified for each system of equations. This scheme is referred to as MOOD-Pk scheme and is our default scheme. Using these schemes one expects to observe some general behaviors: On smooth solutions, the unlimited schemes provide the optimal order of convergence as well as MOOD like schemes whereas MUSCL scheme order of convergence is strictly less than 2. On discontinuous profiles, the unlimited schemes are oscillatory whereas MUSCL and MOOD schemes have an essentially non oscillatory behavior. The order of accuracy of MUSCL and MOOD can not exceed one due to the discontinuity in the solution For most of the tests we expect that the number of problematic cells detected by our detection remains of the order of few percents of the total amount of cells if the mesh is fine enough to capture the main features of the flow. This number should not drastically increase with the number of remap steps. As a consequence the cost of a MOOD scheme must be close to the unlimited scheme of the same order on the same mesh. 5.1. Smooth scalar profiles — Successive remapping On the unit square we define 5 Voronoi tessellations using random generators and smoothed by 10 iterations of Lloyd’s algorithm [48], see Appendix for details. These meshes denoted Mk , k = 1, · · · , 5, differ by the fact that their internal generators are randomly located, yielding 5 uncorrelated polygonal meshes. The sequence of projection is M1 → M2 → M3 → M4 → M5 → M1 so that the errors are easily computed at the end of any number of this sequence. We consider polygonal meshes of size 322 , 642 , 1282 , 2562 and 5122 , see figure 7 left panel. In the next sections we will remap the smooth profiles defined in table 1. Several smooth “shapes” are considered in this section: sine, Gaussian and polynomials, see table 1. In table 2 we report the errors in L1 , L2 and L∞ errors as well as orders of convergence for remap schemes of nominal 2nd, 3rd and 6th order of convergence for the smooth profiles from 20
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Figure 7: Polygonal meshes — 322 = 1024 cells (left) and 642 = 4096 cells (right).



Name



Equation



Domain



Properties



Gaussian



1 + e−25(x−1/2) e−25(y−1/2)



X ∈ [0, 1]2



C∞



Polynomial 2



3 + (2x2 − 1)(3y 2 − 1)



X ∈ [−1, 1]2



C∞



Three shapes



(15)



r(X) ∈ [0, 1]



Discontinuous



2



2



Table 1: Initial scalar shapes used to test the remapping schemes.



table 1 and a polygonal mesh made of N 2 cells. For the polynomial profile we observe that either the remap schemes are exact up to a machine precision error or converges with the expected orders of convergence. For the sine and Gaussian profile the expected optimal orders of convergence are attained. We have omitted the errors produced by the unlimited high accurate schemes as they are extremely close to the ones obtained by MOOD remap schemes. To confirm this behavior we have monitored the number of bad cells re-updated with one of the lower order scheme in the cascade. Almost no cell is ever detected, consequently any a posteriori scheme as proposed in this work is run unlimited on these smooth profiles.
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MOOD-P3 → P2 → P1 → P0 scheme
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Table 2: L1 , L2 and L∞ errors and convergence rates for the smooth profiles for successive remaps on polygonal grids for MOOD-Pk schemes, k = 1, 3, 5.
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Next in figure 8 we present the errors for the polynomial and Gaussian profiles in log-scale as a function of mesh size for the three MOOD remap schemes. The data corresponds to the rows of table 2. As already seen from the numbers the expected orders of convergence are attained in all norms. Nonetheless the convergence of all high accurate remap schemes is achieved. It is important to remark that the finest mesh (5122 ) error for the second order accurate MOODP1 scheme (red curve) is larger than the coarsest mesh (322 ) error for the sixth order accurate MOOD-P5 scheme (blue curve). In other words to maintain approximately the same accuracy, a second-order accurate scheme needs about 256 times more cells. Later in section 5.4 we will observe that the MOOD-P5 remap scheme is 9 times more expensive than MOOD-P1 . These results suggest that a (very) high accurate remap scheme is genuinely competitive in 2D on smooth profiles. 5.2. Discontinuous scalar profiles — Rotating polygonal mesh motion A set of discontinuous profiles are composed of the three static functions: a Hump (15a), a Cylinder (15b) and a Cone (15c) X0 = (0, −1/2), X1 = (0, 1/2), X3 = (1/2, 0),



  1 1 + cos π min(r0 (x, y), 1) , 2   1 if r1 (x, y) ≤ 0.75 C(x, y) = ,  0 else   5 K(x, y) = max 1 − R3 r3 (x, y), 0 , 2 H(x, y) =



(15a) (15b)



(15c)



p where rk (x, y) = R2k (x − xk )2 + (y − yk )2 and Rk is the radius of shape centers Xk , Rk = p x2k + yk2 , for k = 0, 1, 2, 3. These shapes are plotted in figure 9. The computational domain is the unit disk and we define one Voronoi tessellation made of 642 cells smoothed by 5 iterations of Lloyd’s algorithm [48], see the Appendix. Next we apply 10 rotations of angle θ where θ = 2π/Nr with Nr = 100 for a total of 1000 remap steps. The last mesh coincides with the initial one and error computations are therefore performed between the final remapped solutions and the initial data. The rotation angle is chosen relatively large so that two consecutive meshes have almost no connection close to the border of the disk, while coinciding in the vicinity of the center of rotation. The physical bounds (PAD criteria) are set to 0 from below and 1 from above as this would be the case for a scalar advection equation with such shapes. In figure 10 we present the x − z planar view of the three shapes in the top-left panel. This also coincides with the reference solution after 1000 remaps. Next we present the results provided by a classical second-order limited remap scheme (MUSCL) for which large diffusion can be observed both on the smooth peaks and also on 23
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Figure 8: L1 , L2 , L∞ errors for the smooth polynomial 2 (top line) Gaussian profile (bottom line) remap in log-scale as a function of mesh size for successive remaps on polygonal grids for MOOD-Pk schemes, k = 1, 3, 5 — Exact expected convergence rate are drawn with dashed lines. On the top line the MOOD-P5 remap scheme (blue curves) is exact, that is the error has reached the epsilon machine.
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Figure 9: Three shapes used for the rotating remapping test case.



the discontinuous cylinder. The second, third and fourth lines present the results for the second-, fourth- and fifth-order accurate remap schemes. The left panels are dedicated to the unlimited scheme (no limiting at all), the middle panels present the results obtained by a MOOD scheme with a strict DMP detection, and, the right panels show the current MOOD scheme results. Red/blue color emphasizes the over/under-shoots produced by the schemes. Only the 2nd and 4th order accurate MOOD remap schemes’ results are presented. As expected the unlimited schemes accurately maintain the smooth peaks but oscillates close to the cylinder discontinuities and the C 1 discontinuity around the smooth profiles. Contrarily the MOOD scheme with strict DMP is able to maintain the cylinder in bounds but clip the maximal values on the smooth profiles. Not only the maximum value is diffused but the general shapes of these profiles are also diffused. Increasing the polynomial degree (the formal order of accuracy) does improve the results on the cylinder but not on the smooth profiles or only marginally. Last the genuine MOOD remap scheme (right row) is able to reproduce the same peaks as the unlimited scheme, and, at the same time, it maintains the cylinder in bounds without spurious oscillations. This test has shown that the strict application of the DMP even with the use of large polynomial degree is inadequate to improve the overall numerical results. Second, the application of a relaxed DMP with a PAD criteria results in a MOOD remap scheme which maintains the smooth profile and assure that the solution remains in bounds. (The accuracy of such MOOD scheme is almost
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comparable with the unlimited scheme on smooth profiles). Third, there is a net gain in employing more accurate reconstructions. Last, even if MOOD-P1 and MUSCL remap scheme are of the same nominal accuracy, the MOOD results are significantly more accurate and as stable. In figure 11 are displayed on the top line the polynomial degrees employed by the MOOD P5 on the initial mesh (after the first remap stage) and on the but-last mesh (during the last remap). The degrees can be 0, 1, 3, 5 and −1 corresponding to a P1 reconstruction with slope limiting. From these figures we can observe that the decrementing was effective close to the discontinuities as expected. At final time, some diffusion has occurred and the decrementing is not needed anymore apart from false detections on plateau2 , and few cells on the cylinder sharp transitions. The right panel of figure 11 presents the location of the bad cells detected with the PAD (blue) or NAD (red) criteria for the final remap stage of the MOOD P5 scheme. We can notice that even with a formally 6th order accurate remap scheme, enough diffusion has been deposited so that unlimited reconstructions can be used almost everywhere. For the MOOD P5 remap scheme results we provide in figure 12 the percentage of cells updated with one of the lower scheme of the cascade, i.e → P3 → P1 → PLIM → P0 . We observe 1 that the percentage cells updated with any low order scheme does not exceed 15%. Overall the percentage of re-updated cells never exceeds 25%. These numbers suggest that about 75% of cells are remapped unlimited, that is with the 6th order accurate scheme. It is important to remark that most of these troubled cells are mostly located on the plateau, see figure 11. To reduce these numbers even further and avoid useless decrementing, we could add an other criteria which detects “plateaus”. Indeed on a plateau a P5 or P0 reconstructions are equally acceptable. For such a criteria see Remark 3.5 in [12]. Moreover in this scalar case the P0 scheme in the cascade is never triggered because the slope limiter is able to assure the preservation of the physical bounds 0 and 1. As such the slope limiter in the scalar case is sufficient to preserve physical bounds. This may not be the case anymore for a system of interleaved variables.



This test concludes the presentation of our numerical study on the scalar case. Notice that many other tests have been carried out involving P1 , P5 polynomials, sine profiles, other discontinuous shapes. The conclusions being consistent we have skipped the presentation of those results. In conclusion we have observed that our high accurate remap scheme can reach the optimal order 2 These



have no implication because on a plateau any reconstruction is accurate enough. Note that we could also



add a test to avoid decrementing when a plateau is detected to avoid the extra cost of cell remap re-computation.
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(a) Initial ≡ Final



(b) MUSCL



(c) P1 -UNLIMITED



(d) MOOD P1 DMP



(e) MOOD P1 DMPu2+PAD



(f) P3 -UNLIMITED



(g) MOOD P3 DMP



(h) MOOD P3 DMPu2+PAD



Figure 10: Results for the remapping of three shapes (Cylinder, Hump, Cone), polygonal mesh made of 642 cells, 10 rotations (1000 remaps). x − z projected planar view, the red/blue cells present over/under-shoots — Firstline: initial and final data, MUSCL remap scheme results — Second-, third-, fourth-lines: Pk -UNLIMITED remap scheme, MOOD Pk with strict DMP, and current MOOD Pk (with relaxed DMP and PAD detection criteria) for k = 1 and 3.
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(a) First mesh



Figure 11:



(b) Final mesh



(c) PAD-NAD on final mesh



MOOD P5 remap scheme results for the three shape problem — Left: cell polynomial degree on the



first remap step — Middle: same on the last (right) remap step — Right: map of the PAD (blue) and NAD (red) activated cells on the final remap step.
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Figure 12: Evolution of the percentage of decremented cells for MOOD P5 scheme for the 1000 remap steps for the three shape problem. Blue: % of cells updates with the fourth order unlimited scheme. Green: % of cells updates with the second order unlimited scheme. Red: % of cells updates with the second order scheme with Barth-Jespersen limiter. These numbers suggest that about 75% of cells are remapped with the unlimited 6th order accurate scheme.
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of accuracy on smooth profiles and maintain a non-oscillatory solution on discontinuous profiles. This validates our a posteriori detection decrementing correction for the scalar case. Next sections will present the results obtained on a more demanding emulation of the hydrodynamics system of equations.
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5.3. Smooth and discontinuous remap of non-linearly interleaved variables In this section we consider the 2D remapping of four conserved components (mass, momenta and total energy) which are linked by means of a non-linear relation. We have emulated a nonsmooth solution for the system of hydrodynamics in 2D. These four conserved components are simultaneously remapped. They are linked by means of a non-linear perfect gas equation of state p = (γ − 1)ρε, where ε = E − 12 ρ(u2 + v 2 ), with γ = 7/5 for instance. The shapes given by the formula in table 3 loosely represent the origin point explosion solution, as instance a Sedov like problem [64], for which the shock wave is at position r0 with parameter δ roughly corresponding to the initial temperature before the explosion. In our simulation we consider r0 = 0.75 and δ = 10−6 . Variable ρ



U



ε



Table 3:



Equation  p  δ + 6( r )8 if r = x2 + y 2 ≤ r 0 r0  1+δ else  p  0.83X if r = x2 + y 2 ≤ r 0  0 else  p  0.25 + 3(1 − r ) if r = x2 + y 2 ≤ r 0 r0 g(r)  δ else



Domain X ∈ [0; 1]2



X ∈ [0; 1]2



X ∈ [0; 1]2



Initial shapes used to test the vectorial remapping schemes. We consider r0 = 0.75 and δ = 10−6



and a high frequency perturbation of specific internal energy as a function of radius 0.2 ≤ r ≤ 0.7 as: g(r) = 2



1.16656 e−100(x−0.5) sin(25πr).



The profiles are splitted into a discontinuous part with a shock at radius r0 , and, a smooth part, that is the rarefaction zone. A high frequency perturbation of the specific internal energy as a function of radius 0.2 ≤ r ≤ 0.7: 2



g(r) = 1.16656 e−100(x−0.5) sin(25πr),



(16)



is super-imposed to this profile. The exact profiles are plotted in figure 13 where the smooth high frequency profile as well as the shock wave are illustrated. Density and velocity remain the same, only the pressure is impacted by the perturbation on the energy initialization. The physical bounds (PAD criteria) are set to be the positivity of the density, specific internal energy and pressure. NAD criteria are the DMP with U2 relaxation for each remapped variable. Only one polynomial degree is considered for all reconstructed variables, that is to say when some decrementing occurs, all variables are impacted
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Figure 13: Exact profiles for the vectorial remapping test case. Top panels: profiles as a function of radius. Bottom panels: profiles as a function of X = (x, y). From left to right: density, velocity, internal energy and pressure. Note that the magnitude of the velocity is presented on the top panel and the v component on the bottom panel.



The unit square is paved by a uniform M × M quadrangular mesh. The mesh is animated by a non uniform truly 2D motion following x(ξ, t) = [1 − α(t)] ξ + α(t)ξ 3 ,



y(η, t) = [1 − α(t)] η + α(t)η 2 ,



α(t) =



1 sin(4πt), 2



(17)



n for 0 ≤ ξ, η ≤ 1 and 0 ≤ t ≤ 1. The vertex positions at pseudo time tn , Xi,j , are defined by      i−1 n n j−1 n Xi,j = (x(ξi , tn ), y(ηj , tn )) = x , , ,y , 0 ≤ n ≤ Ncycle , 1 ≤ i, j ≤ M + 1. (18) M Ncycle M Ncycle



This motion is usually referred to as a cyclic remapping [55, 56, 42, 40, 46, 69, 72]. Note that the first and last meshes do coincide. We choose M = 128 and Ncycle = 1000, see figure 14 for two examples at iterations 320 and 740. We test the 2nd order accurate MUSCL remap scheme along with the sequence of MOODP1 , MOOD-P3 , MOOD-P5 all using the DMP+u2 numerical detection criteria (NAD) and the positivity of density, specific internal energy and pressure as physical detection criteria (PAD). The MUSCL remap scheme applies a limiter on the density, momentum and total energy variables independently. Other choices of limiter function or variables to remap may improve slightly the MUSCL remap results. Nevertheless the general accuracy and main behaviors of a MUSCL remap scheme do remain comparable with the ones in this work. The goal of this test case is to show that the shock wave is maintained as accurate as possible, at least as accurate as the MUSCL scheme but with a clear improvement on the smooth regions of the flow, more specifically on the high frequency perturbation. 31
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Figure 14: Examples of two meshes obtained during the cyclic remapping motion with M = 128 and N = 1000. Iterations 320 and 740.



In figure 19 we plot the initial pressure on the left. Ideally this initial pressure profile should be reproduced by an accurate remap scheme. In the middle/right panels are displayed the results given by a MUSCL like remap scheme after 1000 remaps and the MOOD-P3 results. A small portion of the final mesh is also reported. From these figures we can observe that an excessive diffusion of the MUSCL remapper has destroyed the smooth flow for radius r ≤ 0.6 whereas the 4th order accurate MOOD scheme can maintain these small scale features after 1000 remap stages. On the shock front, at r ' 0.75 both remap schemes need to diffuse the discontinuity with at most a first order accurate scheme to avoid spurious oscillations. Notice that the 4th order accurate results are already extremely close to the 6th order accurate ones, and, better than a second order accurate remap scheme.



Because the solution is expected to remain cylindrical we plot in figure 16 the density, specific internal energy and pressure as a function of the cell radius for all cells after the remapping in red along with the initial conditions in blue. The gray grid, corresponding to the space step ∆x in abscissa, is superimposed to visually measure the spreading of the waves. Each row presents the results produced by of one remap scheme; MUSCL on the first row, MOOD-P1 , MOOD-P3 and MOOD-P5 on the last one. From these plots we observe that the formally second order accurate schemes (MUSCL and MOOD-P1 ) have difficulties to maintain accurate results because of diffusion (loss of extreme) and dispersion (drift) errors. Nonetheless MOOD remap scheme seems to produce
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(a) Initial/exact pressure



(b) Final - MUSCL scheme



(c) Final - MOOD-P3 scheme



Figure 15: Remapping on a system of variables — Exponential shock with high frequency perturbation problem — 128 × 128 mesh under 1000 cyclic remapping steps — Left panel: initial pressure which also corresponds to the target solution. Middle panel: pressure given by the MUSCL remap scheme. Right panel: pressure given by the MOOD-P3 remap scheme.



slightly more accurate results. When the nominal accuracy of the MOOD scheme is increased then both errors are drastically reduced for the smooth parts of the flow. As such we can virtually remap 1000 times these shapes with only little loss. The shock region, as expected, is improved only marginally as any remap scheme must drop to a first-order accurate scheme to avoid parasitical oscillations. In figure 17 we represent the elevation for the density, energy and pressure along with the the red/blue bad cells at the 200th remap step (top row) and for the final 1000th remap step (bottom row). Only MOOD-P5 remap scheme results are shown. The purpose is to show that each variable may generate bad cells. However if any bad cell flag for one specific variable is waved, all variables from the troubled cell are recomputed with the next dissipative scheme from the cascade. From these plots we can observe that the number of bad cells diminishes with time as the remap scheme adds some dissipation after each step. Blue cells are flagged because they do not fulfill the physical criteria (PAD), mainly the positivity in this situation. Red cells are flagged because the numerics is not valid according to the DMP+u2 detection criteria (NAD). In figure 18 we present the same results for the internal energy variable only and several remap steps between steps 100 and 980. We can observe that the bad cells are mostly located around discontinuities or steep gradients and their number does not increase in time. Once enough dissipation has been added to the numerical solution, then rare positivity issue (blue cell) is further detected. The previous figures 33
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Figure 16: Remapping on a system of variables — Exponential shock with high frequency perturbation problem — 128 × 128 mesh under 1000 cyclic remapping steps — Left to right: density, specific internal energy and pressure as a function of the cell radius for all cells after the remapping in red along with the initial conditions in blue. Top to bottom: MUSCL, MOOD-P1 , MOOD-P3 , MOOD-P5 remap scheme results.



34



Density



Internal energy



Pressure



Figure 17: Remapping on a system of variables — Exponential shock with high frequency perturbation problem — 128 × 128 mesh under 1000 cyclic remapping steps — Detector maps for the density, internal energy and pressure variables (left to right columns). MOOD-P5 results at remap steps 200 (top row) and 1000 (bottom row). Blue cells: positivity PAD is activated, red cells: NAD is activated.



Figure 18: Remapping on a system of variables — Exponential shock with high frequency perturbation problem — 128 × 128 mesh under 1000 cyclic remapping steps — Detector maps for the internal energy variable MOOD-P5 results for several remap steps. Blue cells: positivity PAD is activated, red cells: NAD is activated.
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(a) First remap step



(b) 200th remap step



(c) Last remap step



Figure 19: Remapping on a system of variables — Exponential shock with high frequency perturbation problem — 128 × 128 mesh under 1000 cyclic remapping steps — Polynomial degree effectively used by the MOOD-P5 results for the first, 200th and last remap steps. Polynomial degrees are 5 (red), 3 (green), 1 (light green), 0 (light blue) or −1 (dark blue) when a limiter is used along with a piece-wise linear reconstruction.



have shown how, where and why some cells were flagged as bad. Last in figure 19 we plot the effective polynomial degrees used after the a posteriori MOOD loop has converged. The first, 200th and last remap stages of the MOOD-P5 results are shown. Recall that, according to the chosen cascade, the polynomial degrees can take only five discrete values: 5 → 3 → 1 → −1 → 0. Value −1 corresponds to the case when a limiter is used along with a piece-wise linear reconstruction. The location of decremented old cells are of course consistent with the detection flags on new cells shown in previous figures. Recall that bad cells are flagged on the new mesh whereas decremented cells are located on the old mesh onto which polynomial reconstructions are performed. The five colors are used, this means that all schemes in the cascade do play a role in these results even if the majority of bad cells are properly dealt with the second-order limited scheme.



At last in figure 20 we present the percentage of cells updated with one of the lower scheme in the cascade, i.e → P3 → P1 → PLIM → P0 when the P5 remap scheme is used. We observe that the 1 percentage cells updated with any low order scheme does not exceed 4%. The ratio of re-updated cells by any of the lower scheme never exceeds 6%. Rarely the cascade drops to the P0 scheme.
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Figure 20: Evolution of the ratio of decremented cells for MOOD P5 scheme after 1000 remaps on the emulation of the hydrodynamics problem (system of variables). Blue: % of cells updates with the fourth order unlimited scheme. Green: % of cells updates with the second order unlimited scheme. Red: % of cells updates with the second order scheme with Barth-Jespersen limiter.
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5.4. Relative cost of the proposed high accurate remapping scheme This study is made on the cyclic remapping test of the hydrodynamics like profiles where Ncycle = 1000 remap steps are made. This test involves discontinuous profiles and subsequent iterations of correction. The code is split into several important subroutines: the mesh intersection, the stabilization procedure involving the detection/decrementing, the integration of the reconstructions and the polynomial reconstruction. All simulations have been run on a non-dedicated sequential machine, and, under a non-optimized implementation. As such the following results must be considered only as an average tendency. In table 4 we present such profiling for MOOD-Pk schemes with k varying from 1 to 5 in order to estimate the extra cost brought by the use of high accurate reconstructions and a posteriori limiting. Notice that the MUSCL remap scheme cost is of the same order than MOOD-P1 therefore we did not report these figures here. In figure 21 we propose histograms to estimate the relative costs of each routine. Independently of the number of cells, the same general behaviors are consistently observed: the stabilization/limiting costs less than 10%−15% of the overall cost, the cost of intersection/integration drops when the polynomial degree increases (respectively 72%/27% for P1 and 9%/12% for P5 ), and finally the cost of the reconstruction, as expected, increases with the polynomial degrees from 0% − 10% for P1 reconstructions up to 70% − 80% for P5 . Let us study the cost as a function of the nominal accuracy of a remap scheme. When the polynomial degree is 2 then this 3rd order scheme costs about 22% more than a second order scheme (MOOD-P1 ), whereas MOOD-P3 costs about 30% to 50% more, MOOD-P4 is about 2.6 times more expensive, and, MOOD-P5 nine times. The reason for this drastic cost increase from MOOD-P4 to MOOD-P5 can be seen in the cost of the reconstruction stages which jumps from 40% to 75%. Not only the reconstruction is more expensive (about 7 times more expensive for P5 than P4 ) but also the stabilization/limiting and the integration steps are two times more expensive. Consequently a large amount of CPU time could be saved by monitoring and profiling the reconstruction step only. In a second phase improving the integration step would be useful as to ameliorate the efficiency of the overall remap code. The amount of time needed to intersection the meshes should be independent of the order of accuracy of the remap scheme, and, roughly speaking the numbers show this tendency: 100 − 120s for the 32 × 32 mesh, 425 − 475s for the 64 × 64 mesh and 1690 − 1850s for the 128 × 128. The differences are due to the fact that some cell/cell intersections are recomputed again when a posteriori iterations are performed. Nevertheless the vast majority of this cost is spent on the first iteration of the correction when the mesh/mesh intersection occurs.
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Figure 21: Cost of the proposed remapping schemes for the cyclic remapping of the hydrodynamics like profiles with N × N quad mesh for N = 32, 64, 128 — Four main routines are monitored: the reconstruction, the integration, the stabilization (limiting) and the mesh intersection. These data correspond to the percents gathered in table 4.



Last in figure 22 we compare the L1 , L2 , L∞ errors produced by the high accurate remap schemes for density, momentum and total energy as a function of the polynomial degree k (i.e k being the nominal order of accuracy minus one). The 128 × 128 quadrangular mesh is used along with the cyclic remapping previously described. The schemes behave as expected: the error decreases when the polynomial degree increases.
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Figure 22:
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L1 , L2 , L∞ errors for the density (red), momentum (green and purple) and total energy (blue) as a



function of the maximal polynomial degree k in MOOD-Pk k varying from 1 to 5 — Cyclic remapping for a 128×128 mesh for the system of conservation laws. (The nominal order of accuracy being the degree k plus one.)
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Table 4: Cost of high accurate remapping schemes for the cyclic remapping of the hydrodynamics like profiles with N × N quad mesh for N = 32, 64, 128. Last column corresponds to the ratio of the total cost between MOOD-Pk and MOOD-P1 .
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6. Conclusion In this work we have developed a formally 2D remapping scheme for general polygonal meshes. Such a remap scheme is not exclusively but devoted to become the third stages of an indirect ALE scheme. More precisely this work has presented a family of schemes which conservatively remap a set of cell-centered variables from one original/old mesh onto a target/new mesh, both being possibly uncorrelated. Exact mesh intersection is computed and virtually exact integration rule is used, yielding no intersection and integration error (in practice, the error is closed to the machine epsilon). High accuracy is obtained by means of unlimited polynomial reconstructions. On smooth problems, the remapping scheme using such reconstructions maintains the optimal order of accuracy by construction. For non-smooth problems a a posteriori limiting strategy is employed. Given a set of validity criteria and a candidate remapped solution, the correction starts by detecting problematic cells which are flagged and subsequently re-updated using lower accurate polynomial reconstructions in the vicinity of the bad cell. Within this iterative loop a so-called ’cascade’ of schemes is tried, and, in this work we have considered the cascades: P5 → P3 → P1 → PLIM → P0 1 (6th order), or, P3 → P1 → PLIM → P0 (4th order), or, P1 → PLIM → P0 (2nd order). Note that 1 1 the choice of the cascade is left to the user provided that the 1st order accurate scheme is kept as the last resort scheme. The local solution provided by this last resort scheme must always be accepted, hence the name ’parachute scheme’ in our phraseology. The detection step drives the quality of the remapped solution as it is responsible for detecting parasitical oscillations (Gibbs effect) and, also, small scale effects which can not be captured with the characteristics mesh size. In this work we have considered either scalar remap for which only a maximum principle applies, or vectorial remap from hydrodynamics-like data (density, momentum, total energy) for which physical properties such as positivity of density, specific internal energy apply. These are Physically Admissible Detection (PAD) criteria which we test for any candidate solution, if a cell fails then it is marked as problematic and sent back for re-computation. To detect spurious numerical oscillations one relies on some sort of relaxed discrete maximum principle and this constitutes the Numerical Admissible Detection (NAD) criteria [8, 11, 12, 49, 23]. Reconstruction and numerical detection phases are performed on the variables which are remapped. These are the conservative variables in this work. On the other hand the PAD criteria are conducted on the physical variables of interest. We have shown on pure remapping test cases that such high accurate remap scheme 42



• attains and maintains the nominal order of accuracy on smooth profiles; • presents an essentially non-oscillatory (ENO) behavior on discontinuous profiles; • improves the numerical accuracy when the nominal order of accuracy increases still maintaining the ENO behavior; • has generally a low number of bad cells, and, these are appropriately located close to the discontinuities or steep gradients independently of the nominal accuracy of the scheme; • the cost of the proposed high accurate MOOD-P3 scheme is about 1.3 times more important than the cost of a second order accurate scheme (respectively 6 times for our high accurate MOOD-P5 scheme). The error is about several orders of magnitude smaller; • compare favorably with a classical 2nd order remapper using a priori limiting both in term of accuracy and wallclock time. In the near future we plan to develop the extension of this approach to 3D on general polyhedral meshes. We expect to show that the use of high accurate reconstructions along with exact mesh intersection may improve the general behaviors of a remap scheme. The polyhedral/polyhedral mesh intersection is described in [68, 60] and our first results of a posteriori correction in 3D are promising. In parallel we will focus on coupling this remapper with a 2D and 3D second order accurate cellcentered to obtain indirect ALE simulation codes for hydrodynamics equations. Last but not least is the parallelization of the whole machinery which will become crucial in 3D.
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Appendix : Voronoi tesselation Our methodology does not depend on the shape of the cells, as a consequence meshes made of quadrangular, triangular or general polygons can be considered without any restriction. We have considered general polygonal meshes obtained through the Voronoi tessellation described in [66, 67], and summarized in [51]. Let us rapidly rephrase the main steps of the construction of a Voronoi tessellation. We consider a convex computational domain Ω in 2D. For a set of generators Gi = (xi , yi ) ∈ Ω, the Voronoi cell Ωi is defined by, see [59] Ωi = {X = (x, y) ∈ Ω : |X − Gi | ≤ |X − Gj |, for all i 6= j}



(19)



The Voronoi cell Ωi is a convex polygon, and the set of Voronoi cells indeed covers Ω without holes or overlaps defining de facto the so-called tessellation of Ω. We use an algorithm for the construction of Voronoi tessellation which is described in [66, 67]. Depending on the position of generators, the Voronoi mesh can be genuinely non-uniform and one of the measure of nonuniformity is how far the centroid of a Voronoi cell is from the associated generator. In other words, the closer the centroids and the generators are, the more uniform the mesh is. Ultimately, the Voronoi tessellation for which the position of the cell centroid coincides, is called Centroidal Voronoi Tessellation (CVT) [35] and are asymptotically made of perfect hexagons. For our purpose we use a mesh smoother the so-called Lloyd’s algorithm [16, 17, 18, 15]. It simply consists on an incomplete iterative method to create a CVT. For instance this algorithm starts with an arbitrary distribution of generators (in our example on the unit disk, 50 fixed generators on the boundary and 200 randomly distributed in the disk), see the squares on the left panel of figure 23, constructs the corresponding Voronoi tessellation and deduces the centroids of the constructed Voronoi cells. On the next iterate, the centroids of the previous iterate are used as new generators, a new Voronoi mesh is created associated with its centroids, and so on. As an illustration the resulting meshes after one, two and ten iterations are presented in figure 23 and, visually, the regularity has improved during this process though the initial connectivity may have changed. Note that we can constrain some generators to remain fixed as we have done on the disk boundary. This may help to create some boundary zones made of rectangles should we desire so. All polygonal meshes in this paper are created following this procedure.
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Figure 23: Illustration of the iterative Lloyd’s algorithm to produce smooth Voronoi meshes on the unit disk (50 cells on the boundary, 200 inside the disk). Left panel: iteration 0, middle panel: iteration 1, right panel: iteration 10.
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