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metrical. The 128 Ã— 128 observation images of Fig. 2-b have been decomposed up to the 3rd wavelet scale. In Fig. 3, the evolution of a normalized L1 norm er-. 
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HIDDEN MARKOV MODELS FOR WAVELET IMAGE SEPARATION AND DENOISING Mahieddine M. ICHIR and Ali MOHAMMAD-DJAFARI Laboratoire des Signaux et Syst`emes (UMR 8506 CNRS-Sup´elec-UPS) Sup´elec, plateau de Moulon, 3 rue Joliot-Curie, 91192 Gif sur Yvette cedex, France {ichir,djafari}@lss.supelec.fr ABSTRACT In this paper, we consider the problem of blind source separation of 2D images under a Bayesian formulation (BayesBSS). We transport the problem to the wavelet domain to be able to define appropriate prior distributions for the wavelet coefficients of the unobservable sources: an Independent Gaussians Mixture (IGM) model, a Hidden Markov Tree (HMT) model and Contextual Hidden Markov Field (CHMF) model. Indeed, we consider a limiting case of the aforementioned prior models to propose a simple procedure for joint source separation and denoising. This procedure shows to be efficient, especially for highly noise observations. Simulation examples and comparisons with standard classical methods are presented to show the performances of the proposed approach. 1. INTRODUCTION Blind source separation (BSS) finds its applications in many fields of data processing. It consists mainly in recovering unobservable sources from a set of their linear and instantaneous mixtures. It is mathematically described by: x(t) = As(t) + (t),



t = 1, . . . , T



(1)



where A is the mixing matrix, x(t) is an m-column vector of the observed data and s(t) is an n-column vector of the unobservable sources. (t) is an m-column vector representing model uncertainties or observation noise it is assumed to be a zero mean Gaussian process  i.i.d. with a 2 . covariance matrix R = diag σ12 , ..., σm Independent Component Analysis (ICA) [1, 2] is the most developed solution for BSS. It consists in finding, from the model x(t) = As(t) (a noise free direct model), independent components that may represent the original unobserved sources. In noisy environments, ICA still identifies the mixing process (mixing matrix) for relatively high signal to noise ratios (provided that the original unobserved sources are independent).



In this paper we consider the Bayesian solution to the BSS problem. Bayesian estimation for BSS has been already addressed by many authors and joint separation and segmentation algorithms of 2D images have been derived as in [3, 4]. In our approach, we transport the problem to the wavelet domain. The latter offers some natural and tractable models for a wide class of signals that can be exploited in a Bayesian formulation. We consider three prior models for the wavelet coefficients based on a two Gaussians mixture distribution: i) an independent model across and within scales, ii) a first order hidden Markov chain model to account for inter scale correlations, iii) a hidden Markov field model to account for both inter and intra scale correlations. In order to achieve separation in the case of highly noisy observations, a limiting case of the two Gaussians mixture model is considered: the Bernoulli Gaussian (BG) model, where it can be shown that the BG model is equivalent to hard thresholding [5, 6] in wavelet based denoising problems. This paper is organized as follows: In section 2 we introduce the BSS in the wavelet domain and write the corresponding posteriors of the parameters of interest (the mixing matrix, the noise covariance matrix and the wavelet coefficients of the unobservable sources). We will then describe in details the priors of each one of these parameters in order to write this posterior. A simple and efficient procedure is presented in section 3 to perform source separation in high noisy data. A simulation example and comparisons with an ICA method[7] is presented in section 4 and we conclude in section 5. 2. WAVELET BASED BAYES-BSS Because of the linearity of the wavelet transform, the BSS model (1) is equivalently written in the wavelet domain: wxλ = Awsλ + wλ ,



λ = (j, kj )



(2)



where wxλ is a m-column vector of the kjth wavelet coefficients of the observations x(t) at resolution j (similarly for



wsλ and wλ ). j = 1, . . . , J and kj = 1, . . . , 2−j T . The double index λ means that the BSS problem is described in each wavelet subband[8] separately (having in common the same mixing matrix A). In Bayesian estimation, we need to explicit the posterior of the parameters of interest: the unobservable sources, the mixing matrix, the noise covariance matrix and the parameters describing the prior models (commonly called hyperparameters). It is given by: p(Ws , A, R , θs |Wx ) ∝ p(Wx |Ws , A, R ) × ... ... × π(Ws |θs ) π(A|θA ) π(R |θ ) π(θs ) , (3) S S where Wx = λ {wxλ } and Ws = λ {wsλ }. In equation (3) we assume that Ws , A and R are a priori independent. The hyperparameters (θA , θ ) defining respectively the priors of A and R are fixed once for all, reducing the number of unknown variables. Only θs defining the prior for the wavelet coefficients of the sources will be inferred. 2.1. Mixing matrix prior distribution: π(A|θA )



One such family of distributions, considered in [8, 10], are the generalized p-Gaussian distributions (gpG). This kind of priors allowed to establish connections between wavelet thresholding and Bayesian MAP estimation[11, 10]. However, such distributions are non conjugate priors presenting optimization difficulties. Another family of priors that captures efficiently the sparseness property is a two Gaussians mixture [9] of the form:  (i) (i) (i) (i) π wsλi = pL N (wsλi |0, τL ) + pH N (wsλi |0, τH ), (6) with τL 
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