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Handwritten Text Recognition Through Writer Adaptation Ali NOSARY, Thierry PAQUET, Laurent HEUTTE, Ameur BENSEFIA Laboratoire Perception Systèmes Information, UFR des Sciences, Université de Rouen, F-76821 Mont-Saint-Aignan Cedex, France. [email protected] Abstract Handwritten text recognition is a problem rarely studied out of specific applications for which lexical knowledge can constrain the vocabulary to a limited one. In the case of handwritten text recognition, additional information can be exploited to characterize the specificity of the writing. This knowledge can help the recognition system to find coherent solutions from both the lexical and the morphological points of view. We present the principles of a handwritten text recognition system based on the on-line learning of the writer shapes. The proposed scheme is shown to improve the recognition rates on a sample of fifteen writings, unknown to the system.



1. Introduction Off-line handwriting recognition has given rise to numerous studies until now. Despite constant efforts, one can notice how difficult the task is when considered out of restricted applications such as bank cheques, postal addresses or form processing. For these reasons, few studies have dealt with handwritten text recognition until now. Recently, some studies have been published which introduce a syntactical analysis as a post-processing stage using language models [5,8]. From a methodological point of view, Lorette et al. [6] set the difficulty of handwritten text recognition as a scene analysis problem. This study, held at PSI lab., is part of a project of text recognition through writer adaptation. The aims of our system have already been presented elsewhere [9] and we recall that it relies on the automatic learning of writer’s invariants before recognition takes place. Indeed, the writer’s invariants define a discrete space of the specific patterns of the writer. The adaptation of the recognition system is possible by letter model re-estimation using the writer’s invariants as discrete input patterns. Doing so, the recognition of a handwritten text recognition is viewed as a semi-supervised learning process of the



writing e.g. learning with unlabelled data. Our approach is inspired from the well-known EM algorithm and iterates a word recognition step, which provides letter labels to the writer’s invariants, and a re-estimation step of character models of the writer. Initialized with an omni-writer system for bootstrap and a known lexicon, we hope the system will converge to well-adapted models. In the first part of this communication we present the principle of our word recognition module, which is the central point of our system. The second part is devoted to the presentation of the adaptation principle as well as the preliminary results, which compare favourably to our omni-writer reference system.



2. Handwritten Word Recognition As previously stated, the most successful studies in the field of handwriting recognition concern applications for which context plays a prominent role, giving the ability to automatically and dynamically select a restricted lexicon of the word candidates [3,10]. Therefore, the handwritten word recognition systems used in this framework are built upon lexicon directed approaches constrained by specific, application dependant, syntactical constructs. In the case of text recognition, even if such contextual knowledge is not available, an analytical approach is compulsory in order to succeed in working with large lexicons, during the recognition or the training phase. In the literature [1,7], one can distinguish segmentation-based analytical approaches and segmentation-free approaches. The latter has the advantage of integrating segmentation during the learning phase. But many problems still remain for off-line segmentation free approaches. Among them, the choice of a convenient 1D representation of a 2D input bitmap is still an open issue. Therefore, few studies have been proposed yet. On the contrary, in the case of on-line handwriting recognition, segmentation free approaches are widely used. Indeed, the temporal 1D representation
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the lexicon, and on,t be the observation ending at position t at level n.



2.1. Word Recognition Principles



Let Qn*,t(ql )=(qn1,t1,qn2,t2,...,qnl,tl =ql ) be the best sequence



In this study we use a segmentation based recognition approach. This choice has been motivated by the above remarks and by our previous work on cursive handwritten character recognition [4]. Segmentation free approaches rely mainly on Hidden Markov Models or recurrent neural networks to modelize cursive characters, whereas most segmentation based approaches use either Hidden Markov Models or dynamic programming to find the best segmentation hypothesis. In this case, characters are described in a static fixed size representation space using the most invariant features that can be constructed among the various writing styles. Our previous work has motivated the choice of this approach mainly for rapid prototyping purposes in order to assess our adaptation strategy to handwriting. However, other approaches could be used in place of the approach adopted here without serious modification of our adaptation scheme. 2.1.1 Segmentation and observation trellis. In order to manage segmentation uncertainty, we explore the whole segmentation hypothesis up to a level of 3 graphemes. This level has proved to be sufficient when using our segmentation procedure, which is based on the analysis of local minima of the upper contour of each connected component. Let O=o1o2…oT be the sequence of elementary graphemes observed on a word after segmentation has been done. Let M, defined as stated below, be the set of all the grapheme observations that can be constructed on the word. O1=O while O2 and O3 define the observations that can be constructed by grouping 2, respectively 3, elementary graphemes. The total number of observations is therefore equal to 3T-2.



 O1   o1,1o1, 2 ............o1,T      M =  O2  =  o2,1o2, 2 ..o2,T −1    O   o o ...o  3   3,1 3, 2 3,T − 2  2.1.2. Recognition principles. Word recognition is based on the exploration of the segmentation trellis M using dynamic programming to find the best segmentation path with respect to the likelihood of the various characters to be matched. Recognition is lexicon driven since character likelihood is taken into account for each character string in the lexicon. Let Qk =(q1 ,q2,...,ql ) be the kth entry of



of l characters ending at time t in level n in state ql (character ql). Let On*,t (j)=(on1,t1 ,on2,t 2 ,...,onl ,tl ) be the observation sequence that corresponds to Qn*,t(ql ) . The joint probability of On*,t (j) and Qn*,t(ql ) is defined by:



δ n,t(ql )=P(Qn*,t(ql ),On*,t)=max [P(Q,O)] Q Then, the following recursion allows the computation of the best alignment of the observation trellis on the kth lexicon entry:



δ n,t(ql )=P(Qn*,t(ql ),On*,t) δ n,t(ql )=mmax [δ m,t −n(ql −1)P(on,t / qn,t =ql )] =1,2,3 The central point in the implementation of this recognition principle thus relies in the precise computation of character likelihood for each observation of the trellis M. This point is developed in the following paragraph. 2.1.3. Character Recognition. The character recognition module takes as input a structural/statistical feature based vector. Relevance of this representation has been proved faced to various handwriting recognition problems (digits, uppercase letters, cursive scripts) [4]. Character likelihood is estimated using a K nearest neighbor classifier according to the following relation:



P(oi , j / lk ) =



Kk Nk



where Kk and Nk are respectively, the number of examples belonging to class k among the K nearest neighbors, and the number of elements belonging to class k in the learning database. Although this classifier requires intensive computation in its non optimized version, this choice has been made first for its simple way of implementation and evaluation. We have tested the performance of this classifier on a database made of cursive characters and non characters. This allows to assess the classifier performance as in real conditions of use of the word recognition system e.g. computing the recognition performance as well as the rejection capabilities. For this purpose, non character examples have been added in the learning database, thus introducing an extra rejection class for each level. Figure 1 gives examples of the rejection classes for each of the three levels of segmentation. It is worth noticing that the nearest neighbor classifier is particularly well adapted to integrate such a rejection class at the expense of more computation.



in IEEE Proceedings, 8th International Workshop on Frontiers in Handwriting Recognition, IWFHR'02, Niagara-on-the-Lake, Canada, pp. 363-368, 2002. texts, each written by a different writer. Each writer has been asked to write the same text made up of 106 words within a lexicon of 71 words. The only constraints imposed to each writer were to respect the alignment of words on each handwriting line and to space out each line in order to avoid as much as possible word segmentation problems. Our recognition system has been used to localize and to label each word and each grapheme in the image. For this purpose, the system has been initially trained on the IRONOFF handwritten character database [11]. Finally, 15 texts have been retained to test our word recognition system, while 51 have been used for training.



(a)



(b) (c) Figure 1. Examples of the rejection classes (a) level 1, (b) level 2, (c) level 3. The database is made of 29895 graphemes at level 1, 24357 bi-grams (level 2) and 5060 tri-grams (level 3). For each level, 2/3 of the examples have been taken for learning, 1/3 for testing. The character distribution among the three levels of segmentation has led us to retain various classes for each level, as stated in Table 1. Table 2 gives character recognition results for each level of segmentation where TOP1 and TOP5 indicate respectively presence of the correct answer in the first position and among the first five positions.



2.2.2. Results. The word recognition system has been tested on 1590 words and for 15 different writers, each unknown to our system. The lexicon used is made up of the 71 words present in the text. The recognition rates are presented in Table 3 according to the length of the retained list. Among the 15 writers, recognition results can vary from 66% up to 96% in first proposition. This shows how difficult it is to generalize the same recognition performance among various writings. The adaptation strategy we present in the following paragraph is a first attempt to overcome this well-known and difficult problem. Table 3: Word recognition rates without adaptation Top 1 % Recog. 80.44



5 91.64



10 93.90



15 95.16



20 95.85



Table 1. Database description.



level 1 level 2 level 3



# of classes 23 21 4



Learn/test 23848/6047 19320/5037 4061/999



Table 2. Recognition results.



level 1 level 2 level 3



2.2.



% Recog. TOP1 / TOP5 73.11/95.0 79.35/97.0 91.79/99.7



% Conf. TOP1 / TOP5 26.89/ 4.91 20.65/ 3.00 8.21/ 0.30



3. Adaptation The word recognition system presented above has been designed without taking into account the distinctive handwriting features of the writer. We have introduced in an earlier study the concept of writer’s invariants [9], which can be defined as the redundant elementary patterns extracted from writer’s handwriting. Figure 2 gives an example of the clusters that we obtained using an adapted clustering method. As one can see, the proposed method succeeds in determining regular patterns that occur in the text.



Word Recognition system performance



2.2.1. Database used. The handwritten texts used for these experiments have been scanned at 300 dpi and binarized. The overall database includes 66 handwritten



Figure 2. Samples of invariant clusters extracted from a handwritten page.
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The adaptation scheme of the recognition system we propose is thus justified by the existence of such a contextual information on the segmented patterns that can act as a morphological constraint, provided that we are able to break with interpretation independence. In the field of speech recognition, one can roughly distinguish 5 different ways of adaptation that can be combined: 1. 2. 3. 4. 5.



enrolment: adaptation is done before using the recognition system; incremental: each new recognition result is used to improve the system; batch: system outputs are stored and used later together for adaptation; supervised: one has at one's disposal a precise labelling of the data for adaptation; unsupervised: the system output is used to label the data of adaptation.



This concerns the adaptation of models, but it is also possible to adapt the input representations (observations). In the framework of our study, the writer invariants allow to consider an adaptation of the system to the input representations. In the framework of handwritten text



recognition, we have so far favoured a batch and unsupervised approach. To adapt our recognition system to the handwriting, it is necessary to have at our disposal the models of the writer allographs. The adaptation scheme thus roughly relies on the two steps of the EM algorithm [2]: the first one is an estimation step of the missing data and allows to label the observations as characters or rejects; the second one allows to re-estimate the character models. The omniwriter word recognition system we have presented in section 2 must therefore allow to initialize the system not too far from the desired solution in order to converge towards a better recognition solution. This is the condition for bootstrapping the adaptation system. Figure 3 summarizes the whole organization of the system. The initial omni-writer system uses intrinsic morphological knowledge (IMK), i.e. the feature vector extracted on each grapheme, to propose a first interpretation (ISK). The unsupervised labelling of the graphemes by means of recognition results produces a contextual interpretation (CSK) that allows to learn the writer references by means of the invariants (CMK). The last important point that must be specified concerns the learning of the writer references.
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Figure 3. Overall system organization.
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Learning of the writer’s references



We now look for the way to model the writer characters and to estimate the parameters of these models. To follow our first study on the analysis of handwriting variability, we have chosen to work in the writer space defined by the sets of invariant patterns that can be detected on each handwritten page. Indeed, each invariant pattern defines a neighborhood adapted to each grapheme and allows to infer new interpretations. This point needs to be highlighted in the framework of our approach by explicit segmentation since it enables to distinguish the rare representations from the frequent representations for which the adaptation can be performed in a robust manner. As for character modelling, we have chosen a non parametric approach because the re-estimation of parametric models might not fit properly in some cases, especially when the number of samples available is limited in a handwriting page. Therefore, in this study, we propose a writer adaptation of the input representations (observations) as well as of the character models. The adaptation of the input representations is simple and consists in associating to each segmented grapheme within the page, the cluster (invariant) Ci(o) it belongs to. For each invariant Ci, the adaptation consists therefore in re-estimating the likelihood for each character lj, i.e. P(Ci/lj), by combining the recognition results of the current and the previous iterations. The supervised learning of the references is usually implemented according to Baum-Welch procedure [2] which allows to use a probabilistic labelling of the observations and ensures a better convergence of learning. In the framework of our unsupervised approach, learning is based on the best letter sequence hypothesis derived from the recognition module. The joint analysis of recognition results for a same invariant leads to a probabilistic labelling of the representations, as we state in the following lines. At iteration k of the adaptation process, we re-evaluate the likelihood of each cluster o according to the following rule: αP k −1(o / l j )+ (1−α)P k −1(Ci (o) / l j ) P k (o / l j )=   ∑ αP k −1(o / l j )+ (1−α)P k −1(Ci (o) / l j )    j where P0(o/lj)=P(o/lj) is the likelihood derived initially by the kNN classifier in the feature space. Pk-1(Ci(o)/lj) stands for the likelihood of the observation evaluated in the representation of the writer from the recognition



results of iteration k-1. This probability can be evaluated by:



P k −1(Ci(o)/l j )= P k −1(Ci /l j )=



card(Ci,l j ) card(l j )



Parameter α allows to combine the current and previous interpretations in various ways: α=1 amounts to validating the recognition of the omni-writer system while a closeto-0 value for α makes the adaptation process relying only on the current results. This parameter thus allows to consider different strategies of adaptation for the system.



3.2



Results



It is rather difficult to evaluate practically the adaptation scheme we propose since its implementation requires a complete page of handwriting. Now, it is well known that a precise localization of the handwriting information in a handwritten page is still a very sensitive step because of the potential variability in the handwriting line and word layout (inclination, alignment, spacing, superposition, ...). The line segmentation process has been controlled manually so as to test the adaptation scheme only on the correct word images. The adaptation principle has been evaluated on the 15 texts of the test database we have presented above. The contribution of this adaptation strategy on the 15 texts is presented in Figure 4 with parameter α set to 0. The overall results show a noticeable improvement of the recognition results at the conclusion of the first iteration, the contribution of the others iterations being less significant. These primary results show the interest of the approach, which is able to gain nearly 5% in the top 5 propositions. Even if the overall contribution remains modest, the analysis of these results shows that the adaptation improves the system performance with gains up to 9% for some writers, as it is the case for writer 14 (figure 4). % Recognition 100 90 80
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Figure. 4: Adaptation results per writer. Figure 5 presents two samples extracted from two handwritings. The first sample (Figure 5.a) is extracted



in IEEE Proceedings, 8th International Workshop on Frontiers in Handwriting Recognition, IWFHR'02, Niagara-on-the-Lake, Canada, pp. 363-368, 2002. from writer 14, which can be qualified as script type, regular with many natural separations between letters. The second sample (Figure 5.b) is extracted from a handwriting on which the adaptation did not permit performance improvements (writers 13). In fact, this handwriting is quite variable: there is not enough regularity to exploit. Therefore, letter allographs constitute groups of singletons as a result of the invariants determination.



adaptation. This adaptation is realized by iterating word recognition steps that allow to label the writer representations (allographes) on the whole text, and reestimation of character models. The originality of this approach relies in the ability of the system to learn in an unsupervised manner the writer specificities. The most particular point in this unsupervised learning principle lies in the control of lexical decisions, which directly influence the knowledge inferred at the level of writer allographs. This last point is beyond the scope of our future research.



5. References [1]



a: writer 14



b: writer 13



Figure 5. Samples of handwritings: (a) writer 14; (b) writer 13. The precise analysis of these results, which cannot be developed here, shows a direct correlation of the adaptation performance with the quality of the writing eg. better improvement for stable handwritings (cf. Figure 6). For this purpose, the quality of handwritings has been quantified thanks to the variability measure of a handwritten text T defined in [9], say E(T). This entropy based measure takes small values on stable handwritings while unstable handwritings have their variability measure close to 1. 10 8
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Figure 6: Correlation of adaptation performance with the variability measure of handwriting E(T).



4. Conclusion In this communication, we have presented a new principle of handwritten text recognition based on writer
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