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PREFACE



INTRODUCTION Since the publication of the second edition of Handbook of Heat Transfer, there have been many new and exciting developments in the field, covering both fundamentals and applications. As the role of technology has grown, so too has the importance of heat transfer engineering. For example, in the industrial sector heat transfer concerns are critical to the design of practically every process. The same is true of such vitally important areas as energy production, conversion, and the expanding field of environmental controls. In the generation of electrical power, whether by nuclear fission or combustion of fossil fuels, innumerable problems remain to be solved. Similarly, further miniaturization of advanced computers is limited by the capability of removing the heat generated in the microprocessors. Heat transfer problems at the macro scale, as exemplified by global warming, also offer tremendous challenges. As technology advances, engineers are constantly confronted by the need to maximize or minimize heat transfer rates while at the same time maintaining system integrity. The upper and lower boundariesmsystem size, pressure, and temperature--are constantly expanding, confronting the heat transfer engineer with new design challenges. In preparing this third edition, the goal of the editors was to provide, in a single volume, up-to-date information needed by practicing engineers to deal with heat transfer problems encountered in their daily work. This new edition of the handbook contains information essential for design engineers, consultants, research engineers, university professors, students, and technicians involved with heat transfer technology.



COVERAGE The third edition of Handbook of Heat Transfer provides expanded treatment of the fundamental topics covered in earlier editions. More than half of the authors of these basic chapters on conduction, convection, radiation, condensation, and boiling are new, reflecting the fact that there are new leaders in the field. Those chapters in the second edition dealing with applications related to the so-called energy crisis (solar energy, energy storage, cooling towers, etc.) have been replaced by new chapters treating heat transfer problems encountered in materials processing, porous media, and micro scale systems. Sections on the following topics were retained and updated: thermophysical properties, heat transfer enhancement, heat exchangers, heat pipes, fluidized beds, nonnewtonian fluids, and measurement techniques.



UNITS It is recognized at this time that the English Engineering System of units cannot be completely replaced by the International System (SI). Transition from the English system of units to SI will proceed at a rational pace to accommodate the needs of the profession, industry, and the public. The transition period will be long and complex, and duality of units probably will xix



~t



PREFACE be demanded for at least one or two decades. Both SI and English units have been incorporated in this edition to the maximum extent possible, with the goal of making the handbook useful throughout the world. In general, numerical results, tables, figures, and equations in the handbook are given in both systems of units wherever presentation in dimensionless form is not given. In a few cases, some tables are presented in one system of units, mostly to save space, and conversion factors are printed at the end of such tables for the reader's convenience.



NOMENCLATURE An attempt has been made by the editors to use a unified nomenclature throughout the handbook. Given the breadth of the technical coverage, some exceptions will be found. However, with few exceptions, one symbol has only one meaning within any given section. Each symbol is defined at the end of each section of the handbook. Both SI and English units are given for each symbol in the nomenclature lists.



INDEX This edition provides a comprehensive alphabetical index designed to provide quick reference to information. Taken together with the Table of Contents, this index provides quick and easy access to any topic in the book.



ACKNOWLEDGMENTS The editors acknowledge the outstanding performance of the contributing authors. Their cooperation on the contents and length of their manuscripts and in incorporating all of the previously mentioned specifications, coupled with the high quality of their work, has resulted in a handbook that we believe will fulfill the needs of the engineering community for many years to come. We also wish to thank the professional staff at McGraw-Hill Book Company, who were involved with the production of the handbook at various stages of the project, for their cooperation and continued support. The outstanding editorial work of Ms. Stephanie Landis of North Market Street Graphics is gratefully acknowledged. The handbook is ultimately the responsibility of the editors. Care has been exercised to minimize errors, but it is impossible in a work of this magnitude to achieve an error-free publication. Accordingly, the editors would appreciate being informed of any errors so that these may be eliminated from subsequent printings. The editors would also appreciate suggestions from readers on possible improvements in the usefulness of the handbook so that these may be included in future editions. W. M. Rohsenow J. E Hartnett Y. I. Cho
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HEAT TRANSFER MECHANISMS Heat is defined as energy transferred by virtue of a temperature difference. It flows from regions of higher temperature to regions of lower temperature. It is customary to refer to different types of heat transfer mechanisms as modes. The basic modes of heat transfer are conduction, radiation, and convection.



Conduction Conduction is the transfer of heat from one part of a body at a higher temperature to another part of the same body at a lower temperature, or from one body at a higher temperature to another body in physical contact with it at a lower temperature. The conduction process takes place at the molecular level and involves the transfer of energy from the more energetic molecules to those with a lower energy level. This can be easily visualized within gases, where we note that the average kinetic energy of molecules in the higher-temperature regions is greater than that of those in the lower-temperature regions. The more energetic molecules, being in constant and random motion, periodically collide with molecules of a lower energy level and exchange energy and momentum. In this manner there is a continuous transport of energy from the high-temperature regions to those of lower temperature. In liquids the molecules are more closely spaced than in gases, but the molecular energy exchange process is qualitatively similar to that in gases. In solids that are nonconductors of electricity (dielectrics), heat is conducted by lattice waves caused by atomic motion. In solids that are good 1.1
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conductors of electricity, this lattice vibration mechanism is only a small contribution to the energy transfer process, the principal contribution being that due to the motion of free electrons, which move in a similar way to molecules in a gas. At the macroscopic level the heat flux (i.e., the heat transfer rate per unit area normal to the direction of heat flow) q" is proportional to the temperature gradient: q"=-k



dT dx



(1.1)



where the proportionality constant k is a transport property known as the thermal conductivity and is a characteristic of the material. The minus sign is a consequence of the fact that heat is transferred in the direction of decreasing temperature. Equation 1.1 is the one-dimensional form of Fourier's law of heat conduction. Recognizing that the heat flux is a vector quantity, we can write a more general statement of Fourier's law (i.e., the conduction rate equation) as q" = - k VT



(1.2)



where V is the three-dimensional del operator and T is the scalar temperature field. From Eq. 1.2 it is seen that the heat flux vector q" actually represents a current of heat (thermal energy) that flows in the direction of the steepest temperature gradient. If we consider a one-dimensional heat flow along the x direction in the plane wall shown in Fig. 1.1a, direct application of Eq. 1.1 can be made, and then integration yields kA



q=~



(T2 - T1)



(1.3)



where the thermal conductivity is considered constant, Ax is the wall thickness, and T1 and T2 are the wall-face temperatures. Note that q/A = q", where q is the heat transfer rate through an area A. Equation 1.3 can be written in the form 7"2- Ta q - Ax/kA



T 2 - T1 -



Rth



-



thermal potential difference thermal resistance



(1.4)



where zLv,/kA assumes the role of a thermal resistance Rth. T h e relation of Eq. 1.4 is quite like Ohm's law in electric circuit theory. The equivalent electric circuit for this case is shown in Fig. 1.1b. The electrical analogy may be used to solve more complex problems involving both series and parallel resistances. Typical problems and their analogous electric circuits are given in many heat transfer textbooks [1--4]. In treating conduction problems it is often convenient to introduce another property that is related to the thermal A conductivity, namely, the thermal diffusivity (x,
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FIGURE 1.1 One-dimensional heat conduction through a plane wall (a) and electric analog (b).



k pc



(1.5)



where p is the density and cv is the specific heat at constant pressure. As mentioned above, heat transfer will occur whenever there exists a temperature difference in a medium. Similarly, whenever there exists a difference in the concentration or density of some chemical species in a mixture, mass transfer must occur. Hence, just as a temperature gradient constitutes the driving potential for heat transfer, the existence of a concentration gradient for some species in a mixture provides the driving potential for transport of that species. Therefore,
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the term mass transfer describes the relative motion of species in a mixture due to the presence of concentration gradients. Since the same physical mechanism is associated with heat transfer by conduction (i.e., heat diffusion) and mass transfer by diffusion, the corresponding rate equations are of the same form. The rate equation for mass diffusion is known as Fick's law, and for a transfer of species 1 in a binary mixture it may be expressed as dC1 jl --"- D ~



(1.6)



where C1 is a mass concentration of species 1 in units of mass per unit volume. This expression is analogous to Fourier's law (Eq. 1.1). Moreover, just as Fourier's law serves to define one important transport property, the thermal conductivity, Fick's law defines a second important transport property, namely the binary diffusion coefficient or mass diffusivity D. The quantity jl [mass/(time x surface area)] is defined as the mass flux of species 1, i.e., the amount of species 1 that is transferred per unit time and per unit area perpendicular to the direction of transfer. In vector form Fick's law is given as jl = - D V C 1



(1.7)



In general, the diffusion coefficient D for gases at low pressure is almost composition independent; it increases with temperature and varies inversely with pressure. Diffusion coefficients are markedly concentration dependent and generally increase with temperature.



Radiation Radiation, or more correctly thermal radiation, is electromagnetic radiation emitted by a body by virtue of its temperature and at the expense of its internal energy. Thus thermal radiation is of the same nature as visible light, x rays, and radio waves, the difference between them being in their wavelengths and the source of generation. The eye is sensitive to electromagnetic radiation in the region from 0.39 to 0.78 ~tm; this is identified as the visible region of the spectrum. Radio waves have a wavelength of 1 x 10 3 to 2 x 101° ~tm, and x rays have wavelengths of 1 × 10-5 to 2 x 10-2 ktm, while the bulk of thermal radiation occurs in rays from approximately 0.1 to l00 ktm. All heated solids and liquids, as well as some gases, emit thermal radiation. The transfer of energy by conduction requires the presence of a material medium, while radiation does not. In fact, radiation transfer occurs most efficiently in a vacuum. On the macroscopic level, the calculation of thermal radiation is based on the StefanB o l t z m a n n law, which relates the energy flux emitted by an ideal radiator (or blackbody) to the fourth power of the absolute temperature: eb = t~T 4



(1.8)



Here ~ is the Stefan-Boltzmann constant, with a value of 5.669 × 10-8 W/(m2.K4), or 1.714 x 10 -9 Btu/(h.ft 2"°R4). Engineering surfaces in general do not perform as ideal radiators, and for real surfaces the above law is modified to read e = et~T 4



(1.9)



The term e is called the emissivity of the surface and has a value between 0 and 1. When two blackbodies exchange heat by radiation, the net heat exchange is then proportional to the difference in T 4. If the first body "sees" only body 2, then the net heat exchange from body 1 to body 2 is given by q = aAI(T~ - T~)



(1.10)
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CHAFFERONE When, because of the geometric arrangement, only a fraction of the energy leaving body 1 is intercepted by body 2,



q = ~A1F~_2(T 4 - T 4)



(1.11)



where FI_ 2 (usually called a shape factor or a view factor) is the fraction of energy leaving body 1 that is intercepted by body 2. If the bodies are not black, then the view factor F~_ 2 must be replaced by a new factor ~1- 2 which depends on the emissivity ~ of the surfaces involved as well as the geometric view. Finally, if the bodies are separated by gases or liquids that impede the radiation of heat through them, a formulation of the heat exchange process becomes more involved (see Chap. 7).



Convection Convection, sometimes identified as a separate mode of heat transfer, relates to the transfer of heat from a bounding surface to a fluid in motion, or to the heat transfer across a flow plane within the interior of the flowing fluid. If the fluid motion is induced by a pump, a blower, a fan, or some similar device, the process is called forced convection. If the fluid motion occurs as a result of the density difference produced by the temperature difference, the process is called free or natural convection. Detailed inspection of the heat transfer process in these cases reveals that, although the bulk motion of the fluid gives rise to heat transfer, the basic heat transfer mechanism is conduction, i.e., the energy transfer is in the form of heat transfer by conduction within the moving fluid. More specifically, it is not heat that is being convected but internal energy. However, there are convection processes for which there is, in addition, latent heat exchange. This latent heat exchange is generally associated with a phase change between the liquid and vapor states of the fluid. Two special cases are boiling and condensation.



Heat Transfer Coefficient. In convective processes involving heat transfer from a boundary surface exposed to a relatively low-velocity fluid stream, it is convenient to introduce a heat transfer coefficient h, defined by Eq. 1.12, which is known as Newton's law ofcooling: q"= h ( T ~ - Tf)



Fluid flow



(1.12)



Here T~ is the surface temperature and Tf is a characteristic fluid temperature. For surfaces in unbounded convection, such as plates, tubes, bodies of revolution, etc., immersed in a large body of fluid, it is customary to define h in Eq. (1.12) with Tr as the temperature of the fluid far away from the surface, often identified as T~ (Fig. 1.2). For bounded convection, including such cases as fluids flowing in tubes or channels, across tubes in bundles, etc., Tyis usually taken as the enthalpy-mixed-mean temperature, customarily identified as Tin. The heat transfer coefficient defined by Eq. 1.12 is sensitive to the geometry, to the physical properties of the fluid, and to the fluid velocity. However, there are some special situations in which h can depend on the temperature difference AT Tw - TI. For example, if the surface is hot enough to boil a liquid surrounding it, h will typically vary as ATE; or in the case of natural convection, h varies as some weak power of A T B typically as AT TM or AT 1/3.It is important to note that Eq. 1.12 as a definition of h is valid in these cases too, although its usefulness may well be reduced. As q " - q/A, from Eq. 1.12 the thermal resistance in convection heat transfer is given by



o,I,-o



~--T~ F I G U R E 1.2 Velocity and temperature distributions in flow over a flat plate.
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which is actually the resistance at a surface-to-fluid interface.
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At the wall, the fluid velocity is zero, and the heat transfer takes place by conduction. Therefore, we may apply Fourier's law to the fluid at y = 0 (where y is the axis normal to the flow direction, Fig. 1.2):



q " = - k ~9-~YTly=0



(1.13)



where k is the thermal conductivity of fluid. By combining this equation with Newton's law of cooling (Eq. 1.12), we then obtain h



-



q" Tw- T:



_



k(OT/Oy)ly=0 rw- T:



_



(1.14)



so that we need to find the temperature gradient at the wall in order to evaluate the heat transfer coefficient. Similar results may be obtained for convective mass transfer If a fluid of species concentration C1= flows over a surface at which the species concentration is maintained at some value Cl.w ~ C1,~, transfer of the species by convection will occur. Species 1 is typically a vapor that is transferred into a gas stream by evaporation or sublimation at a liquid or solid surface, and we are interested in determining the rate at which this transfer occurs. As for the case of heat transfer, such a calculation may be based on the use of a convection coefficient [3, 5]. In particular we may relate the mass flux of species 1 to the product of a transfer coefficient and a concentration difference



J1 = hD(Cl,w



-



Cl,oo)



(1.15)



Here hD is the convection mass transfer coefficient and it has a dimension of Lit. At the wall, y = 0, the fluid velocity is zero, and species transfer is due only to diffusion; hence jl--D



OC1 I



-~y



y=0



(1.16)



Combining Eqs. 1.17 and 1.18, it follows that



hD = - D(OC,/Oy)ly=o



(1.17)



C1, w - Cl,oo



Therefore conditions that influence the surface concentration gradient (~Cl/OY)ly=Owill also influence the convection mass transfer coefficient and the rate of species transfer across the fluid layer near the wall. For convective processes involving high-velocity gas flows (high subsonic or supersonic flows), a more meaningful and useful definition of the heat transfer coefficient is given by



q"= h(Tw - Taw)



(1.18)



Here Taw,commonly called the adiabatic wall temperature or the recovery temperature, is the equilibrium temperature the surface would attain in the absence of any heat transfer to or from the surface and in the absence of radiation exchange between the surroundings and the surface. In general the adiabatic wall temperature is dependent on the fluid properties and the properties of the bounding wall. Generally, the adiabatic wall temperature is reported in terms of a dimensionless recovery factor r defined as V2 Taw = Tf+ r 2Cp



(1.19)



The value of r for gases normally lies between 0.8 and 1.0. It can be seen that for low-velocity flows the recovery temperature is equal to the free-stream temperature TI. In this case,
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Eq. 1.15 reduces to Eq. 1.12. From this point of view, Eq. 1.18 can be taken as the generalized definition of the heat transfer coefficient.



Boundary Layer Concept.



The transfer of heat between a solid body and a liquid or gas flow is a problem whose consideration involves the science of fluid motion. On the physical motion of the fluid there is superimposed a flow of heat, and the two fields interact. In order to determine the temperature distribution and then the heat transfer coefficient (Eq. 1.14) it is necessary to combine the equations of motion with the energy conservation equation. However, a complete solution for the flow of a viscous fluid about a body poses considerable mathematical difficulty for all but the most simple flow geometries. A great practical breakthrough was made when Prandtl discovered that for most applications the influence of viscosity is confined to an extremely thin region very close to the body and that the remainder of the flow field could to a good approximation be treated as inviscid, i.e., could be calculated by the method of potential flow theory. The thin region near the body surface, which is known as the boundary layer, lends itself to relatively simple analysis Potential by the very fact of its thinness relative to the dimensions of flow , .-" " region 1 1 1 the body. A fundamental assumption of the boundary layer u~l~ ....~-~ approximation is that the fluid immediately adjacent to the ,, ~ bo~r~ ~ y ~ , body surface is at rest relative to the body, an assumption "~ , , , " v-"-j~lu req~n~n,r[fffflllll//'" that appears to be valid except for very low-pressure gases, when the mean free path of the gas molecules is large rela,y////I///" tive to the body [6]. Thus the hydrodynamic or velocity boundary layer 5 may be defined as the region in which the fluid velocity changes from its free-stream, or potential flow, value to zero at the body surface (Fig. 1.3). In reality there is F I G U R E 1.3 Boundary layer flow past an extemal no precise "thickness" to a boundary layer defined in this surface. manner, since the velocity asymptotically approaches the free-stream value. In practice we simply imply that the boundary layer thickness is the distance in which most of the velocity change takes place. The viscous forces within the boundary layer region are described in terms of the shear stress x between the fluid layers. If this stress is assumed to be proportional to the normal velocity gradient, we have the defining equation for viscosity du



T.=~t dy



(1.20)



The constant of proportionality la is called the dynamic viscosity (Pa-s), and Eq. 1.20 is sometimes referred to as Newton's law of shear [7] for a simple flow in which only the velocity component u exists. The ratio of the viscosity l.t to the density p is known as the kinematic viscosity (m2/s) and is defined as v-



~t (1.21) P Flow inside a tube is a form of boundary layer problem in which, near the tube entrance, the boundary layer grows in much the same manner as over an external surface until its growth is stopped by symmetry at the centerline of the tube (Fig. 1.4). Thus the tube radius becomes the ultimate boundary layer thickness. When there is heat transfer or mass transfer between the fluid and the surface, it is also found that in most practical applications the major temperature and concentration changes occur in a region very close to the surface. This gives rise to the concept of the thermal boundary layer ~)rand the concentration boundary layer ?h~.The influence of thermal conductivity k and mass diffusivity D is confined within these regions. Outside the boundary layer region the flow is essentially nonconducting and nondiffusing. The thermal (or concentration) boundary layer may be smaller than, larger than, or the same size as the velocity boundary layer. The development of the thermal boundary layer in the entrance region of a tube is shown in Fig. 1.5.
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F I G U R E 1.5 The development of temperature profile in the entrance region of a tube.



It is important to notice the similarity between Eqs. 1.1, 1.6, and 1.20. The heat conduction equation, Eq. 1.1, describes the transport of energy; the diffusion law, Eq. 1.6, describes the transport of mass; and the viscous shear equation, Eq. 1.20, describes the transport of momentum across fluid layers. We note also that the kinematic viscosity v, the thermal diffusivity o~, and the diffusion coefficient D all have the same dimensions L2/t. As shown in Table 1.10, a dimensionless number can be formed from the ratio of any two of these quantities, which will give relative speeds at which momentum, energy, and mass diffuse through the medium. Laminar and Turbulent Flows. There are basically two different types of fluid motion, identified as laminar and turbulent flow. In previous sections we referred basically to laminar flow. In the case of flow over a flat plate (Fig. 1.6), the flow near the leading edge is smooth and streamlined. Locally within the boundary layer the velocity is constant and invariant with time. The boundary layer thickness grows with increasing distance from the leading edge, and at some critical distance the inertial effects become sufficiently large compared to the viscous damping action that small disturbances in the flow begin to grow. As these disturbances



Laminar "---~Transition ~--~



Turbulent



I F I G U R E 1.6 Laminar, transition, and turbulent boundary layer flow regimes in flow over a flat plate.
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become amplified, the regularity of the viscous flow is disturbed and a transition from laminar to turbulent flow takes place. (However, there still must be a very thin laminar sub,,~mV-,vr-wna-W T layer next to the wall, at least for a smooth plate.) These disturbances may originate from the free stream or may be induced by surface roughness. ~In the turbulent flow region a very efficient mixing takes t place, i.e., macroscopic chunks of fluid move across streamFIGURE 1.7 Property variation with time at some lines and transport energy and mass as well as momentum point in a turbulent boundary layer. vigorously. The most essential feature of a turbulent flow is the fact that at a given point in it, the flow property X (e.g., velocity component, pressure, temperature, or a species concentration) is not constant with time but exhibits very irregular, high-frequency fl__uctuations (Fig. 1.7). At any instant, X may be represented as the sum of a time-mean value X and a fluctuating component X'. The average is taken over a time that is large compared with the period of typical fluctuation, and if X is independent of time, the time-mean flow is said to be steady. The existence of turbulent flow can be advantageous in the sense of providing increased heat and mass transfer rates. However, the motion is extremely complicated and difficult to describe theoretically [3, 8]. In dealing with turbulent flow it is customary to speak of a total shear stress and total fluxes normal to the main flow direction (the main flow is in the x direction, and the y axis is normal to the flow direction), which are defined as a~



"r.,= la --~y - pU"v"



(1.22)



aT - pCpv'T') q;'= -(k -~y



(1.23)



jl.,=-(D ~OC'- -~C--~)



(1.24)



where the first term on the right side of Eqs. 1.22-1.24 is the contribution due to molecular diffusion and the second term is the contribution due to turbulent mixing. For example, u'v' is the time average of the product of u' and v'. A simple conceptual model for turbulent flow deals with eddies, small portions of fluid in the boundary layer that move about for a short time before losing their identity [8]. The transport coefficient, which is defined as eddy diffusivity for momentum transfer ~M, has the form 8~ M -b-Y-y= -u'v'



(1.25)



Similarly, eddy diffusivities for heat and mass transfer, ~n and ~m, respectively, may be defined by the relations bT



eI4 ~ =-v'T" bC1



Em - ~ y



-" --I) t f t l



(1.26)



(1.27)



Hence the total shear stress and total fluxes may be expressed, with the help of the relations of Eqs. 1.5 and 1.21, as b~ x, : p(v + ,M) by



(1.28)
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qt = -pcp(ct + if,) by



(1.29)



3C1



jl,t = -(]D + ifm) -~y



(1.30)



In the region of a turbulent boundary layer far from the surface (the core region), the eddy diffusivities are much larger than the molecular diffusivities. The enhanced mixing associated with this condition has the effect of making velocity, temperature, and concentration profiles more uniform in the core. This behavior is shown in Fig. 1.8, which gives the measured velocity distributions for laminar and turbulent flow where the mass flow is the same in both cases [7]. It is evident from Fig. 1.8 that the velocity gradient at the surface, and therefore the surface shear stress, is much larger for turbulent flow than for laminar flow. Following the sameargument, the tempera(a) (b) ture or concentration gradient at the surface, and therefore F I G U R E 1.8 Velocity distribution in a tube: (a) lamthe heat and mass transfer rates, are much larger for turbuinar; (b) turbulent. lent than for laminar flow. When the flow in the tube is turbulent, the mean velocity is about 83 percent of the center velocity. For laminar flow, the profile has a parabolic shape and the mean velocity is one-half the value at the center. A fundamental problem in performing a turbulent flow analysis involves determining the eddy diffusivities as a function of the mean properties of the flow. Unlike the molecular diffusivities, which are strictly fluid properties, the eddy diffusivities depend strongly on the nature of the flow; they can vary from point to point in a boundary layer, and the specific variation can be determined only from experimental data. For flow in circular tubes, the numerical value of the Reynolds number (defined in Table 1.10), based on mean velocity at which transition from laminar to turbulent flow occurs, was established as being approximately 2300, i.e.,



Reef=( VmD



cr



=2300



(1.31)



There exists, however, as demonstrated by numerous experiments [7], a lower value for Recr that is approximately at 2000. Below this value the flow remains laminar even in the presence of very strong disturbances. If the Reynolds number is greater than 10,000, the flow is considered to be fully turbulent. In the 2300 to 10,000 region, the flow is often described as transition flow. It is possible to shift these values by minimizing the disturbances in the inlet flow, but for general engineering application the numbers cited are representative. For a flow over a flat plate, the transition to turbulent flow takes place at distance x, measured from the leading edge, as determined by Recr : aP
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(1.32)
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F I G U R E 1.9 Velocity profile associated with separation on a circular cylinder in cross flow.



but the values are dependent on the level of turbulence in the main stream. Here V= is the free-stream velocity. A particularly interesting phenomenon connected with transition in the boundary layer occurs with blunt bodies, e.g., spheres or circular cylinders. In the region of adverse pressure gradient (i.e., 3P/bx > 0 in Fig. 1.9) the boundary layer separates from the surface. At this location the shear stress goes to zero, and beyond this point there is a reversal of flow in the vicinity of the wall, as shown in Fig. 1.9. In this
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CHAPTER ONE separation region, the analysis of the flow is very difficult and emphasis is placed on the use of experimental methods to determine heat and mass transfer.



Nonnewtonian Fluids. In previous parts of this section we have mentioned only newtonian fluids. Newtonian fluids are those that have a linear relationship between the shear stress and the velocity gradient (or rate of strain), as in Eq. 1.20. The shear stress x is equal to zero when du/dy equals zero. The viscosity, given by the ratio of shear stress to velocity gradient, is independent of the velocity gradient (or rate of strain), but may be a function of temperature and pressure. Gases, and liquids such as water, usually exhibit newtonian behavior. However, many fluids, such as colloidal suspensions, polymeric solutions, paint, grease, blood, ketchup, slurry, etc., do not follow the linear shear stress-velocity gradient relation; these are called nonnewtonian fluids. Chapter 10 deals with the hydrodynamics and heat transfer of nonnewtonian fluids.



Combined Heat Transfer Mechanisms In practice, heat transfer frequently occurs by two mechanisms in parallel. A typical example is shown in Fig. 1.10. In this case the heat conducted through the plate is removed from the plate surface by a combination of convection and radiation. An energy balance in this case gives ~ksA



d-~,. J = hZ(Tw- T,o) + oA~ (T 4- T4a) uYl



(1.33)



W



where Ta is the temperature of the surroundings, ks is the thermal conductivity of the solid plate, and ~ is the emissivity of the plate (i.e., in this special case ~1-2 = ~, as the area of the plate is much smaller than the area of the surroundings [3]). The plate and the surroundings are separated by a gas that has no effect on radiation. There are many applications where radiation is combined with other modes of heat transfer, and the solution of such problems can often be simplified by using a thermal resistance Rth for radiation. The definition of Rth is similar to that of the thermal resistance for convection and conduction. If the heat transfer by radiation, for the example in Fig. 1.10, is written



Tw-T~ q=



gth



(1.34)
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T eat conducted through wail FIGURE 1.10 Combination of conduction, convection, and radiation heat transfer.
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the resistance is given by Rth--



(1.35)



T w - Ta o A e ( T 4 _ T 4)



Also, a heat transfer coefficient hr c a n be defined for radiation:



hr-



1



- ° e ( T 4 - T4) : oe(Tw + Ta)(T 2 + TZa)



Rthm



(1.36)



T w - Ta



Here we have linearized the radiation rate equation, making the heat rate proportional to a temperature difference rather than to the difference between two temperatures to the fourth power. Note that hr depends strongly on temperature, while the temperature dependence of the convection heat transfer coefficient h is generally weak.



CONSERVATION EQUATIONS Each time we try to solve a new problem related to momentum, heat, and mass transfer in a fluid, it is convenient to start with a set of equations based on basic laws of conservation for physical systems. These equations include: 1. 2. 3. 4.



The The The The



continuity equation (conservation of mass) equation of motion (conservation of momentum) energy equation (conservation of energy, or the first law of thermodynamics) conservation equation for species (conservation of species)



These equations are sometimes called the equations o f change, inasmuch as they describe the change of velocity, temperature, and concentration with respect to time and position in the system. The first three equations are sufficient for problems involving a pure fluid (a pure substance is a single substance characterized by an unvarying chemical structure). The fourth equation is added for a mixture of chemical species, i.e., when mass diffusion with or without chemical reactions is present. • The control volume. When deriving the conservation equations it is necessary to select a control volume. The derivation can be performed for a volume element of any shape in a given coordinate system, although the most convenient shape is usually assumed for simplicity (e.g., a rectangular shape in a rectangular coordinate system). For illustration purposes, different coordinate systems are shown in Fig. 1.11. In selecting a control volume we
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CHAPTERONE have the option of using a volume fixed in space, in which case the fluid flows through the boundaries, or a volume containing a fixed mass of fluid and moving with the fluid. The former is known as the eulerian viewpoint and the latter is the lagrangian viewpoint. Both approaches yield equivalent results. • The partial time derivative OB/Ot. T h e partial time derivative of B(x, y, z, t), where B is any continuum property (e.g., density, velocity, temperature, concentration, etc.), represents the change of B with time at a fixed position in space. In other words, 3B/Ot is the change of B with t as seen by a stationary observer. • Total time derivative dB/dt. T h e total time derivative is related to the partial time derivative as follows: dB



OB



tit-



dx OB



dy OB



+ ¥ -ffx + ¥



dz OB



(1.37)



+ d--;



where dx/dt, dy/dt, and dz/dt are the components of the velocity of a moving observer. Therefore, dB/dt is the change of B with time as seen by the moving observer. • Substantial time derivative DB/Dt. This derivative is a special kind of total time derivative where the velocity of the observer is just the same as the velocity of the stream, i.e., the observer drifts along with the current: DB Dt



-



i)B ~)B i)B ~)B ~-7 + u -~x + v oy-X--+ w ~ z



(1.38)



where u, v, and w are the components of the local fluid velocity V. The substantial time derivative is also called the derivative following the motion. T h e sum of the last three terms on the right side of Eq. 1.38 is called the convective contribution because it represents the change in B due to translation. The use of the operator D / D t is always made when rearranging various conservation equations related to the volume element fixed in space to an element following the fluid motion. The operator D / D t may also be expressed in vector form: D Dt



- - - + ( V . V) 3t



(1.39)



Mathematical operations involving V are given in many textbooks. Applications of V in various operations involving the conservation equations are given in Refs. 6 and 10. Table 1.1 gives the expressions for D / D t in different coordinate systems. TABLE 1.1



Substantial Derivative in Different Coordinate Systems



Rectangular coordinates (x, y, z): D /) /)



/)



/)



Dt - i)t + u--~x + V-~y + w ~)z



Cylindrical coordinates (r, 0, z): D



/)



/)



v0 /)



Dt - i)t + v, ~r + --r - ~ + Vz Oz



Spherical coordinates (r, 0, ~)" D /) /)



v0 /)



v,



/)



Dt - ~)t + v, -~r + ~r - ~ + rsin0 /){~
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The Equation of ContinuiW For a volume element fixed in space,



3p _ - ( V - p V ) 3t net rate of mass effiux per unit volume



(1.40)



The continuity equation in this form describes the rate of change of density at a fixed point in the fluid. By performing the indicated differentiation on the right side of Eq. 1.40 and collecting all derivatives of p on the left side, we obtain an equivalent form of the equation of continuity: Dp Dt --p(V.



V)



(1.41)



The continuity equation in this form describes the rate of change of density as seen by an observer "floating along" with the fluid. For a fluid of constant density (incompressible fluid), the equation of continuity becomes: V- V = 0



(1.42)



Table 1.2 gives the equation of continuity in different coordinate systems.



TABLE 1.2 Equation of Continuity in Different Coordinate Systems Rectangular coordinates (x, y, z): c3p C3 C3



C3



a-S-+ ~ (p") + -b-;y(pv)+ ~ (pw): o



Cylindrical coordinates (r, 0, z): c3p 1 C3 1,9 C3 c3t + --r-~-r (prvr) +--r - ~ (pv0) + -~z (pVz) = 0 Spherical coordinates (r, 0, ¢): 1 C3 c3p 1 C3 1 C3 (pv,) =0 C3t + ~ -~r (pr2vr) + ~ sin r 0 --C30(pve sin 0) + ~r sin 0 m c3(1)



Incompressible flow Rectangular coordinates (x, y, z): c3u c3v



c3w



a x + ~ y + ~ =° Cylindrical coordinates (r, O, z): 1 C3 1 c3ve r c3r (rVr) + - - r - - ~



c3Vz =0



Spherical coordinates (r, 0, ~): 1 C3 1 C3 1 c3v, r 2 c3r (r2vr) + r sin 0 C30 (v0 sin 0) + r sin 0 C3~ - 0



1.14



CHAPTERONE



The Equation of Motion (Momentum Equation) The momentum equation for a stationary volume element (i.e., a balance over a volume element fixed in space) with gravity as the only body force is given by 3pV Ot



= - ( V . pV)V -



VP



rate of increase of momentum per unit volume



rate of momentum gain by convection per unit volume



pressure force on element per unit volume



+



V. x



+



rate of momentum gain by viscous transfer per unit volume



pg



(1.43)



gravitational force on element per unit volume



Equation 1.43 may be rearranged, with the help of the equation of continuity, to give DV



p - - ~ = - V P + V . x + pg



(1.44)



The last equation is a statement of Newton's second law of motion in the form mass x acceleration = s u m o f forces.



These two forms of the equation of motion (Eqs. 1.43 and 1.44), correspond to the two forms of the equation of continuity (Eqs. 1.40 and 1.41). As indicated, the only body force included in Eqs. 1.43 and 1.44 is gravity. In general, electromagnetic forces may also act on a fluid. The scalar components of Eq. 1.44 are listed in Table 1.3 and the components of the stress tensor x are given in Table 1.4. For the flow of a newtonian fluid with varying density but constant viscosity/.t, Eq. 1.44 becomes DV 1 p - ~ = - V P + ff ktV(V • V) +/.tV2V + pg



(1.45)



If p and ILt are constant, Eq. 1.44 may be simplified by means of the equation of continuity (V • V = 0) for a newtonian fluid to give DV p~ = - V P + ~.I,V2'V -]- pg



(1.46)



This is the famous Navier-Stokes equation in vector form. The scalar components of Eq. 1.46 are given in Table 1.5. For V • x = 0, Eq. 1.44 reduces to Euler's equation: DV p - - ~ = - V P + pg



(1.47)



which is applicable for describing flow systems in which viscous effects are relatively unimportant. As mentioned before, there is a subset of flow problems, called natural convection, where the flow pattern is due to buoyant forces caused by temperature differences. Such buoyant forces are proportional to the coefficient of thermal expansion 13, defined as: 13=-p



~



,



(1.48)



where T is absolute temperature. Using an approximation that applies to low fluid velocities and small temperature variations, it can be shown [9-11] that V P - pg = p[Sg(T- Too)



(1.49)
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Then Eq. 1.44 becomes DV p - - ~ = V . x - p~g(T- Too)



(1.50)



buoyant force on element per unit volume



The above equation of motion is used for setting up problems in natural convection when the ambient temperature T= may be defined.



The Energy Equation For a stationary volume element through which a pure fluid is flowing, the energy equation reads 3



~)-"~"p ( u + 1//2V2) = - V rate of gain of energy per unit volume



p V ( u + 1/2V2) -



rate of energy input per unit volume by convection



V"



q"



+



rate of energy input per unit volume by conduction



V. PV



+



rate of work done on fluid per unit volume by pressure forces



p(V • g) rate of work done on fluid per unit volume by gravitational forces



V. (x. V) rate of work done on fluid per unit volume by viscous forces



+



q"



(1.51)



rate of heat generation per unit volume ("source term")



where u is the internal energy. The left side of this equation, which represents the rate of accumulation of internal and kinetic energy, does not include the potential energy of the fluid, since this form of energy is included in the work term on the right side. Equation 1.51 may be rearranged, with the aid of the equations of continuity and motion, to give [10, 191 Du



p -~



= - V • q ' - P ( V . V) + VV:'I: + q'"



(1.52)



A summary of VV:'~ in different coordinate systems is given in Table 1.6. For a newtonian fluid, VV:x = BO



(1.53)



and values of dissipation function • in different coordinate systems are given in Table 1.7. Components of the heat flux vector q " - - k V T are given in Table 1.8 for different coordinate systems. Often it is more convenient to work with enthalpy rather than internal energy. Using the definition of enthalpy, i - u + P/p, and the mass conservation equation, Eq. 1.41, Eq. 1.52 can be rearranged to give Di DP p - ~ = V . k V T + - - ~ + . ~ + q"



(1.54)
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Equation of Motion in Terms of Viscous Stresses (Eq. 1.44)* Rectangular coordinates (x, y, z)



x direction



(xx



= - ~ + --ffx+-~-y+ az ]+pgx



p ¥+.~+v~+w~ y direction



(3V 3V 312 312) 3P ~3"[,xy 3T,yy 3"r,zy I p --~..t-u--~xq-V--~y-t-w--~Z : - - - ~ y - b \ 3x q---~y-b 3Z / qrDgy z direction



P ~+~-ffx +~-ffy +WTz =-Tz + ~ x +-~y + az ]+pgz Cylindrical coordinates (r, 0, z) r direction



3Vr 3V r 1)0 3V r p -~+Vr--~-r + r 30



])2 r + Vz -~Z



= -- ~ r +



~



1 3'l;0r "g00 3Zzr1 (rT'rr) + --r 30 _ mr + 3ZJ + Pgr



0 direction / 3Vo



3V 0



V0 3V 0



VrVO



P ~ - ~ + V r - ~ r + - -r - - ~ + ~ r



+ Vz --~Z = - - -r - ~ +



-~-r (r21:rO)+-r - - ~



+ 3Z ] + Pgo



Z direction



[3Vz 3vz vo 3Vz 3v~ 3P [ 1 3 13Xoz 3Xzz] P l--~- "~"Vr --~-r -t- --r - ~ + v z "3 Z ] = - "~Z -t- Lr -~r ( r T,rz) + - - r - - ~ + 3 Z J + Pg z Spherical coordinates (r, 0, ~) r direction V, 3V r 3Vr 3V r VO 3V r P - ~ + V r - - ~ r + - -r - ~ - + - -r sin 0 30



+



VO 2 + V~ ~



3P



J



3r



r



[~_ 3 ~r (r2~rr) +



1



3



r s i n 0 30



(T,Orsin 0) +



1



(~l:~r



rsin0



30



Zoo +rZ~ ] + Pgr



0 direction / 3V 0 3V 0 ]20 3V 0 p ~ ' - ~ "~- I/r --~-r -~- - -I-



I]~



av 0



VrV0



r -frO-- r sin 0 3~ - I - - -r +



5-; (r~/+



~r



v~ cot 0)r



= - l_r 3P30



1 3 1 3%0 Xr0 X. cot0 - (x00 sin 0) + r sin 0 3¢ + --r - ~ r sin 0 -30



+ Pgo



# direction



{ 3V¢~



3V,



V0 3V¢~



=



V, 3V¢~ r sin 0 3~



VC~Vr r



vov, cot 0 r



)



1 3P [ 1 3 1 31:o~ 1 3x. Xr# 2X0~cot0] r sin 0 3~ + [ 7 ~ r (r2"l:r~)+ - - r - ~ + -r sin - 0 3~ + --r + -r + pg*



* Components of the stress tensor (x) for newtonian fluids are given in Table 1.4. This equation may also be used for describing nonnewtonian flow. However, we need relations between the components of x and the various velocity gradients; in other words, we have to replace the expressions given in Table 1.4 with other relations appropriate for the nonnewtonian fluid of interest. The expressions for x for some nonnewtonian fluid models are given in Ref. 10. See also Chap. 10.
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Components of the Stress Tensor x for Newtonian Fluids* Rectangular coordinates (x, y, z)



bu



2



3v



2



Xxx=. 2 -ffX--X--~- (V • V)



]



Xzz=. 2--~z - ~- (V • V) bu



3v



T,xy "- T,yx "-- ~J,



Jr "~X



"Cyz = "Czy= ~t



+



"Czx= "Gz= kt



+



bw



~v. v):-G-x +-c:oy +



bz



Cylindrical coordinates (r, 0, z) I



~V r



]



2



[(l vo



~ - g 2 7--~-+ Xzz = g/2



--~(v.v)



]



2



OVz



-bTz--~ (v. v)]



~r~=~Or=~t r ~



1



+--



ro,,o



r-~ 10vz 1



r~z



~,]



"~zr-- T'rz = ~'l'[--~-T "~- 3Z J



~



(V.V)=I



1 ~vo



--r --~r ( r v r ) + - r - ~



3Vz + ~z



Spherical coordinates (r, 0, ~) 3Vr



2



]



T,rr=~l, 2 "-~F --'~- (V • V )



~-g 2 7-~+ [ (



x~=~t 2



1



--~(v.v) 3v,



r sin 0 /)~



[ ~ (~-)



"Or0-- "l~0r-- ~LI,r-fir-r



vr



VoCOtO) 2



+ ~ + ~ r



(V'V)



]



l Ovr1



+ - -r - - ~



rsino~( v° ) x0~ = %0 = l a [ ~



-



r



~



1



~vo]



+ r sin 0 /)~



1 ()Vr ~ (~)1 %r='r'r~=l't[ rsinO 3~ + r - ~ r



1 ~



(V. V) = ~- ~ r



1



~



1



~v,



(r2vr) + rsinO 30 (vo sin O) + rsinO ~



* It should be noted that the sign convention adopted here for components of the stress tensor is consistent with that found in many fluid mechanics and heat transfer books; however, it is opposite to that found in some books on transport phenomena, e.g., Refs. 10, 11, and 14.
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TABLE 1.5 (Eq. 1.46)



Equation of Motion in Terms of Velocity Gradients for a Newtonian Fluid with Constant p and la



Rectangular coordinates (x, y, z) x direction



(~u ~u ~u ~.) ~P l~u ~,, ~u~ p¥ + . ~ + ~ y + W ~ --~+,~-~-Vx~+~y---7+ ~z~i+pgx y direction



(~ ~v ~ ~) ~P l~ P ~ + . ~ x + ~ y +WTz : - ~ + , [ ~ +



~



~



~y~+~z~I+Pgr



z direction



(~w ~w ~w ~w~ ~P /~w ~w ~w~ p --~+u--~x+V--~y+W--~z ,]: - --~-z + ~t[--~x2+~+3y2 3z 2 ) + pgz Cylindrical coordinates (r, 0, z) r direction



/aVr



aVr



vo aVr



Pk--~- + Vr-~r + . r . 30 . .



]202



aVr~



aP



r + Vz 3z ] : - ~



+



[a (1 a ) 1 a2Vr 2 av o a2Vr] . . . g ~r -~r (rVr) + .r 2 . 302 r 2 30 + 3z2J + Pgr



0 direction



{3vo 3vo vo 3vo P ~ - - ~ + V r - ~ r + - -r - ~ +



v,vo



3vo \



1 3P



~r + ~ -~z) : - r - ~ + ~' Tr



bTr (rv0) + 7 ~



+7 ~



+ az ~ J + pg0



z direction Pl--ff't'- + Vr"-~r + - -r - - ~ + Vz" 3Z) =-- ~



+ ~tLr-ffr-r \ r 3 r ) + ~ - - - ~



+ 3Z2j + Pgz



Spherical coordinates (r, 0, ¢)* r direction



0Vr



p \| ~dt + V r ~ + -ar -



r --frO-+ r sin 0 30



--r



) =-- ~



"~-~l,~VZvr



r2



r 2 a0 --



0cot0 r2



2 av, ) r 2sin0 3¢ +Pgr



0 direction



/aVe



ave



ve aVe



v,



ave



vrvo



v~cot0~ 1 aP [ 2 3Vr a0 ) = . r 30 . +kt . V2VO+rE .



P~--~ + Vr--~r + - -r --0-0-+ r sin 0 3¢ + . r . . . r direction



{av~ av~ ve av, v~ av, V$Vr vev$ p~-~- + Vr-~-r + - -r - - ~ + r s i n 0 a¢ + r + r cot 0



Vo r 2sin 20



2 cos 0 3v, r 2 sin 2 0 3¢ ) + Pg0



)



1 3P ( v_______L__ ~ 2 aVr r sin 0 0 ~ + g V2v* - F sin 2 0 + r 2 sin 0 3¢



* For spherical coordinates the laplacian is V2=~--~--r-r r2-~r + r 2 s i n e - ~ sine



+ r2sin2 e



2 cos 0 av0 r 2sin 20 3 ¢ ) + pg¢



BASIC CONCEPTS OF HEAT TRANSFER



1.19



TABLE 1.8 Summary of Dissipation Term VV:x in Different Coordinate Systems Rectangular coordinates (x, y, z): VV:~, -- T,xx



(~) (~~)(o~)(~~ ~:)(~: ~~)(~: ~:) d- T,yy



"]-"CZZ



"]-"Cxy



-I-



at- T,yz



d-



d- "Czx



"t-



Cylindrical coordinates (r, O, z): fDVr~ (1DV 0 _.~_) [DVz~ [D (_~_)1DVrl (1DV z DVO~ (Dr z DVr~ VV:~-~'~rrt--~r ) "l-'r,oo --~-Jt+ Xzzt-~z j + Xro r-~r +r DOJ4"'~Oz --~ dr" DZ / -I-'r'rz -~-r "Jr"DZ /



Spherical coordinates (r, O, ~): (~)



(1Dvo_~ _~) ( l rsin 0 Dv,D~ v, vocotO) [DvolDvr _~) "at"%O + + T,~ + --r + ~ r + T'r°t--~-r + --r ~DO -



VV:'~ "- T,rr



[DvO + \or + ~I-mT_.



1 D V r V - - ~ 7 ) (+ x0, 1Dr° rsinl DVOo D~ r sin 0 Dt~ ~ ~ +



v,



C2tr0 )



TABLE 1.7 The Viscous Dissipation Function • Rectangular coordinates (x, y, z):



~rr~u~ ;~v~ ~w~l (~v ~uv (~w ~v~ (~ ~w~ ~(~u ~v ~w~ +tOy/ + \ O z / J + -~x + Dy J + --~y +--~z] + -~z + Dx ) - 7 -~x +-~y +--~z )



¢ = Lt Ox )



Cylindrical coordinates (r, 0, z):



2r(~vrV O= l\Dr] +



(2;~vo ~r)2+\DZ]J (DVZ~21 [ D (_~)1 Dv,12 + r-~r +r -~+--



DOJ



i1~ ~vol~ roar ~Vz~ ~ra~



l Ovo ~Vzl~



Dz J +\Dz +--~-r]--3 [r-o-r-r (rVr) + r - - ~ +--~-zJ



+ Lr-~+



Spherical coordinates (r, O, ~): 2[(DVr~2



(1Dv 0



¢II = L\ Dr ] +



-~



~r)2 ( 1 DV$ Vr vo cot O) 2] + r sin 0 D4~ r r



+ --



[ D (_~) 1 Dvr]2 [~_0__~( + r-~-r +--r - ~ J +



v, ) ~



+



1



Dvo]2 [ 1 Dvr D (_~)] 2 + r sin 0 Dt~ +r -~r



r sin 0 D~



2 1 1~/ )~r (r2v') + 1 D (vo sin O) + 1 Dk'$] 2 r sin 0 DO r sin 0 Dt~' TABLE 1.8 Scalar Components of the Heat Flux Vector q" Rectangular (x, y, z) DT q'; = - k -~x



Cylindrical (r, 0, z) ~T q~=-k Or



OT q'y"=-k Dy



q~ = -k -- ~ r DO



1 DT q~ = -k -r DO



DT q'z'=-k D--z



~T qz' =-k Dz



1 ~T q~ = - k ~r sin 0 D~



1 DT



Spherical (r, 0, 0) OT q~ =-k D--~



1.20



CHAPTER ONE



For most engineering applications it is convenient to have the equation of thermal energy in terms of the fluid temperature and heat capacity rather than the internal energy or enthalpy. In general, for pure substances [11], Di Dt -



()



()



o,



Oi DP Oi DT 1 (1-~T)--~+ce -~ r--~ + ~ e Dt - p



Dt



where 13is defined by Eq. 1.48. Substituting this into Eq. 1.54 we have the following general relation: DT DP q,,, p C p - - ~ t - = V , k V T + T [ 3 - ~ + laO +



(1.56)



For an ideal gas, ~ = l/T, and then DT DP pCp --~- = V . k V T + ~ + gO + q"



(1.57)



Note that Cp need not be constant. We could have obtained Eq. 1.57 directly from Eq. 1.54 by noting that for an ideal gas, di = Cp d T where Cp is constant and thus Di DT Dt - Cp Dt



For an incompressible fluid with specific heat c =cp = cv we go back to Eq. 1.52 (du = c d T ) to obtain DT pc - - ~ = V . k V T + gO + q"



(1.58)



Equations 1.52, 1.54, and 1.56 can be easily written in terms of energy (heat) and momentum fluxes using relations for fluxes given in Tables 1.4, 1.6, and 1.8. The energy equation given by Eq. 1.58 (with q'"= 0 for simplicity) is given in Table 1.9 in different coordinate systems. For solids, the density may usually be considered constant and we may set V = 0, and Eq. 1.58 reduces to /)T



pc - - ~ = V . k V T + q"



(1.59)



which is the starting point for most problems in heat conduction. The Energy E q u a t i o n f o r a Mixture. The energy equations in the previous section are applicable for pure fluids. A thermal energy equation valid for a mixture of chemical species is required for situations involving simultaneous heat and mass transfer. For a pure fluid, conduction is the only diffusive mechanism of heat flow; hence Fourier's law is used, resulting in the term V. kVT. More generally this term may be written -Vq', where q" is the diffusive heat flux, i.e., the heat flux relative to the mass average velocity. More specifically, for a mixture, q" is now made from three contributions: (1) ordinary conduction, described by Fourier's law, -kVT, where k is the mixture thermal conductivity; (2) the contribution due to interdiffusion of species, given by ~,i jiig and (3) diffusional conduction (also called the diffusion-thermo effect or Dufour effect [6, 12]). The third contribution is of the second order and is usually negligible: q" = - k V T + ~ i



]iii



(1.60)
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The Energy Equation* (for Newtonian Fluids of Constant p and k)



Rectangular coordinates (x, y, z):



pc~ -ff+~-gx +~Ty +WTz :k[-~x~+ ~Dy+2 --~Z2 ] +2~ ~



(0u



+~,~/+~---~--z/j+~ ~+ ~x/+ ~+ Ox/+ ~+-~~-y/l



Cylindrical coordinates (r, 0, z): pep "-~'Jt" Vr'-~r -[---



r-~



"lr"Vz



f['DVr \2



~Z = k



31-2~.1,[/~) "t-



~r r -~r + - ~ - - ~ + Dz2 ]



)12 IDVzi21 [[Dvo l D v z ) 2 (DVz DVr~2 [1DVr D (-~)] 2} ~ D0 "~"vr -1.\ DZ } J -I-~].l/~ 31-7 --~ "t-~ Dr + Dz ] + -~- + r-ffr-r



[I(DVo



Spherical coordinates (r, 0, 00): (aT



pCp ~



aT



+ Vr ~



1 O2T] + r2sin20 D~2]



vo aT v, ~~) [1 O ( a T ) 1 O(aT) "Jr-" k r2 + sin 0 r ~ rsin0 5 ~--~r -~r r2sin0 D0 ~



"Jr"~



f[DVr \2



+g



(_~DV 0



~r)2 ( 1



DV~ r sin 0 Dc~



Vr r



v0 cot 0) 2} r



{[ D (~e_) 1 DVr]2 [ 1 DVr D (~_)] 2 [Sinr0 _ ~ ( v , ) r~r +--r --~-1 + rsin 0 D00 + r ~ + ~



1 Dye]2) + r sin 0 DO



* The terms contained in braces [ }are associatedwithviscousdissipationand may usuallybe neglected except in systemswith large velocity gradients. Here ji is a diffusive mass flux of species i, with units of mass/(area x time), as mentioned before. Substituting Eq. 1.60 in, for example, Eq. 1.54, we obtain the energy equation for a mixture: Di DP P Dt - Dt + V • k V T -



V •



(~i



) jiii + gO + q"



(1.61)



For a nonreacting mixture the term V • (~'.i jiii) is often of minor importance. But when endothermic or exothermic reactions occur, this term can play a dominant role. For reacting mixtures the species enthalpies ii = i °i +



f;



o Cp'i d T



must be written with a consistent set of heats of formation i,°. at T O[13]. T h e C o n s e r v a t i o n E q u a t i o n for S p e c i e s



For a stationary control volume, the conservation equation for species is ~)Ci = -V. (CiV) V . ji + ri" i)t rate of storage net rate of net rate of diffusion productionrate of species i per convectionof species of species i per of species i per unit volume i per unit volume unit volume unit volume



(1.62)
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CHAPTERONE Using the mass conservation equation, the above equation can be rearranged to obtain Dm----L= - V . ji + r ~" P Dt



(1.63)



where mi is mass fraction of species i, i.e., where m i = C i / p , where p is the density of the mixture, ~ i Ci = P, and Ci is a partial density of species i (i.e., a mass concentration of species i). The conservation equation for species can also be written in terms of mole concentration and mole fractions, as shown in Refs. 10, 12, and 13. The mole concentration of species i is ci = C~/Mo where M~ is the molecular weight of the species. The mole fraction of species i is defined as X i -" Ci/C, where c = ~i Ci" As is obvious, ~-~-im~ = 1 and ~ i Xi -~ 1. Equations 1.62 and 1.63 written in different coordinate systems are given in Ref. 10.



Use of Conservation Equations to Set Up Problems For a problem involving fluid flow and simultaneous heat and mass transfer, equations of continuity, momentum, energy, and chemical species (Eqs. 1.41, 1.44, 1.54, and 1.63) are a formidable set of partial differential equations. There are four i n d e p e n d e n t variables: three space coordinates (say, x, y, z) and a time coordinate t. If we consider a pure fluid, there are five equations: the continuity equation, three momentum equations, and the energy equation. The five accompanying d e p e n d e n t variables are pressure, three components of velocity, and temperature. Also, a thermodynamic equation of state serves to relate density to the pressure, temperature, and composition. (Notice that for natural convection flows the momentum and energy equations are coupled.) For a mixture of n chemical species, there are n species conservation equations, but one is redundant, as the sum of mass fractions is equal to unity. A complete mathematical statement of a problem requires specification of boundary and initial conditions. Boundary conditions are based on a physical statement or principle (for example: for viscous flow the component of velocity parallel to a stationary surface is zero at the wall; for an insulated wall the derivative of temperature normal to the wall is zero; etc.). A general solution, even by numerical methods, of the full equations in the four independent variables is difficult to obtain. Fortunately, however, many problems of engineering interest are adequately described by simplified forms of the full conservation equations, and these forms can often be solved easily. The governing equations for simplified problems are obtained by deleting superfluous terms in the full conservation equations. This applies directly to laminar flows only. In the case of turbulent flows, some caution must be exercised. For example, on an average basis a flow may be two-dimensional and steady, but if it is unstable and as a result turbulent, fluctuations in the three components of velocity may be occurring with respect to time and the three spatial coordinates. Then the remarks about dropping terms apply only to the time-averaged equations [7, 12]. When simplifying the conservation equation given in a full form, we have to rely on physical intuition or on experimental evidence to judge which terms are negligibly small. Typical resulting classes of simplified problems are: Constant transport properties Constant density Timewise steady flow (or quasi-steady flow) Two-dimensional flow One-dimensional flow Fully developed flow (no dependence on the streamwise coordinate) Stagnant fluid or rigid body
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Terms may also be shown to be negligibly small by order-of-magnitude estimates [7, 12]. Some classes of flow that result are: Creeping flows: inertia terms are negligible. Forced flows: gravity forces are negligible. Natural convection: gravity forces predominate. Low-speed gas flows: viscous dissipation and compressibility terms are negligible. Boundary-layer flows: streamwise diffusion terms are negligible.



DIMENSIONLESS GROUPS AND SIMILARITY IN HEAT TRANSFER Modern engineering practice in the field of heat transfer is based on a combination of theoretical analysis and experimental data. Often the engineer is faced with the necessity of obtaining practical results in situations where, for various reasons, physical phenomena cannot be described mathematically or the differential equations describing the problem are too difficult to solve. An experimental program must be considered in such cases. However, in carrying the experimental program the engineer should know how to relate the experimental data (i.e., data obtained on the model under consideration) to the actual, usually larger, system (prototype). A determination of the relevant dimensionless parameters (groups) provides a powerful tool for that purpose. The generation of such dimensionless groups in heat transfer (known generally as dimensional analysis) is basically done (1) by using differential equations and their boundary conditions (this method is sometimes called a differential similarity) and (2) by applying the dimensional analysis in the form of the Buckingham pi theorem. The first method (differential similarity) is used when the governing equations and their boundary conditions describing the problem are known. The equations are first made dimensionless. For demonstration purposes, let us consider the relatively simple problem of a binary mixture with constant properties and density flowing at low speed, where body forces, heat source term, and chemical reactions are neglected. The conservation equations are, from Eqs. 1.42, 1.46, 1.58, and 1.63, Mass



V •V = 0



(1.64)



DV p~ - - V P + IaV2V



Momentum



DT



Thermal energy



pc ~



Dml Dt



Species



= kV2T + ~t~



_



(1.65)



(1.66) (1.67)



DV2m 1



Using L and V as characteristic length and velocity, respectively, we define the dimensionless variables x*-



V* -



X



L v V



y* - y L



z*- z L



(1.68) (1.69)
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CHAPTERONE



t



t* -



P* -



and also



(1.70)



L/V P



(1.71)



pV 2



T-T~ T* = ~



(1.72)



T=-T~



(1.73)



m * = m l - ml,w



ml** - ml.w where the subscript oo refers to the external free-stream condition or some average condition and the subscript w refers to conditions adjacent to a bounding surface across which transfer of heat and mass occurs. If we introduce the dimensionless quantities (Eqs. 1.68-1.73), into Eqs. 1.64-1.67, we obtain, respectively,



V* • V* = 0



(1.74)



DV* -V'P* Dt* -



D T* Dt*



1 Re Pr



Dm*



1



Dt*



Re Sc



- - ~



Jr"



1



(1.75)



V*2V *



V * 2 T * -.[.-



2 Ec Re



O*



V*2m*



(1.76)



(1.77)



Obviously, the solutions of Eqs. 1.74-1.77 depend on the coefficients that appear in these equations. Solutions of Eqs. 1.74-1.77 are equally applicable to the model and prototype (where the model and prototype are geometrically similar systems of different linear dimensions in streams of different velocities, temperatures, and concentration), if the coefficients in these equations are the same for both model and prototype. These coefficients, Pr, Re, Sc, and Ec (called dimensionless parameters or similarity parameters), are defined in Table 1.10. Focusing attention now on heat transfer, from Eq. 1.14, using the dimensionless quantities, the heat transfer coefficient is given as



k 3T*] h-



L



3y* y,=o



(1.78)



or, in dimensionless form, h L _ 3T*]



k



= Nu



(1.79)



~y* r=0



where the dimensionless group Nu is known as the Nusselt number. Since Nu is the dimensionless temperature gradient at the surface, according to Eq. 1.76 it must therefore depend on the dimensionless groups that appear in this equation; hence Nu = fl(Re, Pr, Ec)



(1.80)



For processes in which viscous dissipation and compressibility are negligible, which is the case in many industrial applications, we have Nu = f2(Re, Pr)



(forced convection)



(1.81)
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CHAPTERONE In the case of buoyancy-induced flow, Eq. 1.65 should be replaced with the simplified version [16] of Eq. 1.50, and, following a similar procedure, we should obtain Nu = f3(Gr, Pr)



(natural convection)



(1.82)



where Gr is the Grashof number, defined in Table 1.10. Also, using the relation of Eq. 1.17 and dimensionless quantities,



h a - D /)m* II



(1.83)



L /)Y* ly*:o L - Om* hD D 3y* Iy*:0 = Sh



or



(1.84)



This parameter, termed the Sherwood number, is equal to the dimensionless mass fraction (i.e., concentration) gradient at the surface, and it provides a measure of the convection mass transfer occurring at the surface. Following the same argument as before (but now for Eq. 1.77), we have Sh = fa(Re, Sc)



(forced convection, mass transfer)



(1.85)



The significance of expressions such as Eqs. 1.80-1.82 and 1.85 should be appreciated. For example, Eq. 1.81 states that convection heat transfer results, whether obtained theoretically or experimentally, can be represented in terms of three dimensionless groups instead of seven parameters (h, L, V, k, Cp, It, and p). The convenience is evident. Once the form of the functional dependence of Eq. 1.81 is obtained for a particular surface geometry (e.g., from laboratory experiments on a small model), it is known to be universally applicable, i.e., it may be applied to different fluids, velocities, temperatures, and length scales, as long as the assumptions associated with the original equations are satisfied (e.g., negligible viscous dissipation and body forces). Note that the relations of Eqs. 1.80 and 1.85 are derived without actually solving the system of Eqs. 1.64-1.67. References 3, 7, 12, 15, 16, and 18 cover the above procedure in more detail and also include many different cases. It is important to mention here that once the conservation equations are put in dimensionless form it is also convenient to make an order-of-magnitude assessment of all terms in the equations. Often a problem can be simplified by discovering that a term that would be very difficult to handle if large is in fact negligibly small [7, 12]. Even if the primary thrust of the investigation is experimental, making the equations dimensionless and estimating the orders of magnitude of the terms is good practice. It is usually not possible for an experimental test to include (simulate) all conditions exactly; a good engineer will focus on the most important conditions. The same applies to performing an order-of-magnitude analysis. For example, for boundary-layer flows, allowance is made for the fact that lengths transverse to the main flow scale with a much shorter length than those measured in the direction of main flow. References 7, 12, and 17 cover many examples of the order-of-magnitude analysis. When the governing equations of a problem are unknown, an alternative approach of deriving dimensionless groups is based on use of dimensional analysis in the form of the Buckingham pi theorem [9, 11, 14, 16, 18]. The success of this method depends on our ability to select, largely from intuition, the parameters that influence the problem. For example, knowing in advance that the heat transfer coefficient in fully developed forced convection in a tube is a function of certain variables, that is, h = f(V, p, kt, Cp, k, D), we can use the Buckingham pi theorem to obtain Eq. 1.81, as shown in Ref. 11. However, this method is carried out without any consideration of the physical nature of the process in question, i.e., there is no way to ensure that all essential variables have been included. However, as shown above, starting with the differential form of the conservation equations we have derived the similarity parameters (dimensionless groups) in rigorous fashion.
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In Table 1.10 those dimensionless groups that appear frequently in the heat and mass transfer literature have been listed. The list includes groups already mentioned above as well as those found in special fields of heat transfer. Note that, although similar in form, the Nusselt and Biot numbers differ in both definition and interpretation. The Nusselt number is defined in terms of thermal conductivity of the fluid; the Biot number is based on the solid thermal conductivity.



UNITS AND CONVERSION FACTORS The dimensions that are used consistently in the field of heat transfer are length, mass, force, energy, temperature, and time. We should avoid using both force and mass dimensions in the same equation, since force is always expressible in dimensions of mass, length, and time, and vice versa. We do not make a practice of eliminating energy in terms of force times length, because the accounting of work and heat is practically always kept separate in heat transfer problems. In this handbook both SI (the accepted abbreviation for Systdme International d'Unit~s, or International System of Units) and English engineering units* are used simultaneously throughout. The base units for the English engineering units are given in the second column of Table 1.11. The unit of force in English units is the pound force (lbf). However, the use of the pound mass (Ibm) and pound force in engineering work causes considerable confusion in the proper use of these two fundamentally different units. TABLE 1.11 Quantity



C o n v e r s i o n Factor gc for the C o m m o n Unit Systems SI



English engineering*



cgs*



Metric engineering



Mass



kilogram, kg



p o u n d mass, Ibm



gram, g



kilogram mass, kg



Length Time Force



meter, m second, s newton, N 1 kg.m/(N.s2) ~



foot, ft second, s, or hour, h pound force, lbf 32.174lbm.ft/(lbf.s2)



centimeter, cm second, s dyne, dyn 1 g.crn/(dyn.s2)



meter, m second, s kilogram force, kgf 9.80665kg.rn/(kgf.s2)



gc



* In this system of units the temperature is given in degrees Fahrenheit (°F). * Centimeter-gram-second: this system of units has been used mostly in scientific work. * Since 1 kg.m/s 2 = 1 N, then gc = 1 in the SI system of units.



The two can be related as 1 Ibm × 32.174 ft/s 2 1 lbf =



whence



gc



gc = 32.174 lbm-ft/(lbf.s 2)



Thus, gc is merely a conversion factor and it should not be confused with the gravitational acceleration g. The numerical value of gc is a constant depending only on the system of units involved and not on the value of the gravitational acceleration at a particular location. Values



* Also associated with this system of units are such names as U.S. Customary Units, British engineering units, engineering units, and foot-pound-second system of units. The name English engineering units, or, for short, English units, is selected in this handbook because it has been used by practicing engineers more frequently than the other names mentioned.
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CHAPTER ONE



TABLE 1.12



SI Base and Supplementary Units



Quantity



Unit



Length Mass Time Electric current Thermodynamic temperature Amount of substance Luminous intensity Plane angle* Solid angle*



meter (m) kilogram (kg) second (s) ampere (A) kelvin (K) mole (mol) candela (cd) radian (rad) steradian (sr)



* Supplementary units.



of gc corresponding to different systems of units found in engineering literature are given in Table 1.11. The SI base units are summarized in Table 1.12. The SI units comprise a rigorously coherent form of the metric system, i.e., all remaining units may be derived from the base units using formulas that do not involve any numerical factors. For example, the unit of force is the newton (N); a 1-N force will accelerate a 1-kg mass at 1 m/s 2. Hence 1 N = 1 kg.m/s 2. The unit of pressure is the N/m 2, often referred to as the pascal. In the SI system there is one unit of energy (thermal, mechanical, or electrical), the joule (J); 1 J = 1 N.m. The unit for energy rate, or power, is joules per second (J/s), where one J/s is equivalent to one watt (1 J/s = 1 W). In the English system of units it is necessary to relate thermal and mechanical energy via the mechanical equivalent of heat J~ Thus



Jc x thermal energy = mechanical energy The unit of heat in the English system is the British thermal unit (Btu). When the unit of mechanical energy is the pound-force-foot (lbcft), then Jc = 778.16 lbf-ft/Btu as I Btu - 778.16 lbf.ft. Happily, in the SI system the units of heat and work are identical and



Jc is unity. Since it is frequently necessary to work with extremely large or small numbers, a set of standard prefixes has been introduced to simplify matters (Table 1.13). Symbols and names for all units used in the handbook are given in Table 1.14. Conversion factors for commonly



TABLE 1.13



SI Prefixes (Decimal Multiples and Submultiples in SI Are Formed by Adding the Following Prefixes to the SI Unit) Factor



Prefix



Symbol



Factor



Prefix



10TM 1015 1012



exapetateragigamegakilohectodeka-



E P T G M k h da



10-1



deci-



10 -2 10 -3



centimilli-



10-6 10-9



micronano-



10 -12 10 -15



picofemto-



10-18



atto-



10 9 10 6 10 3



102 10



Symbol



BASIC CONCEPTS OF HEAT TRANSFER TABLE 1.14



Symbols and Names for Units Used in the Handbook



Symbol



Name



Symbol



Name



A Btu C °C cal cm deg dyn °F ft g H h hp in



ampere British thermal unit coulomb (= A.s) degree Celsius calorie centimeter degree dyne degree Fahrenheit foot gram henry (= V.s/A) hour horsepower inch joule (= N.m) kelvin (thermodynamic temperature)



kg kgf Ibm lbe m min mol N Pa pdl °R rad s sr T V W



kilogram mass kilogram force pound mass pound force meter minute mole newton Pascal (= N/m 2) poundal degree Rankine radian (plane angle) second steradian (solid angle) tesla (= V.s/m 2) volt watt (= J/s)



J



K
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used q u a n t i t i e s in h e a t transfer, f r o m SI to English e n g i n e e r i n g units and vice versa, are given in Table 1.15. C o n v e r s i o n factors for mass, density, pressure, energy, specific energy, specific heat, therm a l conductivity, d y n a m i c viscosity, and k i n e m a t i c viscosity in different s y s t e m s of units are also given in Chap. 2 (Tables 2.1-2.9).



TABLE 1.15



Conversion Factors for Commonly Used Quantities in Heat Transfer



Quantity



SI ---)English



English ~ SI*



Area



1 m2= 10.764 ft 2 = 1550.0 in 2



ft 2 = 0.0929 m 2 in 2 = 6.452 x 10-4 m 2



Density



1 kg/m 3 = 0.06243 lbm/ft3



Ibm/ft3 = 16.018 kg/m 3 slug/ft 3 = 515.379 kg/m 3



Energy t



1 J = 9.4787 x 10-4 Btu = 6.242 x 10 TM eV



Btu = 1055.056 J cal = 4.1868 J lbcft = 1.3558 J hp.h = 2.685 x 10 6 J



Energy per unit mass



1 J/kg = 4.2995 × 10-4 Btu/lbm



Btu/lbm = 2326 J/kg



Force



1 N = 0.22481 lbf



lbf = 4.448 N pdl = 0.1382 N



Heat flux



1 W/m 2 = 0.3171 Btu/(h.ft z)



Btu/(h'ft 2) = 3.1525 W/m: kcal/(h.m 2) = 1.163 W/m 2 cal/(s.cm 2) = 41.870 x 10 3 W / m



Heat generation per unit volume



1 W/m 3 = 0.09665 Btu/(h.ft 3)



Btu/(h'ft 3) = 10.343 W/m 3



Heat transfer coefficient



1 W/(m2-K)=0.17612 Btu/(h.ft2.°F)



Btu/(h.ft 2-°F) = 5.678 W/(ma-K) kcal/(h.m:.°C) = 1.163 W/(m2.K) cal/(s.cm 2.°C) = 41.870 x 103 W/(mR.K)



2
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CHAPTER ONE



TABLE 1.15



C o n v e r s i o n Factors for C o m m o n l y U s e d Q u a n t i t i e s in H e a t T r a n s f e r Quantity



(Continued)



SI ---) E n g l i s h



E n g l i s h ---) SI*



H e a t t r a n s f e r rate



i W = 3.4123 B t u / h



1 B t u / h = 0.2931 W



Length



1 m = 3.2808 ft = 39.370 in



1 1 1 1 1



1 1 1



ft = 0.3048 m in = 2.54 cm = 0.0254 m y a r d = 0.9144 m s t a t u t e mile = 1609 m m i l = 0.001 in = 2.54 x 10 -5 m light-year = 9.46 x 1015 m a n g s t r o m = 10-1° m m i c r o n = 10-6m



Mass



i kg = 2.2046 Ibm



1 Ibm = 0.4536 kg i slug = 14.594 kg



Mass flow rate



1 kg/s = 7936.6 lbm/h = 2.2046 lbm/s



1 lbm/h = 0.000126 kg/s 1 lbm/s = 0.4536 kg/s



Power



1 W = 3.4123 B t u / h



1 1 1 1



B t u / h = 0.2931 W Btu/s = 1055.1 W lbcft/s = 1.3558 W hp = 745.7 W



P r e s s u r e a n d stress*



1 N/m2= = = =



1 1 1 1 1



lbJft2 = 47.88 N / m 2 lbf/in2 = 6894.8 N / m 2 psi = 1 lbJin2 = 6894.8 N / m 2 s t a n d a r d a t m o s p h e r e = 1.0133 x 105 N / m 2 bar = 1 x 105 N / m 2



Specific h e a t



1 J / ( k g . K ) = 2.3886 x 10 -4 Btu/(lbm.°F)



1 B t u / ( l b m . ° F ) = 4187 J / ( k g . K )



Surface t e n s i o n



1 N / m = 0.06852 lbf/ft



1 lbf/ft = 14.594 N / m 1 d y n / c m = 1 x 10 -3 N / m



Temperature



T(K) = = = T(°C) =



0.020886 l b J f t 2 1.4504 x 10-4 l b J i n 2 4.015 x 1 0 -3 in w a t e r 2.953 x 10-4 in H g



T(°C) + 273.15 T(°R)/1.8 [T(°F) + 459.67]/1.8 [ T ( ° F ) - 32]/1.8



T ( ° R ) = 1.8T(K) = T(°F) + 459.67 T(°F) = 1.8T(°C) + 32 = 1 . 8 [ T ( K ) - 273.15] + 32



1K=I°C = 1.8°R = 1.8OF



1OR = 1OF



Thermal conductivity



1 W / ( m . K ) = 0.57782 B t u / ( h . f t . ° F )



1 B t u / ( h - f t - ° F ) = 1.731 W / ( m . K ) 1 k c a l / ( h . m . ° C ) = 1.163 W / ( m - K ) 1 c a l / ( s . c m . ° C ) = 418.7 W / ( m . K )



T h e r m a l diffusivity



1 m2/s -- 10.7639 ft2/s



1 ft2/s = 0.0929 m2/s 1 ft2/h = 2.581 x 10 -5 m2/s



T h e r m a l resistance



1 K / W = 0.52750 ° F . h / B t u



1 ° F . h / B t u = 1.8958 K / W



Velocity



1 m/s = 3.2808 ft/s



1 ft/s = 0.3048 m/s 1 k n o t = 0.5144 rn/s



Viscosity ( d y n a m i c ) ~



1 N.s/m2 = 0.672 lbm/(ft's)



1 l b m / ( f t ' s ) = 1.4881 N . s / m 2 1 c e n t i p o i s e = 10 -2 poise = 1 x 1 0 -3 N . s / m 2



Temperature difference



= 2.089 x 10 -2 l b f ' s / f t 2 Viscosity ( k i n e m a t i c )



I mZ/s = 10.7639 ftZ/s



- 1 K/1.8 = 1°C/1.8



1 ft2/s = 0.0929 m2/s = 929 stoke 1 m2/s = 10,000 stoke
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Conversion Factors for Commonly Used Quantities in Heat Transfer (Continued)



Quantity



SI --+ English



English --+ SI*



Volume



I m 3 = 35.3134 ft 3



1 ft 3 = 0.02832 m 3 1 in 3 = 1.6387 x 10-5 m 3 1 gal (U.S. liq.) = 0.003785 m 3 1 gal (U.K. liq.) = 0.004546 m 3 1 m 3 = 1000 liter 1 gal (U.S. liq.) = 4 quarts = 8 pints = 128 ounces 1 quart = 0.946 x 10 -3 m 3



Volume flow rate



1 m3/s = 35.3134 ft3/s = 1.2713 x 105 ft3/h



1 ft3/h = 7.8658 x 10-6 m3/s 1 ft3/s = 2.8317 x 10-2 m3/s 1 gal (U.S. liq.)/min = 6.309 x 10 -5 m3/s = 0.2271 m3/hr



* Some units in this column belong to the cgs and mks metric systems. , Definition of the units of energy based on thermal phenomena: 1 Btu = energy required to raise 1 Ibm of water I°F at 68°F 1 cal = energy required to raise 1 g of water I°C at 20°C * The SI unit for the quantity pressure is the pascal (Pa); 1 Pa = 1 N/m 2. Also expressed in equivalent units of kg/(s.m).



NOMENCLATURE Symbol, Definition, SI Units, English Units A



heat transfer area: m 2, ft 2



a



acceleration: m/s 2, ft/s 2



a



s p e e d of sound: m/s, ft/s



C



mass c o n c e n t r a t i o n of species: kg/m 3, lbm/ft 3



c



specific heat: J/(kg.K), Btu/(lbm'°F)



Cp



specific heat at constant pressure: J/(kg.K), Btu/(lbm'°F)



cv



specific heat at constant volume: J/(kg.K), Btu/(lbrn" °F)



D



tube inside diameter, diameter: m, ft



D



diffusion coefficient: mE/s, ft2/s



Ec



E c k e r t n u m b e r (see Table 1.10)



e



emissive power: W / m 2, Btu/(h.ft 2)



eb



b l a c k b o d y emissive power: W / m 2, Btu/(h.ft 2)



F



force: N, lbf



F1-2



view factor ( g e o m e t r i c shape factor for radiation f r o m o n e b l a c k b o d y to another)



~1-2



real b o d y view factor ( g e o m e t r i c shape and emissivity factor for radiation f r o m o n e gray b o d y to a n o t h e r )



f



f r e q u e n c y of vibration (see Table 1.10): s -1 d e n o t e s function of Eqs. 1.80-1.82 and 1.85
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CHAPTERONE Gr



g g gc h ho i itg



J



J k L M m



Nu P Pr AP q q,, q,, q tp! Rth



Re F r r .t



Sc Sh St T AT t U



I1



V V V



Vr Vz



Grashof number (see Table 1.10) gravitational acceleration: m]s 2, ft/s 2 gravitational acceleration (vector): m/s 2, ft/s 2 conversion factor (see Table 1.11): lbm'ft/(lbcs 2) heat transfer coefficient: W/(m2.K), Btu/(h.ft 2"°F) mass transfer coefficient: m/s, ft/s enthalpy per unit mass: J/kg, Btu/lbm latent heat of evaporation: J/kg, Btu/lbm heat of formation: J/kg, Btu/lbm mass diffusion flux of species: kg/(s-m2), lbm/(h'ft 2) mass diffusion flux of species (vector): kg/(s.m2), lbm/(h'ft 2) thermal conductivity: W/(m.K), Btu/(h.ft.°F) length: m, ft mass: kg, Ibm mass fraction of species (Eq. 1.63) Nusselt number (see Table 1.10) pressure: Pa (N/m2), lbf/ft 2 Prandtl number (see Table 1.10) pressure drop: Pa (N/m2), lbf/ft 2 heat transfer rate: W, Btu/h heat flux (vector): W/m 2, Btu/(h.ft 2) heat flux: W/m E, Btu/(h-ft 2) volumetric heat generation: W/m 3, Btu/(h-ft 3) thermal resistance: K/W, h. °F/Btu Reynolds number (see Table 1.10) radial distance in cylindrical or spherical coordinate: m, ft recovery factor (Eq. 1.19) volumetric generation rate of species: kg/(s.m3), lbm/(h-ft 3) Schmidt number (see Table 1.10) Sherwood number (see Table 1.10) Stanton number (see Table 1.10) temperature: °C, K, °E °R temperature difference: °C, °F time: s velocity component in the axial direction (x direction) in rectangular coordinates: m/s, ft/s internal energy per unit mass: J/kg, Btu/lbm velocity: m/s, ft/s velocity (vector): m/s, ft/s velocity component in the y direction in rectangular coordinates: m/s, ft/s velocity component in the r direction: m/s, ft/s velocity component in the z direction: m/s, ft/s



BASIC CONCEPTS OF H E A T T R A N S F E R



Vo V~ W X



y Z



velocity component in the 0 direction: m/s, ft/s velocity component in the ¢~direction: m/s, ft/s velocity component in the z direction in rectangular coordinates: m/s, ft/s rectangular coordinate: m, ft rectangular coordinate: m, ft rectangular or cylindrical coordinate: m, ft



Greek



8 8o 8r E.H E.M E.m



0 g V



P



thermal diffusivity: m2/s, ft2/s coefficient of thermal expansion: K -1, °R-1 hydrodynamic boundary layer thickness: m, ft concentration boundary layer thickness: m, ft thermal boundary layer thickness: m, ft emissivity eddy diffusivity of heat: m2/s, ft2/s eddy diffusivity of momentum: m2/s, ft2/s eddy diffusivity of mass: m2/s, ft2/s angle in cylindrical and spherical coordinates: rad, deg molecular mean free path: m, ft dynamic viscosity: Pa-s, lbm/(S-ft) kinematic viscosity: m2/s, ft2/s density: kg/m 3, lbm/ft 3 surface tension (see Table 1.10): N/m, lbf/ft Stefan-Boltzmann radiation constant: W/(m2.K4), Btu/(h.ft 2.°R4) shear stress: N/m:, lbf/ft 2 shear stress tensor: N/m R, lbf/ft 2 dissipation function (see Table 1.7): s-2 angle in spherical coordinate system: rad, deg



Subscripts d aw cr



f g i l m r s



sat t w



surroundings adiabatic wall critical fluid gas (vapor) species i liquid mean radiation (Eq. 1.36) solid saturation total wall
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CHAPTERONE x



x component



y



y component



z



z component



0



0 component ~ component



Miscellaneous Subscripts 1



species 1 in binary mixture of I and 2



oo



free-stream condition



Superscripts •



fluctuating component (for example, X' is the fluctuating component of X) time average (for example, X is the time average of X)



Mathematical Operation Symbols d/dx



derivative with respect to x: m -1, ft -1



i)/i)t



partial time derivative operator:



d/dt



total time derivative operator: s-1 (Eq. 1.37)



D/Dt



substantial time derivative operator: s-1 (Eq. 1.38)



V



del operator (vector): m -i, ft -1



V2



laplacian operator: m -2, ft -2



S -1
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CHAPTER 2



THERMOPHYSICAL PROPERTIES Thomas F. Irvine Jr. State University of New York at Stony Brook W h e n organizing a chapter of thermophysical properties with limited space, some difficult decisions have to be made. Since this is a h a n d b o o k for heat transfer practitioners, emphasis has b e e n placed on transport rather than t h e r m o d y n a m i c properties. The primary exception has b e e n the inclusion of densities and isobaric specific heats, which are n e e d e d for the calculation of Prandtl n u m b e r s and thermal diffusivities. In the spirit of today's c o m p u t e r usage, a n u m b e r of gas properties are given in equation rather than tabular form. However, they are accompani ed by skeleton tables to allow for program checks. Because new refrigerants are being considered and used in technical applications, a number of transport and t h e r m o d y n a m i c propert y tables are included for these substances. W h e n e v e r possible, the properties in this chapter are divided into those for gases, liquids, and solids. There are unavoidable overlaps to this a r r a n g e m e n t when the tables account for phase changes such as in the case of water.



CONVERSION FACTORS TABLE 2.1



Conversion Factors for Units of Density kg/m 3



lbm/ft3



kg/m 3 1 lbm/~3 16.0185 lbm/(U.K, gal) 99.7763 lbm/(U.S, gal) 119.826 slug]~ 3 515.38 g/cm3 1000 t/m 3 1000 U.K. ton/yd 3 1328.94 U.S. ton/yd 3 1186.5



0.06243 1 6.22884 7.48052 32.1740 62.428 62.428 82.963 74.075



lbm/(U.K, gal) lbm/(U.S, gal) 0.01002 0.16054 1 1.20094 5.1653 10.0224 10.0224 13.319 11.892



8.3454.-3 0.13368 0.83268 1 4.3011 8.34540 8.34540 11.0905 9.9022



slug/ft3



g/cm3



t/m 3



1.9403.-3 0.03108 0.19360 0.2325 1 1.9403 1.9403 2.5785 2.3023



0.001 0.01602 0.09976 0.11983 0.51538 1 1 1.3289 1.1865



0.001 0.01602 0.09976 0.11983 0.51538 1 1 1.3289 1.1865



U.K. ton/yd 3 U.S. ton/yd 3 7.5248.-4 1.2054.-2 7.5080.-2 9.0167.-2 0.43435 0.75250 0.75250 1 0.89286



8.4278.-4 1.3500.-2 8.4090.-2 1.0099.-1 0.43435 0.84280 0.84280 1.120 1



The notation 8.3454.-3 signifies 8.3454 x 10-3. TABLE 2.2



Conversion Factors for Units of Energy j o u l e (J)



joule (J) ft-lbf calth Callx liter.atm kJ Btu hp.h kWh thermie



1 1.35582 4.184 4.1868 101.328 1000 1055.05 2.6845.+6 3.600.+6 4.184.+6



ft.lbf



calth



0.73756 1 3.08596 3.08798 74.735 737.56 778.16 1.98.+6 2.6557.+6 3.087.+6



0.23901 0.32405 1 1.00066 24.218 239.01 252.16 641,617 860,564 10 6



calyx 0.23885 0.32384 0.99934 1 24.202 238.85 252.00 641,197 8.6.+5 9.9934.+5



liter.atm 9.8690.-3 1.33205.-2 0.04129 0.04132 1 9.86896 10.4122 26,494 35,534 4.129.+3



kJ



Btu



hp-h



10 -3 9.4783.-4 3.7251.-7 1.3558.-3 1.2851.-3 5.0505.-7 4 . 1 8 4 . - - 3 3.9657.--3 1.5586.--6 4.1868.-3 3.9683.-3 1.5596.-6 0.10325 9.6041.-2 3.7745.-5 1 0.94783 3.7251.-4 1.05505 1 3.9301.-4 2684.52 2544.5 1 3600 3412.8 1.34125 4.184.+3 3.9657.+3 1.5586



kWh 2.7773.-7 3.7655.-7 1.1620.-6 1.1628.-6 2.8142.-5 2.7773.-4 2.9302.-4 0.74558 1 1.1620



The notation 9.8690.-3, 4.184.+6 signifies 9.8690 x 10-3, 4.184 x 106. 2.1
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CHAPTER TWO



TABLE 2.3



Conversion Factors for Units of Mass



g Ibm kg slug U.S. ton (short ton) t (metric ton) U.K. ton (long ton)



g



Ibm



kg



slug



1 453.592 1000 14,593.9 907,185 106 1,016,047



2.2046.-3 1 2.20462 32.1740 2000 2204.62 2240



0.001 0.45359 1 14.5939 907.185 1000 1016.05



6.8522.-5 0.031081 0.06852 1 62.162 68.5218 69.621



U.S. ton (short ton)



t (metric ton)



U.K. ton (long ton)



1.1023.-6 0.0005 1.1023.-3 0.01609 1 1.10231 1.12



10-6 4.5359.-4 0.001 0.01459 0.90719 1 1.01604



9.8421.-7 4.4643.-4 9.8421.-4 0.01436 0.89286 0.98421 1



The notation 2.2046.-3 signifies 2.2046 x 10-3. National Bureau of Standards Letter Circular 1071, 7 pp., 1976.



Sourc~



TABLE 2.4



Conversion Factors for Units of Pressure



dyn/cm a* N/m 2= Pa dyn/cm 2 N/m 2 lbf/ft2 mmHg in (H20) in (Hg) lbf/in2 kg/cm 2 bar atm



1 10 478.79 1333.22 2490.8 33864 68,947 980,665 106 1,013,250



0.1 1 47.879 133.32 249.08 3386.4 6894.7 98,067 105 101,325



lbf/fta



mmHg



in (H20)



in (Hg)



lbf/in2



kg/cm 2



bar



atm



2.0886.-3 2.0886.-2 1 2.7845 5.2023 70.727 144 2048.2 2088.5 2116.2



7.5006.-4 7.5006.-3 0.35913 1 1.8683 25.400 51.715 735.57 750.06 760



4.0148.-4 4.0148.-3 0.19221 0.53526 1 13.596 27.680 393.71 401.47 406.79



2.9530.-5 2.9530.-4 1.4138.-2 0.03937 0.07355 1 2.03601 28.959 29.530 29.921



1.4504.-5 1.4504.-4 6.9444.-3 0.01934 0.03613 0.49116 1 14.223 14.504 14.696



1.0197.-6 1.0197.-5 4.8824.-4 1.3595.-3 2.5399.-3 0.03453 0.07031 1 1.01972 1.03323



10-6 10-5 4.7880.-4 1.3332.-3 2.4908.-3 0.03386 0.06895 0.98067 1 1.01325



9.8692.-7 9.8692.-6 4.7254.-4 1.3158.-3 2.4585.-3 0.03342 0.06805 0.96784 0.98692 1



* 1 dyn/cm2= 1 microbar. The notation 2.0886.-3 signifies 2.0886 x 10-3.



TABLE 2.5



ft'lbf/lbm J/g Btu/lbm cal/g



TABLE 2.6



Conversion Factors for Units of Specific Energy ft'lbf/lbm



J/g



Btu/lbm



cal/g



1 334.54 778.16 1400



2.989.-3 1 2.326 4.184



1.285.-3 0.4299 1 1.8



7.143.--4 0.2388 0.5556 1



Conversion Factors for Units of Specific Energy per Degree



,,



J/(g. K) BtUth/(lbm"°F) caltn/(g" °C) B tuxT/(lbm"°F) calIT/(g" °C)



J/(g. K)



BtUth/(lb" °F)



calth/(g" °C)



BtU~T/(Ibm" °F)



callv/(g" °C)



1 4.184 4.184 4.1868 4.1868



0.23901 1 1 1.00067 1.00067



0.23901 1 1 1.00067 1.00067



0.23885 0.99933 0.99933 1 1



0.23885 0.99933 0.99933 1 1



THERMOPHYSICAL PROPERTIES TABLE 2.7



2.3



Conversion Factors for Units of Thermal Conductivity Btu.in/(h-ft2-°F) W/(m.K)



Btu.in/(h.ft2.°F) W/(m-K) kcal/(h-m. °C) Btu/(h-ft.°F) W/(cm.K) cal/(s-cm-°C) Btu.in/(s.ft 2.°F)



1 6.938 8.064 12 694 2903 3600



kcal/(h-m.°C)



Btu/(h-ft.°F)



0.1240 0.8604 1 1.488 86.04 360 446.7



0.08333 0.5782 0.6720 1 57.82 241.9 300



0.1441 1 1.162 1.730 100 418.4 519.2



W/(cm.K) cal/(s-cm.°C) Btu.in/(s.ft2.°F) 1.441.-3 0.01 0.01162 0.01730 1 4.184 5.192



3.445.-4 2.390.-3 2.778.-3 4.134.-3 0.2390 1 1.2402



2.777.-4 1.926.-3 2.240.-3 3.333.-3 0.1926 0.8063 1



The notation 1.441.-3 signifies 1.441 x 10-3.



TABLE 2.8



micropoise lbm/(ft'h) centipoise slug/(ft.h) poise (P) N.s/m 2 Pa.s lbm/(ft's) lbcs/ft 2



Conversion Factors for Units of Dynamic Viscosity micropoise



lbm/(ft'h)



centipoise



slug/(ft.h)



poise (P)



N.s/m 2



Pa.s



lbm/(S'ft)



lbcs/ft 2



1 4134 104 1.3300.+5 106 107 107 1.4882.+7 4.7880.+8



2.4191.-4 1 2.4191 32.174 241.91 2419.1 2419.1 3600 1.1583.+5



10-4 0.4134 1 13.300 100 1000 1000 1488.2 4.7880.+4



7.5188.-6 3.1081.-2 7.5188.-2 1 7.5188 75.188 75.188 111.89 3600



10-6 4.1338.-3 0.01 0.1330 1 10 10 14.882 478.80



10-7 4.1338.-4 0.001 1.3300.-2 0.1 1 1 1.4882 47.880



10-7 4.1338.-4 0.001 1.3300.-2 0.1 1 1 1.4882 47.880



6.7197.-8 2.7778.-4 6.7197.-4 8.9372.-3 6.7197.-2 0.6720 0.6720 1 32.174



2.0885.-9 8.6336.-6 2.0885.-5 2.7778.-4 2.0835.-3 2.0885.-2 2.0885.-2 0.03108 1



1 lbm/(ft'h)= 1 poundal-h/ft2; 1 P = 1 g/(cm-s). The notation 2.4191.-4,1.4882.+7 signifies 2.4191 x 10-4, 1.4882 x 107.



TABLE 2.9



ft2/h stokes (St) m2/h ft2/s m2/s



Conversion Factors for Units of Kinematic Viscosity ft2/h



stokes (St)



m2/h



ft2/s



m2/s



1 3.8750 10.7639 3.600 38,750



0.2581 1 2.7778 929.03 10,000



0.0929 0.36 1 334.45 3600



2.778.-4 1.076.-3 2.990.-3 1 10.7639



2.581.-5 10-4 2.778.-4 0.09290 1



The notation 2.581.-5 signifies 2.581 x 10-5. 1 stoke = 1 cm2/s.



THERMOPHYSICAL PROPERTIES OF GASES Table 2.10 treats the specific heats, d y n a m i c viscosities, and t h e r m a l conductivities as functions of t e m p e r a t u r e only. To obtain the density of a gas, the perfect gas law m a y be used, i.e.,



P=pRT F r o m the specific heat and density and using o t h e r given properties, the t h e r m a l diffusivity and P r a n d t l n u m b e r m a y be calculated. For each gas, s k e l e t o n tables of the p r o p e r t i e s are given at several t e m p e r a t u r e s so that c o m p u t e r p r o g r a m checks can be made.



TABLE 2.10



Thermophysical Properties of Thirteen Common Gases Using Computer Equations



Air At/mol wt (kg/mol): 28.966 Gas constant (kJ/kg K): .287040 At/mol formula: (mixture)



Critical temperature (K): 132.6 Critical pressure (MPa): 3.77



cp = 2 [A(N)T N] A(0) A(1) A(2) A(3) A(4)



k



= 0.103409E+1 = -0.2848870E-3 = 0.7816818E-6 = -0.4970786E-9 = 0.1077024E-12



= S'.



[C(N)T N]



Temperature range: 250 < T < 1050 K Coefficients: C(0) = -2.276501E-3 C(1) = 1.2598485E-4 C(2) = -1.4815235E-7 C(3) = 1.73550646E-10



C(4) = -1.066657E-13 C(5) = 2.47663035E-17 C(6) = 0.0



~ = ~ [B(N)T N] Temperature range: 250 < T < 600 K



Temperature range: 600 < T < 1050 K



Coefficients: B(0) = -9.8601E-1 B(1) = 9.080125E-2 B(2) = -1.17635575E-4 B(3) = 1.2349703E-7



Coefficients: B(0) = 4.8856745 B(1) = 5.43232E-2 B(2) = -2.4261775E-5 B(3) = 7.9306E-9



B(4) = -5.7971299E-11 B(5) = 0.0 B(6) = 0.0



B(4) = -1.10398E-12 B(5) = 0.0 B(6) = 0.0



Skeleton table T (K)



Cp (kJ/kg K)



~t (Ns/m 2) E6



k (W/m K) E3



300 500 1000



1.0064 1.0317 1.1415



18.53 26.82 41.77



26.07 39.48 67.21



Argon At/mol wt (kg/mol): 39.948 Gas constant (kJ/kg K): .208129 At/mol formula: Ar



Critical temperature (K): 150.8 Critical pressure (MPa): 4.87 Sat temp at one atmosphere (K): 87.5



c. = E [A(N)T ~]



k = y_ [C(N)T ~]



Temperature range: 200 < T < 1600 K



Temperature range: 200 < T < 1000 K



Coefficients: A(0) =0.52034 A(1) =0.0 A(2) =0.0 A(3) = 0.0



Coefficients: C( 0 ) = -5.2839462 E-4 C(1) = 7.60706705E-5 C(2) = -6.4749393E-8 C(3) = 5.41874502E-11



A(4) =0.0 A(5) =0.0 A(6) =0.0



C( 4 ) = -3.22024235 E- 14 C(5) = 1.17962552E-17 C(6) =-1.86231745E-21



~t= y [B(N)T ~] Temperature range: 200 < T < 540 K



Temperature range: 540 _< T < 1000 K



Coefficients: B(0) = 1.22573 B(1) = 5.9456964E-2 B(2) = 1.897011E-4 B(3) = -8.171242E-7



Coefficients: B(0) = 4.03764 B(1) = 7.3665688E-2 B(2) = -3.3867E-5 B(3) = 1.127158E-8



B(4) = 1.2939183E-9 B(5) = -7.5027442E-13 B(6) = 0.0



B(4) = -1.585569E-12 B(5) =0.0 B(6) = 0.0



Skeleton table T (K)



Cp (kJ/kg K)



~t (Ns/m 2) E6



k (W/m K) E3



300 500 1000



0.5203 0.5203 0.5203



22.73 33.66 53.52



17.69 26.42 42.71



Extracted from Ref. 4 with permission. E-2 signifies xl0 -2, etc.



2.4



TABLE 2.10



Thermophysical Properties of Thirteen Common Gases Using Computer Equations



(Continued) n-Butane



At/mol wt (kg/mol): 58.124 Gas constant (kJ/kg K): .143044 At/mol formula: C4H10



Critical temperature (K): 408.1 Critical pressure (MPa): 3.65 Sat temp at one atmosphere (K): 261.5



cp= Y~[A(N)T N] Temperature range: 280 < T < 755 K



Temperature range: 755 < T < 1080 K



Coefficients: A(0) = 2.3665134E-1 A(1) = 5.10573E-3 A(2) = -4.16089E-7 A(3) = -1.1450804E-9



Coefficients: A(0) = 4.40126486 A(1) = -1.390866545E-2 A(2) = 3.471109E-5 A(3) = -3.45278E-8



A(4) = 0.0 A(5) =0.0 A(6) = 0.0



A(4) = 1.619382E-11 A(5) = -2.966666E-15 A(6) = 0.0



k= ~ [C(N)T N]



B = ~ [B(N)T N] Temperature range: 270 < T < 520 K



Temperature range: 280 < T < 500 K



Coefficients: B(0) = -1.099487E-2 B(1) = 2.634504E-2 B(2) = -3.54700854E-6 B(3) =0.0



Coefficients: C(0) = 3.79912E-3 C(1) = -3.38011396E-5 C(2) = 3.15886537E-7 C(3) = -2.25600514E-10



B(4) = 0.0 B(5) = 0.0 B(6) = 0.0



C(4) = 0.0 C(5) = 0.0 C(6) = 0.0



Skeleton table T (K)



Cp(kJ/kg K)



~t (Ns/m 2) E6



k (W/m K) E3



300 500 1000



1.700 2.542 3.903



7.573 12.27 --



16.00 37.67



Carbon dioxide



At/mol wt (kg/mol): 44.01 Gas constant (kJ/kg K): .188919 At/mol formula: CO2



Critical temperature (K): 304.1 Critical pressure (MPa): 7.38 Sat temp at one atmosphere (K): 194.7



B= S'. [B(N)T N]



cp = E [A(N)T N] Temperature range: 200 ___T < 1000 K



Temperature range: 200 < T < 1000 K



Coefficients: A(0) = 4.5386462E-1 A(1) = 1.5334795E-3 A(2) = -4.195556E-7 A(3) = -1.871946E-9



Coefficients: B(0) = -8.095191E-1 B(1) = 6.0395329E-2 B(2) = -2.824853E-5 B(3) = 9.843776E-9



A(4) = 2.862388E-12 A(5) =-1.6962E-15 A(6) = 3.717285E-19



B(4) = -1.47315277E-12 B(5) =0.0 B(6) = 0.0



k= ~'. [C(N)T N] Temperature range: 200 < T < 600 K



Temperature range: 600 < T < 1000 K



Coefficients: C(0) = 2.971488E-3 C(1) =-1.33471677E-5 C(2) = 3.14443715E-7 C(3) = -4.75106178E-10



Coefficients: C(0) = 6.085375E-2 C(1) = -3.63680275E-4 C(2) = 1.0134366E-6 C(3) = -9.7042356E-10



C(4) = 2.68500151E-13 C(5) =0.0 C(6) = 0.0



C(4) = 3.27864115E-13 C(5) = 0.0 C(6) = 0.0



Skeleton table T (K)



Cp(kJ/kg K)



kt (Ns/m 2) E6



k (W/m K) E3



300 500 1000



0.845 1.013 1.234



15.02 23.46 39.71



16.61 32.30 68.05



Extracted from Ref. 4 with permission. E-2 signifies X10-2, etc.



2.5



TABLE 2.10



Thermophysical Properties of Thirteen Common Gases Using Computer Equations



(Continued) Carbon monoxide At/mol wt (kg/mol): 28.011 Gas constant (kJ/kg K): .296828 At/mol formula: CO



Critical temperature (K): 132.9 Critical pressure (MPa): 3.5 Sat temp at one atmosphere (K): 81.6



c. = z [A(N)T"] Temperature range: 250 < T < 1050 K Coefficients: A(0) = 1.020802 A(1) = 3.82075E-4 A(2) = -2.4945E-6 A(3) = 6.81145E-9



A(4) =-7.93722E-12 A(5) = 4.291972E-15 A(6) = -8.903274E-19



1~= ~ [B(N)T N]



k = ~ [C(N)T ~]



Temperature range: 250 < T _-, J::l e~ 0
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THERMOPHYSICAL PROPERTIES



TABLE 2.14



Fickian Diffusion Coefficients [(m2/s) × 10-4] at Atmospheric Pressure



Dij



T (K)



T (K)



Dij



T (K)



Dij



T (K)



Air-carbon dioxide[20]



Carbon dioxide-argon [20]



Water-carbon dioxide [4]



Neon-argon [15]



276.2 317.2



276.2 317.2



307.5 328.6 352.4



0.202 0.211 0.245



273.0 288.0 303.0 318.0



0.902 1.011 1.121



Neon-neon [7]



0.1420 0.1772



0.1326 0.1652



Ammonia-helium[23]



Nitrogen-nitrogen [7]



274.2 308.2 331.1



77.5 194.5 273 298 353



0.668 0.783 0.881



Ammon~-neon[23] 274.2 308.4 333.1



0.298 0.378 0.419



Ammon~-xenon[23] 274.2 308.4 333.1



0.114 0.145 0.173



77.5 90 194.5 273 295 353



0.0134 0.0180 0.0830 0.156 0.178 0.249



Argon-argon[12] 273 293 303 318



0.156 0.175 0.186 0.204



Argon-heHum[11] 287.9 354.0 418.0



0.697 0.979 1.398



Argon-helium[12] 273.0 288.0 303.0 318.0



0.640 0.701 0.760 0.825



Argon-xenon[12] 273.0 288.0 303.0 318.0



0.0943 0.102 0.114 0.128



Argon-xenon[13] 194.7 273.2 329.9 378.0



0.0508 0.0962 0.1366 0.1759



Carbon dioxide-argon[25] 293



242.2 274.6 303.45 334.2



0.139



0.0854 0.1070 0.1301 0.1549



293.1 322.7 365.6 365.6 372.5



0.200



Hydrogen (trace)oxygen [2]



0.135 0.168 0.202 0.239



300 400 500 600 700 800 900



Oxygen-argon [24] Oxygen-argon [16] 243.2 274.7 304.5 334.0



Oxygen-helium [16] 244.2 274.0 304.4 334.0



0.536 0.640 0.761 0.912



Oxygen-oxygen [7] 77.5 194.5 273 298 353



0.0153 0.104 0.187 0.232 0.301



Oxygen-water [4] 307.9 328.8 352.2



0.282 0.318 0.352



Oxygen-xenon [16] 242.2 274.75 303.55 333.6



0.084 0.100 0.126 0.149



0.820 1.40 2.10 2.89 3.81 4.74 5.74



Hydrogen-neon [10] 242.2 274.2 303.2 341.2



0.792 0.974 1.150 1.405



Hydrogen-xenon [10] 242.2 274.2 303.9 341.2



0.410 0.508 0.612 0.751



Methane-methane[7] 90 194.5 273 298 353



0.244 0.357 0.377



298.2 353.6 382.6



Water-carbon dioxide [3]



Methane-water [4]



296.1 365.6 372.6



307.5 328.6 352.1



Not¢" See page 2.25 for footnotes and references.



0.850 1.012 1.24 1.26 1.28



0.0266 0.0992 0.206 0.240 0.318



Methane-methane [21]



Water-air [3] 289.9 365.6 372.5



Water-helium [4] 307.2 328.5 352.5



Wate~hydrogen[3]



Nitrogen-xenon [17]



293.2



Argon-argon[7]



0.0168 0.104 0.185 0.212 0.287



0.164 0.249 0.259



0.235 0.315 0.360 0.292 0.331 0.356



77.5 194.5 273 298 353



Dij 0.276 0.300 0.327 0.357



0.0492 0.255 0.452 0.516 0.703



Neon-xenon [14] 273.0 288.0 303.0 318.0



0.186 0.202 0.221 0.244



Nitrogen-argon [17] 244.2 274.6 303.55 334.7



0.1348 0.1689 0.1999 0.2433



Nitrogen-helium [17] 243.2 275.0 303.55 332.5



0.477 0.596 0.719 0.811



He~um-nitrogen (20% N2) [271 190 298 300 305 310 320 330 340 350 360 370 380 390 400



0.305 0.712 0.738 0.747 0.740 0.812 0.857 0.881 0.946 0.967 1.035 1.051 1.107 1.157



Helium-nitrogen (50% Ne) [271 190 298 300 305



0.310 0.725 0.751 0.758
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CHAPTER TWO



TABLE 2.14



Fickian Diffusion Coefficients [(mZ/s) × 10-4] at Atmospheric Pressure (Continued)



T (K) Dij Helium-nitrogen (50% N2) [27] (Continued) 310 320 330 340 350 360 370 380 390 400



0.759 0.827 0.879 0.899 0.966 0.985 1.058 1.068 1.144 1.180



Helium-nitrogen (100%N2 extrapo~d) [27] 190 298 300 305 310 320 330 340 350 360 370 380 390 400



0.317 0.740 0.766 0.774 0.775 0.845 0.902 0.921 0.989 1.013 1.086 1.094 1.168 1.210



Helium-oxygen (trace) [18] 298 323 353 383 413 443 473 498



0.729 0.809 0.987 1.120 1.245 1.420 1.595 1.683 0.501 0.550 0.604 0.655



Hydrogen-argon[lO] 242.2 274.2 303.9 341.2



0.562 0.698 0.830 1.010



Hydrogen-argon[11] 287.9 354.2 418.0



295 448 628 806 958 1069



0.83 1.76 3.21 4.86 6.81 8.10



Helium-argon (trace) [18] 413 443 473 498



1.237 1.401 1.612 1.728



Helium (trace)-argon [8] 300 400 500 600 700 800 900 1000 1100



0.76 1.26 1.86 2.56 3.35 4.23 5.20 6.25 7.38



Helium--carbon dioxide [20] 276.2 317.2 346.2



0.5312 0.6607 0.7646



Helium-carbon dioxide ~race) [18]



Helium-xenon[12] 273.0 288.0 303.0 318.0



T (K) Dij Hydrogen (trace)-argon[9]



0.828 1.111 1.714



298 323 353 583 413 443 473 498



0.612 0.678 0.800 0.884 1.040 1.133 1.279 1.414



Helium-methyl alcohol (trace) [18] 423 443 463 483 503 523



1.032 1.135 1.218 1.335 1.389 1.475



Helium-neon [14] 273.0 288.0 303.0 318.0



0.906 0.986 1.065 1.158



T (K)



Dij



Helium-nitrogen ~race) [18] 298 323 353 383 413 443 473 498



0.687 0.766 0.893 1.077 1.200 1.289 1.569 1.650



0.743 1.21 1.76 2.40 3.11 3.90 4.76 5.69 7.74



Carbon dioxide-nitrogen (trace) [1] 300 400 500 600 700 800 900 1000 1100



0.177 0.300 0.445 0.610 0.798 0.998 1.22 1.47 1.70



Carbon dioxidenitrogen[26] 295 1156 1158 1286 1333 1426 1430 1469 1490 1653



0.159 1.78 1.92 2.34 2.26 2.55 2.72 2.85 2.92 3.32



Carbon dioxidenitrous oxide [19] 194.8 273.2 312.8 362.6



300 400 500 600 700 800 900 1000



0.160 0.270 0.400 0.565 0.740 0.928 1.14 1.39



Carbon monoxidecarbon monoxide [22]



Helium (trace)nitrogen [1] 300 400 500 600 700 800 900 1000 1200



T (K) Dij Carbon dioxide-oxygen (trace) [2]



194.7 273.2 319.6 373.0



0.109 0.190 0.247 0.323



Carbon monoxidenitrogen [22] 194.7 273.2 319.6 373.0



0.105 0.186 0.242 0.318



Carbon monoxide (trace)-oxygen [2] 300 400 500 600 700 800



0.212 0.376 0.552 0.746 0.961 1.22



Helium-air [20] 276.2 317.2 346.2



0.6242 0.7652 0.9019



Helium-argon [20] 276.2 317.2 346.2



0.6460 0.7968 0.9244



Helium-argon (trace) [18] 298 323 353 383



0.729 0.809 0.978 1.122



Carbon dioxideargon [26] 0.0531 0.0996 0.1280 0.1683



295 1181 1207 1315



0.139 1.88 1.88 2.38



THERMOPHYSICAL PROPERTIES



TABLE 2 . 1 4



F i c k i a n D i f f u s i o n Coefficients [(m2/s) × 10 -4] at A t m o s p h e r i c P r e s s u r e (Continued)



Dq



T(K)



T(K)



Carbon dioxideargon [26] (Continued)



Carbon dioxidecarbon dioxide[19]



1368 1383 1427 1445 1495 1503 1538 1676



194.8 273.2 312.8 362.6



2.59 2.13 2.53 2.66 2.65 2.84 3.08 3.21



Carbon dioxidecarbon dioxide [7] 194.7 273 298 353



2.25



0.0500 0.0907 0.113 0.153



Dij



T(K)



Dij



0.0516 0.0970 0.1248 0.1644



Carbon dioxidecarbon dioxide [5] 233 253



0.0662 0.0794



274 293 313 333 363 393



0.0925 0.1087 0.1239 0.1395 0.1613 0.1876



423 453 483



0.2164 0.2477 0.2892



All the Dij values are in (m2/s) x 10-~. For example, at 276.2 K the interdiffusion coefficient for the air--carbon dioxide mixture is 1.420 x 10-5 m2/s. For an extensive review with formula fits but no data tables, see Marrero and Mason, J. Phys. Chem. Ref. Data, 1:3-118 (1972). Interpolation from a graph of log D;j versus log T is often simple. References for Fickian interdiffusion coefficients 1. R. E. Walker and A. A. Westenberg, "Molecular Diffusion Studies in Gases at High Temperatures. II. Interpretation of Results on the HeN2 and CO2-N2 Systems," J. Chem. Phys., 29:1147,1958. 2. R. E. Walker and A. A. Westenberg, "Molecular Diffusion Studies in Gases at High Temperatures. IV. Results and Interpretation of the CO2-O2, CH4-O2, H2-O2, CO-O 2 and H 2 0 - O 2 Systems," J. Chem. Phys, 32:436,1960. 3. M. Trautz and W. MUller, "Die Reibung, W~irmeleitung und Diffusion in Gasmischungen. XXXIII. Die Korrektion der bisher mit der Verdampfungsmethode gemessenen Diffusionskonstanten," Ann. Physik, 22:333,1935. 4. E A. Schwertz and J. E. Brow, "Diffusivity of Water Vapor in Some Common Gases," J. Chem. Phys., 19:.640, 1951. 5. K. Sch~ifer and P. Reinhard, "Zwischenmolekulare Kr~ifte und die Temperaturabh~ingigkeit der Selbstdiffusion von CO2," Z. Naturforsch, 18:187,1963. 6. G. Ember, J. R. Ferron, and K. Wohl, "Self-Diffusion Coefficients of Carbon Dioxide at 1180°-1680°K," J. Chem. Phys., 37:891,1962. 7. E. B. Winn, "The Temperature Dependence of the Self-Diffusion Coefficients of Argon, Neon, Nitrogen, Oxygen, Carbon Dioxide, and Methane," Phys. Rev., 80:.1024, 1950. 8. R. E. Walker and A. A. Westenberg, "Molecular Diffusion Studies in Gases at High Temperature. III. Results and Interpretation of the He-A System," J. Chem. Phys., 31:319, 1959. 9. A. A. Westenberg and G. Frazier, "Molecular Diffusion Studies in Gases at High Temperature. V. Results for the H2-Ar System," J. Chem. Phys., 36:3499,1962. 10. R. Paul and I. B. Srivastava, "Mutual Diffusion of the Gas Pairs HE-Ne, HE-Ar, and HE-Xe at Different Temperatures," J. Chem. Phys., 35:1621,1961. 11. R. A. Strehlow, "The Temperature Dependence of the Mutual Diffusion Coefficient for Four Gaseous Systems," J. Chem. Phys., 21:2101,1953. 12. K. E Srivastava, "Mutual Diffusion of Binary Mixtures of



T(K)



Dij



Carbon dioxidenitrogen [24]



Carbon dioxidecarbon dioxide[6] 296 298 1180



0.109 0.109 1.73 1.84



1218 1330 1445



2.04 2.38 2.80



1450 1487 1490 1520 1576



2.86 2.56 2.88 2.98 2.78 3.12



1580 1665 1680



3.33 3.29 3.50



289



0.158



Water-hydrogen [4] 307.3 328.6 352.7



1.020 1.121 1.200



Water-nitrogen [4] 307.6 328.6 352.2



0.256 0.303 0.359



X e n o n - x e n o n [13] 194.7 273.2 293.0 300.5 329.9 378.0



0.0257 0.0480 0.0443 0.0576 0.0684 0.0900



Helium, Argon, and Xenon at Different Temperatures," Physica, 25:571, 1959. 13. I. Amdur and T. E Schatzki, "Diffusion Coefficients of the Systems Xe-Xe and A-Xe," J. Chem. Phys., 27:1049,1957. 14. K. P. Srivastava and A. K. Barua, "The Temperature Dependence of Interdiffusion Coefficient for Some Pairs of Rare Gases," Indian J. Phys., 33:229,1959. 15. B. N. Srivastava and K. P. Srivastava, "Mutual Diffusion of Pairs of Rare Gases at Different Temperatures," J. Chem. Phys., 30:.984,1959. 16. R. Paul and I. B. Srivastava, "Studies on Binary Diffusion of the Gas Pairs O2-A, O2-Xe, and O:-He," Indian J. Phys., 35:465,1961. 17. R. Paul and I. B. Srivastava, "Studies on the Binary Diffusion of the Gas Pairs N2-A, N2-Xe, and N2-He," Indian J. Phys., 35:523,1961. 18. S. L. Seager, L. R. Geertson, and J. C. Giddings, "Temperature Dependence of Gas and Vapor Diffusion Coefficients," J. Chem. Eng. Data, 8:168, 1963. 19. I. Amdur, J. W. Irvine, Jr., E. A. Mason, and J. Ross, "Diffusion Coefficients of the Systems CO2-CO2 and CO2-N20," J. Chem. Phy&, 20:436, 1952. 20. J. N. Holsen and M. R. Strunk, "Binary Diffusion Coefficients in Nonpolar Gases," Ind. Eng. Chem. Fund., 3:143,1964. 21. C. R. Mueller and R. W. Cahill, "Mass Spectrometric Measurement of Diffusion Coefficients," J. Chem. Phys, 40:651,1964. 22. I. Amdur and L. M. Shuler, "Diffusion Coefficients of the Systems CO-CO and CO-N2," J. Chem. Phys., 38:188,1963. 23. I. B. Srivastava, "Mutual Diffusion of Binary Mixtures of Ammonia with He, Ne and Xe," Indian J. Phys., 36:193, 1962. 24. L. E. Boardman and N. E. Wild, "The Diffusion of Pairs of Gases with Molecules of Equal Mass," Proc. Royal Soc. A162:511,1937. 25. L. Waldmann, "Die Temperaturerscheinungen bei der Diffusion in ruhenden Gasen und ihre messtechnische Anwendung," Z. Phys., 124:2, 1947. 26. T. A. Pakurar and J. R. Ferron, "Measurement and Prediction of Diffusivities to 1700°K in Binary Systems Containing Carbon Dioxide," Univ. of Delaware Tech. Rept. DEL-14-P, 1964. 27. J.-W. Yang, "A New Method of Measuring the Mass Diffusion Coefficient and Thermal Diffusion Factor in a Binary Gas System," doctoral dissertation, Univ. of Minnesota, 1966. 28. R. E. Walker, L. Monchick, A. A. Westenberg, and S. Favin, "High Temperature Gaseous Diffusion Experiments and Intermolecular Potential Energy Functions," Planet. Space Sci., 3:221,1961.
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CHAPTER TWO



THERMOPHYSICAL PROPERTIES OF LIQUIDS



TABLE 2.15



Thermophysical Properties of Saturated Water and Steam Liquid



T (°C)



11" 107



~-103



0 10 20 30 40 50 60 70 80 90



17 525 12 992 10 015 7 970 6 513 5 440 4 630 4 005 3 510 3 113



569 586 602 617 630 643 653 662 669 675



100 110 120 130 140 150 160 170 180 190



2 790 2 522 2 300 2 110 1 950 1 810 1 690 1 585 1 493 1 412



200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370



Steam c,



Cp



Pr



17.6 18.2 18.8 19.4 20.1 20.9 21.6 22.3 23.1 23.9



1.864 1.868 1.874 1.883 1.894 1.907 1.924 1.944 1.969 1.999



0.85 0.87 0.88 0.90 0.91 0.92 0.94 0.95 0.96 0.98



121 124 128 132 135 139 142 146 149 153



24.8 25.8 26.7 27.8 28.8 30.0 31.3 32.6 34.1 35.7



2.034 2.075 2.124 2.180 2.245 2.320 2.406 2.504 2.615 2.741



0.99 1.00 1.02 1.04 1.05 1.08 1.09 1.12 1.14 1.17



0.91 0.88 0.86 0.85 0.85 0.84 0.85 0.86 0.89 0.92



156 160 163 167 171 174 178 182 187 193



37.5 39.4 41.5 43.9 46.5 49.5 52.8 56.6 60.9 66.0



2.883 3.043 3.223 3.426 3.656 3.918 4.221 4.574 4.996 5.51



1.20 1.24 1.27 1.30 1.34 1.38 1.42 1.47 1.53 1.61



0.96 1.01 1.09 1.19 1.34 1.62 2.41 8.99



198 205 214 225 238 256 282 335



71.9 79.1 87.8 98.9 113 130 150 183



Pr



TI • 107



4.217 4.193 4.182 4.179 4.179 4.181 4.185 4.190 4.197 4.205



12.99 9.30 6.96 5.40 4.32 3.54 2.97 2.54 2.20 1.94



80.4 84.5 88.5 92.6 96.6 100 105 109 113 117



680 683 685 687 687 686 684 681 676 671



4.216 4.229 4.245 4.263 4.285 4.310 4.339 4.371 4.408 4.449



1.73 1.56 1.43 1.31 1.22 1.14 1.07 1.02 0.97 0.94



1 338 1 273 1 215 1 162 1 114 1 070 1 030 994 961 930



664 657 648 639 629 617 604 589 573 557



4.497 4.551 4.614 4.686 4.770 4.869 4.985 5.13 5.30 5.51



901 865 830 790 748 700 644 564



540 522 503 482 460 435 401 338



5.77 6.12 6.59 7.25 8.27 10.08 14.99 53.9



~-103



6.14 6.96 8.05 9.59 11.92 15.95 26.79 112.9



Viscosity rl (N-s/m2), thermal conductivity ~, (W/m.deg), heat capacity Cp(kJ/kg.deg), Prandtl number Pr. Ref. 2 with permission.



Source"



1.69 1.80 1.96 2.18 2.51 3.14 5.04 20.66
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CHAPTER TWO



TABLE 2.17



Isobaric Specific Heat for Water and Steam at Various Temperatures and Pressures Pressure, bar



T(°C)



0.1



1



10



20



40



60



80



100



0 50 100 120 140 160 180 200 220 240 260 280 300 320 340 350 360 365 370 375 380 385 390 395 400 405 410 415 420 425 430 440 450 460 480 500 520 540 560 580 600 620 640 660 680 700 800



4.218 1.929 1.910 1.913 1.918 1.926 1.933 1.944 1.954 1.964 1.976 1.987 1.999 2.011 2.024 2.030 2.037 2.040 2.043 2.046 2.049 2.052 2.056 2.059 2.062 2.066 2.069 2.072 2.076 2.079 2.082 2.089 2.095 2.102 2.116 2.129 2.142 2.156 2.170 2.184 2.198 2.212 2.226 2.240 2.254 2.268 2.339



4.217 4.181 2.038 2.007 1.984 1.977 1.974 1.975 1.979 1.985 1.993 2.001 2.010 2.021 2.032 2.038 2.044 2.048 2.050 2.053 2.056 2.059 2.061 2.065 2.068 2.071 2.074 2.077 2.080 2.083 2.086 2.093 2.099 2.106 2.119 2.132 2.146 2.159 2.173 2.187 2.200 2.213 2.227 2.241 2.255 2.270 2.341



4.212 4.179 4.214 4.243 4.283 4.337 2.613 2.433 2.316 2.242 2.194 2.163 2.141 2.126 2.122 2.125 2.127 2.128 2.128 2.127 2.127 2.126 2.125 2.125 2.126 2.127 2.128 2.129 2.131 2.132 2.134 2.138 2.141 2.146 2.154 2.164 2.175 2.185 2.197 2.208 2.219 2.230 2.243 2.256 2.270 2.283 2.352



4.207 4.176 4.211 4.240 4.280 4.334 4.403 4.494 2.939 2.674 2.505 2.395 2.321 2.268 2.239 2.235 2.231 2.227 2.222 2.218 2.212 2.207 2.202 2.200 2.197 2.195 2.193 2.192 2.192 2.190 2.190 2.190 2.191 2.192 2.196 2.201 2.208 2.216 2.226 2.233 2.240 2.250 2.260 2.272 2.286 2.299 2.364



4.196 4.172 4.207 4.235 4.275 4.327 4.395 4.483 4.601 4.763 3.582 3.116 2.834 2.649 2.536 2.504 2.478 2.462 2.446 2.428 2.412 2.396 2.381 2.369 2.358 2.349 2.340 2.334 2.327 2.321 2.316 2.307 2.300 2.294 2.286 2.281 2.280 2.280 2.285 2.285 2.287 2.291 2.298 2.307 2.317 2.330 2.389



4.186 4.167 4.202 4.230 4.269 4.320 4.386 4.472 4.586 4.741 4.964 4.514 3.679 3.217 2.943 2.861 2.793 2.759 2.725 2.690 2.657 2.627 2.600 2.575 2.553 2.534 2.517 2.501 2.487 2.474 2.462 2.441 2.424 2.409 2.385 2.368 2.357 2.349 2.349 2.342 2.336 2.334 2.337 2.343 2.352 2.362 2.414



4.176 4.163 4.198 4.226 4.263 4.313 4.378 4.461 4.571 4.720 4.932 5.25 5.31 4.118 3.526 3.350 3.216 3.134 3.072 3.018 2.964 2.913 2.867 2.826 2.789 2.756 2.727 2.700 2.675 2.653 2.632 2.596 2.565 2.538 2.496 2.464 3.441 2.423 2.416 2.401 2.389 2.381 2.379 2.381 2.388 2.398 2.440



4.165 4.158 4.194 4.221 4.258 4.307 4.370 4.450 4.557 4.700 4.902 5.20 5.70 5.79 4.412 4.043 3.769 3.655 3.546 3.446 3.356 3.274 3.201 3.137 3.078 3.025 2.979 2.936 2.898 2.863 2.830 2.773 2.726 2.684 2.618 2.569 2.531 2.502 2.487 2.465 2.445 2.431 2.423 2.421 2.424 2.429 2.465
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Isobaric Specific Heat for Water and Steam at Various Temperatures and Pressures



(Continued) Pressure, bar T (°C)



150



175



200



210



220



225



230



240



0 50 100 120 140 160 180 200 220 240 260 280 300 320 340 350 360 365 370 375 380 385 390 395 400 405 410 415 420 425 430 440 450 460 480 500 520 540 560 580 600 620 640 660 680 700 800



4.141 4.148 4.183 4.209 4.245 4.291 4.350 4.425 4.523 4.653 4.832 5.09 5.50 6.23 8.14 8.68 6.86 6.15 5.69 5.33 5.02 4.750 4.520 4.325 4.155 4.007 3.879 3.764 3.664 3.573 3.491 3.350 3.235 3.138 2.986 2.875 2.791 2.726 2.683 2.638 2.598 2.566 2.542 2.528 2.520 2.518 2.531



4.129 4.142 4.178 4.204 4.238 4.283 4.340 4.413 4.508 4.632 4.801 5.04 5.41 6.05 7.45 9.27 12.57 9.84 8.36 7.40 6.68 6.13 5.68 5.32 5.02 4.770 4.556 4.371 4.211 4.069 4.945 3.734 3.564 3.424 3.210 3.056 2.940 2.852 2.791 2.733 2.682 2.640 2.607 2.585 2.572 2.565 2.564



4.117 4.137 4.173 4.198 4.232 4.276 4.331 4.402 4.492 4.611 4.772 4.997 5.33 5.89 7.01 9.10 11.37 19.72 18.38 12.71 10.19 8.68 7.65 6.90 6.33 5.87 5.50 5.19 4.933 4.711 4.520 4.205 3.959 3.761 3.465 3.257 3.104 2.989 2.906 2.833 2.770 2.717 2.675 2.644 2.625 2.613 2.598



4.113 4.135 4.171 4.196 4.229 4.273 4.328 4.397 4.486 4.603 4.760 4.979 5.31 5.84 6.87 7.81 10.18 13.77 75.67 19.03 13.14 10.49 8.90 7.83 7.06 6.46 5.99 5.61 5.29 5.02 4.795 4.424 4.139 3.912 3.576 3.343 3.174 3.046 2.954 2.875 2.807 2.709 2.703 2.669 2.646 2.632 2.611



4.108 4.133 4.169 4.194 4.227 4.270 4.324 4.393 4.481 4.595 4.749 4.963 5.28 5.79 6.74 7.56 9.40 11.62 18.38 52.7 19.19 13.38 10.68 9.06 7.97 7.18 6.57 6.09 5.70 5.37 5.10 4.664 4.333 4.074 3.695 3.434 3.247 3.106 3.003 2.918 2.844 2.781 2.731 2.694 2.669 2.652 2.625



4.106 4.132 4.168 4.193 4.226 4.268 4.322 4.390 4.478 4.591 4.744 4.955 5.26 5.76 6.68 7.45 9.10 10.94 15.56 81.49 25.71 15.62 11.88 9.84 8.53 7.60 6.90 6.36 5.92 5.56 5.26 4.791 4.435 4.159 3.756 3.481 3.284 3.136 3.028 2.939 2.863 2.798 2.746 2.707 2.680 2.662 2.632



4.103 4.131 4.167 4.192 4.224 4.267 4.320 4.388 4.475 4.588 4.738 4.947 5.25 5.74 6.63 7.35 8.84 10.40 13.84 29.52 40.95 18.88 13.42 10.77 9.16 8.06 7.26 6.65 6.16 5.77 5.44 4.927 4.544 4.247 3.819 3.529 3.322 3.167 3.054 2.961 2.882 2.814 2.760 2.719 2.691 2.672 2.639



4.099 4.129 4.165 4.189 4.222 4.264 4.317 4.384 4.469 4.580 4.728 4.931 5.23 5.69 6.53 7.17 8.41 9.58 11.79 17.44 68.4 33.4 18.21 13.29 10.76 9.20 8.12 7.32 6.71 6.22 5.83 5.22 4.77 4.43 3.95 3.63 3.40 3.23 3.10 3.01 2.92 2.85 2.79 2.75 2.71 2.69 2.65
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TABLE 2.17



Isobaric Specific Heat for Water and Steam at Various Temperatures and Pressures



(Continued) Pressure, bar T (°C)



250



270



300



400



500



600



800



1000



0 50 100 120 140 160 180 200 220 240 260 280 300 320 340 350 360 365 370 375 380 385 390 395 400 405 410 415 420 425 430 440 450 460 480 500 520 540 560 580 600 620 640 660 680 700 800



4.095 4.127 4.163 4.187 4.220 4.261 4.313 4.379 4.464 4.572 4.717 4.916 5.20 5.65 6.43 7.02 8.07 8.99 10.56 13.76 23.37 73.1 28.04 17.31 13.02 10.67 9.17 8.12 7.35 6.74 6.26 5.54 5.02 4.631 4.089 3.731 3.481 3.295 3.158 3.051 2.960 2.882 2.819 2.771 2.736 2.713 2.666



4.086 4.123 4.159 4.183 4.215 4.255 4.306 4.371 4.452 4.558 4.697 4.886 5.16 5.57 6.27 6.76 7.56 8.18 9.12 10.67 13.51 20.07 38.02 33.71 21.11 15.32 12.22 10.30 8.99 8.04 7.32 6.28 5.58 5.08 4.389 3.951 3.650 3.431 3.268 3.144 3.040 2.952 2.880 2.824 2.783 2.755 2.694



4.073 4.117 1.153 4.177 4.208 4.247 4.296 4.358 4.437 4.537 4.669 4.845 5.09 5.46 6.07 6.45 7.03 7.43 7.98 8.76 9.90 11.68 14.60 19.68 25.71 24.85 19.59 15.45 12.70 10.83 9.49 7.73 6.62 5.87 4.902 4.316 3.926 3.650 3.442 3.290 3.165 3.060 2.974 2.906 2.855 2.819 2.736



4.032 4.098 4.135 4.156 4.185 4.220 4.265 4.319 4.388 4.474 4.584 4.728 4.920 5.19 5.60 5.81 6.10 6.27 6.48 6.70 6.97 7.30 7.71 8.19 8.78 9.47 10.25 11.12 12.00 12.73 13.13 12.54 10.89 9.28 7.08 5.81 5.02 4.487 4.095 3.823 3.614 3.446 3.308 3.197 3.110 3.044 2.879



3.993 4.080 4.117 4.137 4.163 4.196 4.235 4.284 4.344 4.419 4.514 4.633 4.788 4.996 5.30 5.45 5.64 5.73 5.84 5.96 6.10 6.26 6.43 6.61 6.81 7.04 7.29 7.57 7.87 8.18 8.50 9.08 9.48 9.52 8.55 7.20 6.13 5.37 4.796 4.387 4.082 3.845 3.654 3.500 3.376 3.279 3.024



3.956 4.064 4.100 4.119 4.143 4.172 4.208 4.252 4.305 4.371 4.453 4.555 4.683 4.848 5.08 5.20 5.34 5.40 5.47 5.56 5.65 5.75 5.84 5.94 6.05 6.16 6.27 6.40 6.54 6.69 6.84 7.17 7.47 7.71 7.87 7.48 6.76 6.03 5.38 5.890 4.510 4.216 3.981 3.791 3.637 3.513 3.168



3.882 4.035 4.068 4.085 4.105 4.130 4.159 4.195 4.237 4.290 4.354 4.432 4.524 4.633 4.766 4.871 4.954 4.987 5.03 5.08 5.14 5.20 5.25 5.30 5.34 5.38 5.42 5.46 5.51 5.56 5.61 5.72 5.84 5.97 6.19 6.31 6.28 6.10 5.75 5.39 5.03 4.724 4.465 4.249 4.068 3.916 3.441



3.800 4.010 4.039 4.054 4.071 4.092 4.116 4.145 4.180 4.223 4.276 4.340 4.411 4.485 4.552 4.663 4.719 4.737 4.764 4.802 4.843 4.884 4.919 4.949 4.974 4.996 5.02 5.04 5.06 5.08 5.10 5.15 5.20 5.26 5.40 5.51 5.58 5.56 5.43 5.28 5.08 4.871 4.669 4.485 4.322 4.178 3.669



Source:



Ref. 2 with permission.
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TABLE 2.18 Dynamic Viscosity [11 • 107 (N's/m2)] of Water and Steam at Various Temperatures and Pressures



Pressure, bar r (°C)



1



0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370 380 390 400 410 420 430 440 450 460 470 480 490



17,525 12,992 10,015 7,971 6,513 5,441 4,630 4,004 3,509 3,113 121 125 129 133 137 141 146 150 154 158 162 166 170 174 178 182 186 190 194 198 202 207 211 215 219 223 227 231 235 239 243 247 251 255 260 264 268 272 276 280



20 17,514 12,986 10,013 7,970 6,514 5,443 4,633 4,007 3,513 3,116 2,793 2,526 2,303 2,114 1,953 1,814 1,693 1,588 1,495 1,413 1,339 1,275 164 169 174 179 183 188 193 197 202 206 211 216 220 225 229 233 238 242 246 250 254 258 262 266 270 274 278 282



40 17,502 12,980 10,010 7,970 6,515 5,445 4,636 4,010 3,516 3,120 2,797 2,530 2,307 2,118 1,957 1,818 1,698 1,592 1,500 1,417 1,343 1,278 1,218 1,164 1,115 1,070 180 185 191 196 201 206 211 216 222 227 231 236 240 244 248 252 256 260 264 268 272 276 280 284



60 17,491 12,975 10,008 7,970 6,516 5,447 6,638 4,013 3,520 3,124 2,801 2,534 2,311 2,123 1,962 1,823 1,702 1,597 1,504 1,422 1,348 1,282 1,223 1,169 1,120 1,075 1,033 995 189 194 200 206 212 218 224 229 234 239 243 247 251 255 259 263 267 270 274 278 282 286



80 17,480 12,969 10,005 7,970 6,517 5,449 4,641 4,016 3,523 3,128 2,805 2,538 2,315 2,127 1,966 1,827 1,707 1,601 1,509 1,426 1,353 1,287 1,228 1,174 1,125 1,080 1,039 1,000 964 931 199 206 212 219 226 232 237 243 246 250 254 258 262 266 269 273 277 281 285 289



100 17,468 12,963 10,003 7,969 6,519 5,451 4,644 4,019 3,527 3,131 2,809 2,542 2,319 2,131 1,970 1,832 1,711 1,606 1,513 1,431 1,358 1,292 1,232 1,179 1,129 1,084 1,043 1,005 969 936 904 866 213 221 229 236 241 246 250 254 258 261 265 269 272 276 280 284 288 291



150 17,439 12,948 9,997 7,968 6,521 5,456 4,650 4,027 3,535 3,141 2,819 2,552 2,330 2,142 1,981 1,843 1,722 1,617 1,525 1,442 1,369 1,303 1,244 1,190 1,141 1,096 1,055 1,017 981 948 917 881 843 800 749 248 255 259 263 266 268 272 275 278 281 285 288 292 295 299



200 17,411 12,934 9,991 7,968 6,524 5,461 4,657 4,036 3,544 3,150 2,828 2,563 2,340 2,152 1,992 1,854 1,734 1,628 1,536 1,454 1,381 1,315 1,256 1,202 1,153 1,108 1,067 1,029 993 960 929 895 859 820 777 727 661 298 288 286 286 287 288 290 293 296 298 301 304 308



210 17,405 12,931 9,990 7,968 6,525 5,462 4,658 4,038 3,546 3,152 2,830 2,565 2,342 2,154 1,994 1,856 1,736 1,631 1,538 1,456 1,383 1,317 1,258 1,204 1,156 1,111 1,069 1,031 996 963 932 898 862 824 782 734 673 335 297 292 290 291 292 294 296 298 301 304 307 310
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CHAPTERTWO TABLE 2.18 Dynamic Viscosity [11 • 107 (N's/m2)] of Water and Steam at Various Temperatures and Pressures (Continued) Pressure, bar T (°C) 500 520 540 560 580 600 620 640 660 680 700



1 284 292 300 308 316 325 333 341 349 357 365



T (°C)



220



0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370



17,399 12,928 9,988 7,967 6,225 5,463 4,660 4,038 3,548 3,154 2,832 2,567 2,344 2,157 1,996 1,858 1,738 1,633 1,540 1,458 1,385 1,320 1,261 1,207 1,158 1,113 1,072 1,034 998 965 934 901 865 827 786 740 683 596



20 286 294 302 310 318 326 334 342 351 359 367 230 17,394 12,925 9,987 7,967 6,526 5,464 4,661 4,040 3,549 3,155 2,834 2,569 2,347 2,159 1,998 1,860 1,740 1,635 1,543 1,461 1,388 1,322 1,263 1,209 1,160 1,116 1,074 1,036 1,001 968 937 904 868 831 790 745 692 617



40 288 296 304 312 320 328 336 344 352 360 368 240 17,388 12,922 9,986 7,967 6,526 5,465 4,662 4,041 3,551 3,157 2,836 2,571 2,349 2,161 2,000 1,862 1,742 1,637 1,545 1,463 1,390 1,324 1,265 1,212 1,163 1,118 1,077 1,038 1,003 970 939 906 871 834 794 751 700 633



60 290 298 306 314 322 330 338 346 354 362 370 250 17,382 12,919 9,985 7,967 6,527 5,466 4,664 4,043 3,553 3,159 2,838 2,573 2,351 2,163 2,003 1,865 1,745 1,640 1,547 1,465 1,392 1,327 1,268 1,214 1,165 1,120 1,079 1,041 1,006 972 941 909 874 837 798 756 707 646



80 293 301 308 316 324 332 340 348 356 364 372 300 17,353 12,905 9,979 7,966 6,529 5,471 4,670 4,051 3,561 3,168 2,848 2,583 2,361 2,174 2,013 1,876 1,756 1,651 1,559 1,477 1,404 1,338 1,279 1,226 1,177 1,132 1,091 1,053 1,018 985 954 922 888 853 817 779 738 692



100 295 303 311 319 326 334 342 350 358 366 374 400 17,296 12,875 9,967 7,965 6,535 5,481 4,684 4,066 3,579 3,187 2,867 2,603 2,382 2,195 2,035 1,898 1,778 1,674 1,581 1,500 1,427 1,362 1,303 1,249 1,201 1,156 1,115 1,077 1,042 1,009 978 948 915 881 848 815 781 746



150 302 310 317 325 332 340 348 355 363 371 378 500 17,239 12,846 9,954 7,963 6,540 5,491 4,697 4,082 3,596 3,206 2,887 2,623 2,403 2,216 2,057 1,920 1,800 1,696 1,604 1,523 1,450 1,385 1,326 1,273 1,225 1,180 1,140 1,102 1,067 1,034 1,004 972 940 908 876 845 814 784



200 311 318 324 332 339 346 353 361 368 376 384 600 17,182 12,817 9,942 7,962 6,546 5,502 4,711 4,098 3,614 3,224 2,906 2,644 2,424 2,237 2,078 1,941 1,822 1,718 1,627 1,546 1,473 1,408 1,350 1,297 1,248 1,204 1,164 1,126 1,091 1,059 1,028 997 964 932 901 871 842 813



210 313 320 326 333 340 347 355 362 370 377 385 800 17,067 12,759 9,918 7,959 6,557 5,522 4,737 4,129 3,648 3,261 2,945 2,684 2,465 2,280 2,122 1,985 1,867 1,763 1,672 1,591 1,519 1,455 1,397 1,344 1,296 1,252 1,212 1,175 1,140 1,108 1,078 1,045 1,012 980 949 920 891 864
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TABLE 2.18 Dynamic Viscosity [rl • 107 (N's/m2)] of Water and Steam at Various Temperatures and Pressures (Continued) Pressure, bar T (°C) 380 390 400 410 420 430 440 450 460 470 480 490 500 520 540 560 580 600 620 640 660 680 700



220 311 300 296 295 296 297 299 301 303 306 309 312 315 321 328 335 342 349 356 363 371 378 386



230



240



340 310 303 300 300 300 302 304 306 308 311 314 317 323 330 336 343 350 357 365 372 379 387



250



468 324 311 306 304 304 305 307 309 311 313 316 319 325 331 338 345 352 359 366 373 380 388



300



537 348 321 313 310 309 309 310 312 314 316 318 321 327 333 340 346 353 360 367 374 382 389



400



630 561 458 380 352 340 334 331 330 330 331 332 334 338 343 348 354 361 367 374 381 388 395



500



703 667 627 580 529 479 438 411 394 383 376 371 369 367 368 370 374 379 384 389 395 401 408



600



748 721 692 660 626 591 555 521 495 466 446 432 421 408 402 399 399 401 404 408 412 418 422



783 759 735 710 683 656 628 599 572 546 522 502 485 460 444 435 430 428 428 429 432 435 439



800 840 817 797 777 758 737 716 695 674 654 633 614 596 563 537 516 502 491 484 480 477 477 478



Source: Ref. 2 with permission.



TABLE 2.19 Thermal Conductivity [~.. 103 (W/m.deg)] of Water and Steam at Various Temperatures and Pressures Pressure, bar T (°C)



1



0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170



569 588 603 617 630 643 653 662 669 675 24.5 25.2 26.0 26.9 27.7 28.6 29.5 30.4



20



40



60



80



570 589 605 620 633 645 655 664 671 677 682 686 688 689 689 688 685 682



572 590 607 622 635 647 657 665 673 679 684 687 689 690 690 689 687 683



574 592 608 623 637 648 658 667 674 680 685 688 691 692 692 690 688 685



575 594 610 625 638 650 660 668 676 682 686 690 692 693 693 692 690 686



100 577 595 612 627 640 651 661 670 677 683 688 691 693 694 694 693 691 688



150 581 599 616 631 644 655 665 674 681 687 691 694 697 698 698 696 694 691



200 585 603 620 634 648 659 669 677 684 690 694 698 700 701 701 700 698 695
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TABLE 2.19 Thermal Conductivity [k. 103 (W/m.deg)] of Water and Steam at Various Temperatures and Pressures (Continued) Pressure, bar T (°C)



20



40



60



80



100



150



200



180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370 380 390 400 410 420 430 440 450 460 470 480 490 500 520 540 560 580 600 620 640 660 680 700



31.3 32.2 33.1 34.1 35.1 36.1 37.1 38.1 39.1 40.1 41.2 42.3 43.3 44.4 45.5 46.7 47.8 49.0 50.1 51.3 52.5 53.6 54.8 56.0 57.3 58.5 59.7 61.0 62.2 63.5 64.8 66.0 67.3 69.9 72.5 75.2 77.8 80.5 83.2 85.9 88.7 91.4 94.2



677 672 665 657 40.0 40.3 40.8 41.4 42.1 42.9 43.8 44.7 45.7 46.7 47.7 48.8 49.9 51.0 52.1 53.2 54.4 55.5 56.7 57.9 59.1 60.3 61.5 62.8 64.0 65.3 66.5 67.8 69.1 71.7 74.3 76.9 79.6 82.3 85.0 87.7 90.4 93.1 95.9



679 673 667 659 650 640 629 616 48.9 48.7 48.8 49.1 49.6 50.3 51.0 51.8 52.7 53.7 54.7 55.7 56.7 57.8 58.9 60.1 61.2 62.4 63.6 64.8 66.0 67.2 68.5 69.7 71.0 73.5 76.1 78.7 81.4 84.1 86.7 89.5 92.2 94.9 97.7



680 675 668 661 652 643 632 619 606 590 58.1 56.8 56.1 55.8 55.9 56.2 56.7 57.3 58.0 58.8 59.7 60.6 61.6 62.6 63.7 64.8 65.9 67.0 68.2 69.4 70.6 71.8 73.0 75.5 78.1 80.6 83.3 85.9 88.6 91.3 94.0 96.7 99.5



682 677 670 663 654 645 634 622 609 594 578 560 66.9 64.7 63.3 62.5 62.1 62.1 62.3 62.7 63.3 64.0 64.7 65.6 66.5 67.5 68.5 69.5 70.6 71.7 72.9 74.0 75.2 77.6 80.1 82.7 85.2 87.8 90.5 93.2 95.8 98.5 101



683 678 672 665 656 647 637 625 612 598 582 565 545 523 75.2 72.0 69.9 68.8 68.1 67.8 67.8 68.1 68.6 69.1 69.8 70.6 71.4 72.4 73.3 74.3 75.4 76.5 77.6 79.9 82.3 84.7 87.3 89.8 92.4 95.1 97.7 100 103



687 682 676 670 662 653 643 632 620 607 593 577 559 539 516 491 462 104 94.8 89.3 85.9 83.6 82.2 81.2 80.8 80.6 80.6 81.0 81.5 82.0 82.7 83.5 84.3 86.2 88.2 90.4 92.7 95.1 97.6 100 103 105 108



691 686 681 674 667 658 649 639 628 616 602 587 571 553 532 509 483 454 420 163 129 115 107 102 98.3 95.7 94.1 93.3 92.4 92.1 92.1 92.2 92.6 93.7 95.2 96.9 98.8 101 103 105 108 110 113



T (°C)



210



220



230



240



250



300



400



500



0 10 20 30 40 50 60 70



1



586 604 620 635 648 660 670 678



586 605 621 636 649 660 670 679



587 606 622 637 650 661 671 679



588 606 623 637 650 662 672 680



589 607 623 638 651 662 672 681



592 611 627 642 654 666 676 684



599 617 634 648 661 672 682 690



606 624 640 654 666 678 687 695
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TABLE 2.19 Thermal Conductivity [~.. 10 3 (W/m.deg)] of Water and Steam at Various Temperatures and Pressures (Continued) .....



Pressure, bar T (°C)



210



220



230



240



250



300



400



500



80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330 340 350 360 370 380 390 400 410 420 430 440 450 460 470 480 490 500 520 540 560 580 600 620 640 660 680 700



685 691 695 698 700 702 701 700 698 696 692 687 681 675 668 660 650 640 630 617 604 590 573 555 535 513 488 458 425 206 147 126 115 108 103 99.8 97.6 96.0 95.0 94.5 94.2 94.2 94.4 95.3 96.6 98.3 100 102 104 106 109 111 114



686 691 696 699 701 702 702 701 699 696 692 688 682 676 669 661 652 642 631 619 606 592 576 558 538 516 491 463 430 392 170 140 124 114 108 104 101 99.2 97.9 97.0 96.5 96.4 96.4 97.1 98.2 99.7 101 103 105 108 110 112 115



686 692 696 700 702 703 703 702 700 697 693 688 683 677 670 662 653 643 632 621 608 594 578 561 541 520 495 467 435 385 185 150 134 124 116 109 105 103 101 99.7 99.0 98.7 98.5 98.9 99.8 101 103 105 107 109 111 113 116



687 693 697 700 702 703 703 702 700 698 694 689 684 678 671 663 654 644 634 622 609 595 580 563 544 523 499 472 440 396 269 165 144 132 123 116 110 106 104 103 102 101 101 101 102 103 104 106 108 110 112 115 117



688 693 698 701 703 704 704 703 701 698 695 690 685 678 672 664 655 646 635 624 611 597 582 566 547 526 503 476 445 406 322 188 156 141 130 122 116 111 108 106 104 103 103 103 103 104 106 107 109 111 113 116 118



691 696 701 704 706 707 707 706 705 702 698 694 689 683 676 669 660 651 642 631 619 606 592 577 560 541 520 496 468 437 398 338 262 206 177 160 148 139 131 125 120 118 116 113 112 112 113 114 116 117 119 121 124



697 702 707 710 712 714 714 713 711 709 706 702 697 691 685 678 670 662 653 643 633 622 609 596 582 566 548 529 504 479 453 423 388 348 307 271 241 217 198 184 172 163 155 142 136 133 131 130 130 131 132 133 135



702 708 713 716 718 720 720 720 718 716 713 709 704 699 693 686 679 671 663 653 643 633 622 610 597 583 568 552 537 514 490 465 439 411 382 352 323 297 274 253 236 220 207 186 170 159 153 149 147 147 146 147 148



Sourc~



Ref. 2 with permission.
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TABLE 2.20 T(°C)



o



T(°C)



o



T(°C)



o



T(°C)



o



0 10 20 30 40 50 60 70 80 90 100 110 120



75.50 74.40 72.88 71.20 69.48 67.77 66.07 64.36 62.69 60.79 58.91 56.97 54.96



130 140 150 160 170 180 190 200 210 220 230 240 250



52.90 50.79 48.68 46.51 44.38 42.19 40.00 37.77 35.51 33.21 30.88 28.52 26.13



260 270 280 290 300 310 320 330 340 350 355 360 361



23.73 21.33 18.94 16.60 14.29 12.04 9.84 7.69 5.61 3.64 2.71 1.85 1.68



362 363 364 365 366 367 368 369 370 371 372 373 374.15



1.53 1.37 1.22 1.07 0.93 0.79 0.66 0.54 0.42 0.31 0.20 0.10 0



Source:



TABLE 2.21



Surface Tension [o (dynes/cm)] of Water in Air



Ref. 2 with permission.



Surface Tension (N/m) of Various Liquids T(K)



Substance



250



260



270



280



290



300



320



340



360



380



400



Acetone Benzene Bromine Butane Chlorine Decane Diphenyl Ethane Ethanol Ethylene Heptane Hexane Methanol Nonane Octane Pentane Propane Propanol Propylene R 12 Toluene Water



0.0292 -0.047 0.0176 0.0243 0.0278 . 0.0061 -0.0033 0.0242 0.0230 0.0266 0.0270 0.0256 0.0210 0.0128 0.0274 0.0132 0.0147 0.0345 ~



0.0280 -0.046 0.0164 0.0227 0.0269 . . 0.0049 -0.0020 0.0233 0.0219 0.0257 0.0261 0.0247 0.0198 0.0114 0.0266 0.0119 0.0134 0.0330 ~



0.0267 0.0321 0.045 0.0152 0.0212 0.0260 . 0.0037 0.0247 0.0009 0.0224 0.0207 0.0248 0.0251 0.0237 0.0186 0.0101 0.0258 0.0105 0.0121 0.0315



0.0254 0.0307 0.044 0.0140 0.0197 0.0251



0.0241 0.0293 0.0425 0.0128 0.0182 0.0241



0.0178 0.0228 0.035 0.0069 0.0107 0.0196 0.0362 . . 0.0186



0.016 0.0204 0.032 0.0049 0.0079 0.0178 0.0338 . 0.0167 . 0.0137 0.0116 0.0169 0.0167 0.0155 0.0088 0.0007 0.0182 0.0005 ~ 0.0205 0.0615



0.012 0.0156 0.027 0.0016 0.0037 0.0145 0.0295



0.0015 0.0231 . 0.0204 0.0187 0.0229 0.0232 0.0219 0.0164 0.0076 0.0241 0.0077 0.0095 0.0288 0.0733



0.0203 0.0253 0.038 0.0092 0.0137 0.0215 0.0388 . 0.0204



0.014 0.0180 0.030 0.0031 0.0051 0.0161 0.0316



0.0026 0.0239 0.0002 0.0214 0.0198 0.0238 0.0242 0.0228 0.0175 0.0088 0.0249 0.0090 0.0108 0.0301 0.0747



0.0229 0.0279 0.041 0.0116 0.0167 0.0233 0.0416 0.0007 0.0222 . 0.0194 0.0176 0.0221 0.0223 0.0210 0.0153 0.0064 0.0232 0.0064 0.0082 0.0275 0.0717



0.0148



0.0126



0.0118 0.0096 0.0150 0.0148 0.0138 0.0069 ~ 0.0168



0.0100 0.0077 0.0129 0.0129 0.0123 0.0053 m 0.0155



~ 0.0185 0.0576



0.0165 0.0536



TABLE 2.22



.



.



. 0.0175 0.0154 0.0204 0.0204 0.0191 0.0131 0.0043 0.0214 0.0041 0.0057 0.0251 0.0685



. 0.0156 0.0134 0.0187 0.0186 0.0173 0.0108 0.0025 0.0198 0.0022 0.0034 0.0227 0.0651



.



Isobaric Expansion Coefficient of Water ([3) at one bar



T (°C)



~ x 104 (l/K)



T (°C)



~ X 10 4 (l/K)



T (°C)



~ × 104 (l/K)



r (°C)



~ × 104 (l/K)



10 15 20 25 30



0.883 1.51 2.08 2.59 3.05



35 40 45 50 55



3.47 3.86 4.23 4.57 4.90



60 65 70 75 80



5.22 5.53 5.82 6.12 6.40



85 90 95 99.63



6.69 6.96 7.22 7.46



Calculated from data in Ref. 7.
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Thermal Conductivity of Seawater (mW/m K) at Various Temperatures and Salinities Salinity, g/kg



T (°C)



0



10



20



30



35*



40



50



60



70



80



90



100



110



120



130



140



150



0 10 20 30 40



572 589 604 618 630



570 587 603 617 629



569 586 602 616 629



567 584 600 615 628



566 584 600 614 628



565 583 599 614 627



563 581 598 613 626



562 580 597 612 626



560 578 595 611 625



558 577 594 609 624



556 575 592 608 623



554 573 591 607 622



552 571 589 606 621



550 570 588 604 620



548 568 586 603 618



546 566 585 602 617



544 564 583 600 616



50 60 70 80 90



641 651 659 666 672



641 651 659 666 672



640 650 659 667 673



640 650 659 667 673



639 650 659 667 673



639 650 659 667 674



639 649 659 667 674



638 649 659 667 674



637 649 658 667 674



637 648 658 667 675



636 648 658 667 675



635 647 658 667 675



634 646 657 667 675



633 646 657 666 675



632 645 656 666 675



631 644 656 666 675



630 644 655 666 675



100 110 120 130 140



676 680 682 683 684



677 681 683 685 685



678 682 684 686 687



678 683 685 687 688



679 683 686 688 689



679 683 686 688 689



680 684 687 690 691



680 685 688 691 692



681 685 689 692 693



681 686 690 693 694



681 687 691 694 696



682 687 691 695 697



682 688 692 695 698



682 688 693 696 699



682 688 693 697 700



682 689 694 698 701



683 689 694 699 702



150 160 170 180



683 681 678 674



684 683 680 676



686 684 682 678



688 686 684 680



688 687 685 681



689 688 686 682



691 690 687 684



692 691 689 686



694 693 691 686



695 694 693 690



696 696 694 692



698 697 696 694



699 699 698 695



700 700 699 697



701 701 701 699



702 703 702 700



703 704 704 702



110



120



130



140



150



* "Normal" seawater. Re~3 with permission.



Source.



TABLE 2.26



Prandtl Number of Seawater at Various Temperatures and Salinities Salinity, g/kg



T(°C)



0



10



20



30



0 10 20 30 40



13.1 9.29 6.95 5.40 4.33



13.1 9.35 6.99 5.45 4.38



13.1 9.39 7.04 5.49 4.41



13.2 9.46 7.11 5.54 4.46



50 60 70 80 90



3.56 2.99 2.57 2.23 1.97



3.60 3.03 2.60 2.26 2.00



3.64 3.06 2.63 2.29 2.02



3.68 3.10 2.66 2.32 2.05



3.71 3.12 2.68 2.34 2.06



3.73 3.14 2.70 2.35 2.08



3.77 3.19 2.74 2.39 2.11



3.83 3.24 2.78 2.42 2.14



3.89 3.28 2.82 2.46 2.18



3.95 3.34 2.87 2.50 2.21



4.02 3.40 2.92 2.55 2.25



4.10 3.47 2.98 2.60 2.29



4.18 3.54 3.04 2.65 2.34



4.28 3.61 3.11 2.71 2.39



4.38 3.69 3.18 2.77 2.44



4.48 3.78 3.25 2.83 2.50



4.60 3.88 3.33 2.90 2.56



100 110 120 130 140



1.75 1.59 1.44 1.33 1.23



1.78 1.61 1.47 1.35 1.24



1.80 1.63 1.49 1.37 1.26



1.83 1.65 1.51 1.38 1.28



1.84 1.66 1.51 1.39 1.29



1.86 1.68 1.53 1.40 1.30



1.88 1.70 1.55 1.42 1.31



1.92 1.73 1.57 1.44 1.33



1.94 1.75 1.60 1.46 1.35



1.98 1.78 1.62 1.49 1.37



2.01 1.81 1.65 1.51 1.39



2.05 1.84 1.68 1.54 1.42



2.09 1.88 1.71 1.57 1.44



2.13 1.92 1.75 1.60 1.47



2.18 1.96 1.78 1.63 1.50



2.23 2.00 1.82 1.66 1.53



2.28 2.05 1.86 1.70 1.56



150 160 170 180



1.14 1.08 1.01 0.959



1.16 1.08 1.03 0.975



1.18 1.10 1.04 0.983



1.19 1.11 1.05 0.997



1.20 1.12 1.06 1.00



1.21 1.13 1.06 1.00



1.22 1.14 1.07 1.02



1.24 1.16 1.09 1.03



1.26 1.17 1.10 1.04



1.27 1.19 1.12 1.06



1.30 1.21 1.13 1.07



1.32 1.23 1.16 1.09



1.34 1.25 1.17 1.10



1.36 1.28 1.20 1.13



1.39 1.30 1.22 1.14



1.42 1.32 1.24 1.17



1.45 1.35 1.26 1.19



* "Normal" seawater. Ref. 3 with permission.



Source



35*



40



50



60



70



80



90



100



13.2 13.3 13.4 13.5 13.6 13.8 14.0 14.3 14.5 14.8 15.2 15.5 16.0 9.49 9.53 9.62 9.72 9.84 9.97 10.1 10.3 10.5 10.7 11.0 11.2 11.6 7.13 7.17 7.24 7.33 7.43 7.53 7.67 7.80 7.96 8.13 8.32 8.52 8.76 5.58 5.60 5.67 5.74 5.82 5.92 6.01 6.12 6.24 6.39 6.54 6.69 6.88 4.48 4.51 4.57 4.63 4.70 4.78 4.86 4.95 5.05 5.16 5.28 5.42 5.56
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CHAPTER TWO



TABLE 2.29



Thermophysical Properties of Liquid Metals



Composition



Melting point (K)



Bismuth



544



Lead



600



Potassium



337



Sodium



371



NaK (45 %/55 %)



292



NaK (22%/78%)



262



PbBi (44.5%/55.5%)



398



T (K)



9 (kg/m 3)



cp (kJ/kg.K)



589 811 1033 644 755 977 422 700 977 366 644 977 366 644 977 366 672 1033 422 644 922



10,011 9,739 9,467 10,540 10,412 10,140 807.3 741.7 674.4 929.1 860.2 778.5 887.4 821.7 740.1 849.0 775.3 690.4 10,524 10,236 9,835



0.1444 0.1545 0.1645 0.159 0.155 m 0.80 0.75 0.75 1.38 1.30 1.26 1.130 1.055 1.043 0.946 0.879 0.883 0.147 0.147 ~



(m2/s)



k (W/m.K)



(x. 105 (m2/s)



1.617 1.133 0.8343 2.276 1.849 1.347 4.608 2.397 1.905 7.516 3.270 2.285 6.522 2.871 2.174 5.797 2.666 2.118 m 1.496 1.171



16.4 15.6 15.6 16.1 15.6 14.9 45.0 39.5 33.1 86.2 72.3 59.7 25.6 27.5 28.9 24.4 26.7 -9.05 11.86 ~



0.138 1.035 1.001 1.084 1.223 -6.99 7.07 6.55 6.71 6.48 6.12 2.552 3.17 3.74 3.05 3.92 ~ 0.586 0.790 ~



V" 10 7



Pr 0.0142 0.0110 0.0083 0.024 0.017 0.0066 0.0034 0.0029 0.011 0.0051 0.0037 0.026 0.0091 0.0058 0.019 0.0068



0.189



Adapted from Liquid Materials Handbook, 23rd ed., the Atomic Energy Commission, Department of the Navy, Washington, DC, 1952.



THERMOPHYSICAL PROPERTIES OF SOLIDS TABLE 2.30



Density of Selected Elements (kg/m 3) Symbol



T (K)



A1



Sb*



Ba



Be*



Bi*



Cd*



Ca



50 100 150 200 250



2736 2732 2726 2719 2710



6734 6726 6716 6706 6695



3650 3640 3630 3620 3610



1863 1862 1861 1860 1858



9880 9870 9850 9830 9810



8830 8800 8760 8720 8680



1572 1568 1563 1559 1554



300 400 500 600 800



2701 2681 2661 2639 2591



6685 6662 6638 6615 6569



3600 3580 3555 3530



1855 1848 1840 1831 1812



9790 9750 9710



8640 8560 8470 8010 7805



1550 1539 1528 1517



1000 1200 1400 1600 1800



2365 2305 2255



6431 6307 6170



1790 1768 1744



7590



Ce



Cs 1962 1944 1926 1907 1887



6860 6850 6840 6820 6790



!866 1781 1723 1666 1552



6760



1438 1311 1182



2000 * Polycrystalline form tabulated. Above the horizontal line the condensed phase is solid; below, it is liquid. *Hysteresis effect present.
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TABLE 2.30
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Density of Selected Elements (kg/m 3) (Continued) Symbol



T (K)



Cr



Cu



Co



Dy*



Er



Eu*



50 100 150 200 250



7160 7155 7150 7145 7140



9019 9009 8992 8973 8951



8925 8919 8905 8892 8876



8578 8579 8581 8580 8567



9120 9105 9090 9080 9070



300 400 500 600 800



7135 7120 7110 7080 7040



8930 8884 8837 8787 8686



8860 8823 8784 8744 8642



8554 8530 8507 8484 8431



9060 9030 9000 8970 8910



1000 1200 1400 1600 1800



7000 6945 6890 6830 6760



8568 8458 7920 7750 7600



8561 8475



8377



8840 8740



7630



2000



6700



7460



7410



Gd*



Ga



Ge



7966 7960 7954 7949 t 5240 5190 5155 5127



Au



Hf



5363 5358 5353 5348 5344



19,490 19,460 19,420 19,380 19,340



13,350 13,340 13,330 13,320 13,310



t t 7926 7907 7866



5910 6010 5946 5880 5770



5340 5330 5320 5310 5290



19,300 19,210 19,130 19,040 18,860



13,300 13,275 13,250 13,220 13,170



7818 7754



5650 5540 5420



5265 5240



18,660 18,440 17,230 16,950



13,110 13,050



Ho



In*



Ir



Fe



La*



Pb



Li



Lu*



Mg



Mo



50 100 150 200 250



8820 8815 8810 8800 8790



7460 7430 7400 7370 7340



22,600 22,580 22,560 22,540 22,520



7910 7900 7890 7880 7870



6203 6200 6196 6193 6190



11,570 11,520 11,470 11,430 11,380



547 546 543 541 537



9830 9840 9840 9850 9840



1765 1762 1757 1752 1746



10,260 10,260 10,250 10,250 10,250



300 400 500 600 800



8780 8755 8730 8700 8650



7310 7230 6980 6810



22,500 22,450 22,410 22,360 22,250



7860 7830 7800 7760 7690



6187 6180 6160 6170 6140



11,330 11,230 11,130 11,010 10,430



533 526 492 482 462



9830 9800 9770 9740 9660



1740 1736 1731 1726 1715



10,240 10,220 10,210 10,190 10,160



1000 1200 1400 1600 1800



8600



22,140 22,030 21,920 21,790 21,660



7650 7620 7520 7420 7320



6160



10,190 9,940



442 442 402 381 361



9580 9500



1517 1409



10,120 10,080 10,040 10,000 9,950



21,510



7030



2000



341



9,900



Ni



Nb



Os



Pd



Pt



Pu



K



50 100 150 200 250



8960 8960 8940 8930 8910



8610 8600 8590 8580 8570



22,550 22,540 22,520 22,510 22,490



12,110 12,100 12,090 12,070 12,050



21,570 21,550 21,530 21,500 21,470



20,270 20,170 20,080 19,990 19,860



905 898 890 882 873



300 400 500 600 800



8900 8860 8820 8780 8690



8570 8550 8530 8510 8470



22,480 22,450 22,420 22,390 22,320



12,030 11,980 11,940 11,890 11,790



21,450 21,380 21,330 21,270 21,140



19,730 17,720 17,920 15,300 16,370



863 814 790 767 720



* Polycrystallineform tabulated. Above the horizontal line the condensed phase is solid; below, it is liquid. t Hysteresis effect present.



Pa*



15,370 15,320 15,280 15,230 15,150



2.48



CHAPTER TWO



TABLE 2.30



Density of Selected Elements (kg/m 3) (Continued) Symbol



T (K)



Ni



Nb



Os



Pd



Pt



1000 1200 1400 1600 1800



8610 8510 8410 8320 7690



8430 8380 8340 8290 8250



22,250



11,680 11,570



21,010 20,870 20,720 20,570 20,400



2000



7450



82.00



Re*



Rh



50 100 150 200 250



21,100 21,070 21,040 21,020 21,010



12,490 12,480 12,470 12,460 12,445



300 400 500 600 800



21,000 20,960 20,920 20,880 20,800



12,430 12,400 12,360 12,330 12,250



1000 1200 1400 1600 1800



20,710 20,630 20,540 20,450 20,350



12,170 12,080 11,980 11,880



2000



20,250



Rb



Sc*



14,320 13,860 13,400 12,340 11,560 10,640 9,720



Pa*



672 623 574 527



15,050 14,910



Ag



Na



Sr



Ta



10,620 10,600 10,575 10,550 10,520



1014 1007 999 990 980



2655 2638 2632 2621 2618



16,500 16,490 16,480 16,460 16,450



3000 2990 2980 2970 2950



10,490 10,430 10,360 10,300 10,160



970 921 897 874 826



2615



16,440 16,410 16,370 16,340 16,270



2930 2910



10,010 9,850 9,170 8,980



779 731 683 638



16,200 16,130 16,060 15,980 15,910 15.820



Th



Tm*



50 100 150 200 250



12,080 12,040 12,000 11,950 11,900



11,745 11,740 11,745 11,750 11,735



9370 9360 9350 9340 9330



300 400 500 600 800



11,850 11,730 11,500 11,250 10,960



11,720 11,680 11,630 11,590 11,500



9320 9280 9250 9210 9150



7280



11,400 11,300



9080



6620 6480 6340



2000



K



20,220



TI



1000 1200 1400 1600 1800



Pu



Sn



6900 6900 6760



Ti



W



U*



V



4530 4510 4515 4520 4515



19,320 19,310 19,300 19,290 19,280



19,240 19,210 19,170 19,140 19,100



6080 6074 6068 6062 6056



4510 4490 4480 4470 4440



19,270 19,240 19,220 19,190 19,130



19,070 18,980 18,890 18,790 18,550



6050 6030 6010 6000 5960



4410 4380 4350 4320



19,080 19,020 18,950 18,890 18,830



18,110 5920 17,760 5880 17,530 5830 5780 5730



4110



18 760



Yb



Y*



Zn*



Zr*



4500 4490 4485 4480 4475



7280 7260 7230 7200 7170



6540 6535 6530 6525 6520



7020 6960 6900 6850 6720



4470 4450 4440 4420 4390



7135 7070 7000 6935 6430



6515 6510 6490 6480 6450



6590



4360 4320



6260



6420 6410 6380 6340 6300



* Polycrystalline form tabulated. Above the horizontal line the condensed phase is solid; below, it is liquid. , Hysteresis effect present.
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THERMOPHYSICAL PROPERTIES TABLE 2.32



Thermal Conductivity and Density of Selected Elements



Substance Aluminum, 99.75 %



Chemical formula AI



99%



Antimony, very pure



Beryllium, 99.5 %



Bismuth



Cadmium, pure



Sb



Be



Bi



Cd



T (°C)



T (°K)



-190 0 200 300 800



83.15 273.15 473.15 573.15 1073.15



-100 0 100 300



173.15 273.15 373.15 573.15



-190 -100 0 100 300 500



83.15 173.15 273.15 373.15 573.15 773.15



-250 -100 0 100 200



23.15 173.15 273.15 373.15 473.15



-190 -100 0 100 200



83.15 173.15 273.15 373.15 473.15



-190 -100 0 100 200 300



83.15 173.15 273.15 373.15 473.15 573.15



Cobalt, 97.1%



Co



20



293.15



Copper, pure 99.9-98 %



Cu



-180 -100 0 100 200 400 600



93.15 173.15 273.15 373.15 473.15 673.15 873.15



20



293.15



Commercial Electrolytic, pure



Gold 99.999%



99.98%



2.51



Au



-180 0 100 300 800



93.15 273.15 373.15 573.15 1073.15



-190 0 100 300



83.15 273.15 373.15 573.15



0 100



273.15 373.15



Density p (kg/m 3) 2,700



m



6,690



Thermal conductivity ~, (W/m K) 255.860 229.111 229.111 222.133 125.604 209.340 209.340 207.014 222.133 20.934 19.190 17.678 16.282 15.817 18.608



1,850



94.203 125.604 160.494 190.732 215.155



9,800



25.586 12.095 8.374 7.211 7.211



8,620



=8,900



8,930



8,300 8,900



19,290



104.670 96.529 93.040 91.877 91.296 87.807 69.780 464.037 407.050 386.116 379.138 373.323 364.019 353.552 372.160 488.460 395.420 391.931 381.464 367.508 327.966 310.521 310.521 304.706 294.239 294.239



2.52



CHAPTER TWO



TABLE 2.32



Thermal Conductivity and Density of Selected Elements (Continued)



Substance



Chemical formula



T (°C)



T (°K)



Density p (kg/m 3)



Thermal conductivity ~, (W/m K)



Iridium, pure



Ir



0 100



273.15 373.15



22,420



59.313 56.987



Iron (Armc) 99.92%



Fe



20 100 200 400 600 800



293.15 373.15 473.15 673.15 873.15 1073.15



7,850



73.169 67.454 61.639 48.846 38.379 29.075



Cast, 1% Ni



20 100 300 500



293.15 373.15 573.15 773.15



7,280



50.009 49.428 46.520 37.216



Cast, 3% C



20



293.15



7,280



Steel, 99.2% Fe, 0.2% C



0 100 300 500 800



273.15 373.15 573.15 773.15 1073.15



7,800



45.357 45.357 43.031 37.216 30.238



Wrought, pure



0 100 200 400 600 800



273.15 373.15 473.15 673.15 873.15 1073.15



7,800



59.313 56.987 52.335 44.194 37.216 29.075



-250 -200 -100 0 20 100 300 500



23.15 73.15 173.15 273.15 293.15 373.15 573.15 773.15



Lead, pure



Pb



11,340



55.824... 63.965



48.846 40.705 36.867 35.123 34.774 33.378 29.773 16.747



Lithium, pure



Li



0 100



273.15 373.15



Magnesium, pure



Mg



-190 0 200



83.15 273.15 473.15



0 100 300 500



273.15 373.15 573.15 773.15



=1,740



7,300



50.242



13,595



48.846 36.053 27.912 8.141



99.6%



Manganese



Mn



0



273.15



Mercury



Hg



-190 -100 -50 0



83.15 173.15 223.15 273.15



(Liquid)



530



1,740



70.943 70.943 186.080 172.124 162.820 144.212 139.560 131.419 131.419



THERMOPHYSICAL PROPERTIES



TABLE 2.32



Thermal Conductivity and Density of Selected Elements (Continued)



Substance



Chemical formula



Molybdenum 99.84%



Mo



Nickel 99.94%



Ni



99.2%



97 to 99%



10,200



174.450 138.397 137.234 137.234 98.855



-180 -100 0 100 1000



93.15 173.15 273.15 373.15 1273.15



-180 0 100 200 300 400 500



93.15 273.15 373.15 473.15 573.15 673.15 773.15



0 100 200 400 600 800



273.15 373.15 473.15 673.15 873.15 1073.15



67.454 62.802 58.150 52.335 56.987 62.802



-100 0 100 200 400 600 800



173.15 273.15 373.15 473.15 673.15 873.15 1073.15



55.824 58.150 56.987 54.661 48.846 53.498 58.150 76.758 68.617 73.269



-190 0 100



83.15 273.15 373.15



Platinum, pure



Pt



-190 0 100 300 500 800 1000



83.15 273.15 373.15 573.15 773.15 1073.15 1273.15



Potassium, pure



K



0 100



273.15 373.15



Rhodium, pure



Rh



-190 0 100



83.15 273.15 373.15



-190 0 100 300



83.15 273.15 373.15 573.15



-100 0 100 300 500



173.15 273.15 373.15 573.15 773.15



Ag



Thermal conductivity ~, (W/m K)



T (°K)



Pd



Silver > 99.98%



Density p (kg/m 3)



T (°C)



Palladium, pure



99.9%



2.53



8,800



21,400



860



12,500



10,500



10,500



110.485 93.040 82.573 73.269 63.965 59.313 61.639



77.921 70.013 71.408 75.595 79.084 86.062 89.551 136.071 118.626 212.829 88.388 80.247 425.658 418.680 416.354 407.050 419.843 410.539 391.931 361.693 362.856



2.54



CHAPTER TWO



TABLE 2.32



Thermal Conductivity and Density of Selected Elements (Continued)



Substance Sodium, pure



Chemical formula Na



T (°C)



T (°K)



-100 0 50 100



173.15 273.15 323.15 373.15



Tantalum



Ta



0 100 1000 1400 1800



273.15 373.15 1273.15 1673.15 2073.15



Thallium, pure



T1



-190 0 100



83.15 273.15 373.15



-150 -100 0 100 200



123.15 173.15 273.15 373.15 473.15



-190 0 100 500 1000 1500 2000 2400



83.15 273.15 373.15 773.15 1273.15 1773.15 2273.15 2673.15



-100 0 100 200 300



173.15 273.15 373.15 473.15 573.15



Tin, pure



Sn



Wolfram



W



Zinc, pure



Source:



Zn



Ref.2 with permission.



Density p (kg/m3) 970



16,650



Thermal conductivity ~, (W/m K) 154.679 100.018 93.040 83.736 54.661 54.080 63.965 72.106 82.573



11,840



62.802 51.172 41.868



7,300



79.084 74.432 66.058 59.313 56.987



19,300



7,130



217.481 166.309 151.190 119.789 98.855 113.974 136.071 146.538 115.137 112.811 109.904 105.833 101.181
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CHAPTERTWO TABLE 2.34



Density and Thermal Conductivity of Alloys



Alloy



Composition (%)



Aluminum alloys



96 AI, 1.8 Cu, 0.9 Fe, 0.9 Cr, 0.4 Si



Aluminum bronze



95 Cu, 5AI



Aluminum magnesium



92 AI, 8 Mg



Alusil



Bismuth-antimony



Brass



T (K)



Density p (kg/m 3)



Thermal conductivity ~, (W/m K)



20



293.15



--



104.670



7800



T (°C)



20



293.15



-180 -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



-180 -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



80 Bi, 20 Sb



0 100



273.15 373.15



--



6.606 8.618



50 Bi, 50 Sb



0 100



273.15 373.15



--



8.327 9.374



30 Bi, 70 Sb



0 100



273.15 373.15



--



9.653 11.660



-100 0 100 200 300 400 500 600



173.15 273.15 373.15 473.15 573.15 673.15 773.15 873.15



70 Cu, 30 Zn



0 100 200 300 400 500 600



273.15 373.15 473.15 573.15 673.15 773.15 873.15



=8600



105.833 109.322 110.485 113.974 116.300 119.789 120.952



66 Cu, 33 Zn



0 100 200 300 400 500 600



273.15 373.15 473.15 573.15 673.15 773.15 873.15



=8600



100.018 106.996 112.811 120.952 127.930 134.908 151.190



60 Cu, 40 Zn



0 100 200 300 400 500 600



273.15 373.15 473.15 573.15 673.15 773.15 873.15



=8600



105.833 119.789 137.234 152.353 168.635 186.080 200.036



80 A1, 20 Si



90 Cu, 10 Zn



=2600



=2650



=8600



82.573 75.595 84.899 102.344 105.833 123.278 147.701 122.115 141.886 158.168 160.494 168.635 174.450



88.388 102.344 117.463 133.745 148.864 166.309 180.265 195.384



THERMOPHYSICAL PROPERTIES TABLE 2.34



Density and Thermal Conductivity of Alloys (Continued)



Alloy



Composition (%)



Brass



61.5 Cu, 38.5 Zn



Bronze



Chrome-nickel steel



T (°C)



T (K)



Density p (kg/m 3)



Thermal conductivity ~. (W/m K)



20 100



293.15 373.15



90 Cu, 10 Sn



20



293.15



8766



75 Cu, 25 Sn



20



293.15



=8900



25.586



88 Cu, 10 Sn, 2 Zn



20



293.15



--8800



47.683



84 Cu, 6 Sn, 9 Zn, 1 Pb



20



293.15



--



58.150



86 Cu, 7 Zn, 6.4 Sn



20 100



293.15 373.15



0.8 Cr, 3.5 Ni, 0.4 C



20 100 200 400 600



293.15 373.15 473.15 673.15 873.15



8100... 8700



34.890 36.053 37.216 37.216 31.401



C r . . . Ni



20 200 500



293.15 473.15 773.15



7900



13.956 17.445 20.934



17 . . . 19 Cr, 8 Ni, 0.1 . . . 0.2 C



20 100 200 300 500



293.15 373.15 473.15 573.15 773.15



8100... 9000



14.538 15.701 16.864 18.608 20.934



10 Cr, 34 Ni



20 100 200 300 500



293.15 373.15 473.15 573.15 773.15



20 100 200 300 500



293.15 373.15 473.15 573.15 773.15



20 100 200 300 500 800



293.15 373.15 473.15 573.15 773.15 1073.15



0.8 Cr, 0.2 C



100 200 400 600



373.15 473.15 673.15 873.15



=7850



39.542 37.216 31.401 26.749



5 Cr, 0.5 Mn, 0.1 C



20 100 200 500



293.15 373.15 473.15 773.15



8100... 9000



37.216 31.635 31.053 33.727



15 Cr, 0.1 C



20 500



293.15 773.15



8100... 9000



25.586 25.586



15 Cr, 27 Ni, 3 W, 0.5 C



15 Cr, 13 Ni, 2 W, 0.5 C



Chrome steel



2.59



79.084 88.388



---8600



41.868



60.476 70.943



m



12.212 13.375 15.119 16.282 19.190



--



11.281 12.793 13.956 15.119 18.608



m



11.630 11.630 11.630 12.212 12.793 16.282



2.60



CHAPTER TWO



TABLE 2.34



Density and Thermal Conductivity of Alloys (Continued)



Alloy Chrome steel



Composition (%)



Thermal conductivity 9~(W/m K)



293.15 373.15 473.15 573.15 773.15



8100... 9000



24.423 25.005 25.586 25.586 25.586



100 200 300 500 800



373.15 473.15 573.15 773.15 1073.15



8100... 9000



23.842 23.260 23.260 23.260 23.260



20 100 200 300 500



293.15 373.15 473.15 573.15 773.15



8100... 9000



19.771 20.934 22.097 22.911 24.423



T (K)



14 Cr, 0.3 C



20 100 200 300 500



16 Cr, 0.9 C



26 Cr, 0.1 C



Cobalt steel



5 . . . 10 Co



Constantin



60 Cu, 40 Ni



Copper alloys



Density p (kg/m 3)



T (°C)



92 AI, 8 Cu



20



293.15



-100 0 20 100



173.15 273.15 293.15 373.15



-180 -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



---7800



8800



=2800



40.705 20.934 22.213 22.679 25.586 89.551 109.322 127.930 131.419 143.049 152.353



Copper-manganese



70 Cu, 30 Mn



20



293.15



=7800



12.793



Copper-nickel



90 Cu, 10 Ni



20 100



293.15 373.15



--8800



58.150 75.595



80 Cu, 20 Ni



20 100



293.15 373.15



--8500



33.727 40.705



40 Cu, 60 Ni



20 100



293.15 373.15



--8400



22.097 25.586



18 Cu, 82 Ni



20 100



293.15 393.15



25.586 25.586



9 4 . . . 96 A1, 3 . . . 5 Cu, -180 0.5 Mg -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



90.714 125.604 159.331 165.146 181.428 194.221



Electron alloy



93 Mg, 4 Zn, 0.5 Cu



20



293.15



1800



116300



German alloy



88 AI, 10 Zn, 2 Cu



0 20 100



273.15 293.15 373.15



2900



143.049 145.375 154.679



Gold-copper alloy



88 Au, 12 Cu



0 100



273.15 373.15



m



55.824 67.454



27 Au, 73 Cu



0 100



273.15 373.15



m



90.714 113.974



Duralumin



--2800



THERMOPHYSICAL PROPERTIES TABLE 2.34



Density and Thermal Conductivity of Alloys (Continued)



Alloy



Composition (%)



T (°C)



T (K)



Density p (kg/m 3)



Thermal conductivity ~. (W/m K) 11.049



Invar



35 Ni, 65 Fe



20



293.15



8130



Lautal



95 AI, 4.5 . . . 5.5 Cu, 0.3 Si



20



293.15



~



Magnesium-aluminum



92 Mg, 8 AI



93.15 173.15 273.15 293.15 373.15 473.15



2.5 A1



20



293.15



--



85.597



4.2 AI



20



293.15



~



69.082



6.2 AI



20



293.15



~



55.591



10.3 A1



20



293.15



~



43.496



88 Mg, 10 AI, 2 Si



Magnesium-copper



92 Mg, 8 Cu



93.7 Mg, 6.3 Cu Manganese-nickel steel



Manganese steel



Monel



139.560



-180 -100 0 20 100 200



Magnesiumaluminumsilicone



Manganine



2.61



-180 -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



-180 -100 0 20 100 200



93.15 173.15 273.15 293.15 373.15 473.15



=1800



=1850



=2400



41.868 50.009 60.476 61.639 69.780 79.084



30.238 40.705 55.824 58.150 68.617 75.595 88.388 106.996 124.441 125.604 130.256 132.582



20



293.15



131.419



20 100 200 300 500



293.15 373.15 473.15 573.15 773.15



13.956 14.770 16.282 17.445 19.771



20 100 300 500



293.15 373.15 573.15 773.15



2 Mn



20



5 Mn



20



12 Mn, 3 Ni, 0.75 C



1.6 Mn, 0.5 C



84 Cu, 4 Ni, 12 Mn



29 Cu, 67 Ni, 2 Fe



--



=7850



40.705 40.705 37.216 34.890



293.15



=7 8 5 0



32.564



293.15



=7850



18.608



-100 0 20 100



173.15 273.15 293.15 373.15



20 100 200 300 400



293.15 373.15 473.15 573.15 673.15 ,,,



8400



8710



16.282 20.934 21.864 26.400 22.097 24.423 27.563 30.238 33.727



2.62



CHAPTER TWO



TABLE 2.34



Density and Thermal Conductivity of Alloys (Continued)



Alloy



Density p (kg/m 3)



Thermal conductivity ~L(W/m K)



123.15 173.15 293.15 373.15 473.15 573.15 673.15



8433



17.678 19.170 25.005 31.401 39.542 45.357 48.846



20



293.15



--8200



34.890



0 20 100 200 300 400



273.15 293.15 373.15 473.15 573.15 673.15



--8220



17.096 17.445 18.957 20.934 22.795 24.656



80 Ni, 20 Cr



0 20 100 200 300 400 600



273.15 293.15 373.15 473.15 573.15 673.15 873.15



--8200



12.212 12.560 13.840 15.584 17.212 18.957 22.562



61 Ni, 15 Cr, 20 Fe, 4 Mn



20 100 200 300 400 600 800



293.15 373.15 473.15 573.15 673.15 873.15 1073.15



--8190



11.630 11.863 12.212 12.444 12.677 13.142 13.956



61 Ni, 16 Cr, 23 Fe



0 20 100 200 300 400



273.15 293.15 373.15 473.15 573.15 673.15



--8190



11.863 12.095 13.258 14.654 16.049 17.445



70 Ni, 18 Cr, 12 Fe



20



293.15



62 Ni, 12 Cr, 26 Fe



20



293.15



0 100



273.15 373.15



--



29.308 37.216



20 20 20 20 20 20 20 20 20 20 20 20



293.15 293.15 293.15 293.15 293.15 293.15 293.15 293.15 293.15 293.15 293.15 293.15



8130



34.890 27.912 22.097 18.608 15.119 12.212 11.049 11.049 14.538 19.190 25.586 32.564



Composition (%)



T (°C)



T (K)



New silver



62 Cu, 15 Ni, 22 Zn



-150 -100 +20 100 200 300 400



Nickel alloy



70 Ni, 28 Cu, 2 Fe



Nickel-chrome



90 Ni, 10 Cr



Nickel-chrome steel



Nickel-silver



--



Nickel steel



5 Ni 10 Ni 15 Ni 20 Ni 25 Ni 30 Ni 35 Ni 40 Ni 50 Ni 60 Ni 70 Ni 80 Ni



-~-8100



11.514 13.491



TABLE 2.34



Density and Thermal Conductivity of Alloys (Continued)



Alloy Nickel steel



Composition (%)



T (°C)



30 Ni, 1 Mn, 0.25 C 36 Ni, 0.8 Mn



Phosphor bronze



20 100



T (K) 293.15 373.15



Density p (kg/m 3)



Thermal conductivity ~. (W/m K)



8190



12.095 13.607



20



293.15



~



12.095



1.4 Ni, 0.5 Cr, 0.3 C



20 100 300 500



293.15 373.15 573.15 773.15



=7850



45.357 44.194 40.705 37.216



92.8 Cu, 5 Sn, 2 Zn, 0.15P



20



293.15



=8766



79.084



91.7 Cu, 8 Sn, 0.3 P



20 100 200



293.15 373.15 473.15



8800



45.357 52.335 61.639



20



293.15



87.8 Cu, 10 Sn, 0.2 P



2 Zn,



87.2 Cu, 12.4 Sn, 0.4 P



~



41.868



20



293.15



8700



36.053



91.5 AI, 4.6 Cu, 1.8 Ni, 1.5 Mg



0 20 100 200



273.15 293.15 373.15 473.15



---2800



143.049 144.212 151.190 158.168



84 A1, 12 Si, 1.2 Cu, 1 Ni



0 20 100 200



273.15 293.15 373.15 473.15



--2800



134.908 134.908 137.234 139.560



Platinum-iridium



90 Pt, 10 Ir



0 100



273.15 373.15



~



30.936 31.401



Platinum-rhodium



90 Pt, 10 Rh



0 100



273.15 373.15



--



30.238 30.587



Rose's metal



50 Bi, 25 Pb, 25 Sn



20



293.15



~



Silumin



8 6 . . . 89 A1, 11 . . . 14 Si



0 20 100



273.15 293.15 373.15



2600



159.331 161.657 170.961



Steel



0.1 C



0 100 200 300 400 600 900



273.15 373.15 473.15 573.15 673.15 873.15 1173.15



7850



59.313 52.335 52.335 46.520 44.194 37.216 33.727



0.2 C



20



293.15



7850



50.009



Piston alloy, cast



16.282



0.6 C



20



293.15



7850



46.520



--Bessemer



0.52 C, 0.34 Si



20



293.15



7850



40.240



Tungsten steel



1 W, 0.6 Cr, 0.3 C



20 100 300 500



293.15 373.15 573.15 773.15



7900



39.542 38.379 36.053 33.727



V 1 A steel



--



20



293.15



m



20.934



V 2 A steel



--



20



293.15



7860



15.119



Wood's metal



48 Bi, 26 Pb, 13 Sn, 13 Cd



20



293.15



m



12.793



Source"



Ref. 1 with permission. 2.63
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CHAPTER TWO TABLE 2.35



Thermophysical Properties of Miscellaneous Materials Typical properties at 300 K



Description/composition



Structural building materials Building boards Asbestos-cement board Gypsum or plaster board Plywood Sheathing, regular density Acoustic tile Hardboard, siding Hardboard, high density Particle board, low density Particle board, high density Woods Hardwoods (oak, maple) Softwoods (fir, pine) Masonry materials Cement mortar Brick, common Brick, face Clay tile, hollow I cell deep, 10 cm thick 3 cells deep, 30 cm thick Concrete block, 3 oval cores Sand/gravel, 20 cm thick Cinder aggregate, 20 cm thick Concrete block, rectangular core 2 core, 20 cm thick, 16 kg Same with filled cores Plastering materials Cement plaster, sand aggregate Gypsum plaster, sand aggregate Gypsum plaster, vermiculite aggregate



Density p (kg/m 3)



Thermal conductivity k (W/m.K)



Specific heat ce (J/kg.K)



1920 800 545 290 290 640 1010 590 1000



0.58 0.17 0.12 0.055 0.058 0.094 0.15 0.078 0.170



1215 1300 1340 1170 1380 1300 1300



720 510



0.16 0.12



1255 1380



1860 1920 2083



0.72 0.72 1.3



780 835



0.52 0.69



m



1.0 0.67 1.1 0.60



1860 1680 720



0.72 0.22 0.25



m



m



m



m



n



m



D



1085
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TABLE 2.35
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PROPERTIES



Thermophysical Properties of Miscellaneous Materials (Continued) Typical properties at 300 K



Description/composition Insulating materials and systems Blanket and batt Glass fiber, paper faced



Glass fiber, coated; duct liner Board and slab Cellular glass Glass fiber, organic bonded Polystyrene, expanded Extruded (R-12) Molded beads Mineral fiberboard; roofing material Wood, shredded/cemented Cork Loose fill Cork, granulated Diatomaceous silica, coarse powder Diatomaceous silica, fine powder Glass fiber, poured or blown Vermiculite, flakes Formed/foamed in place Mineral wool granules with asbestos/inorganic binders, sprayed Polyvinyl acetate cork mastic, sprayed or troweled Urethane, two-part mixture; rigid foam Reflective Aluminum foil separating fluffy glass mats; 10-12 layers; evacuated; for cryogenic application (150 K) Aluminum foil and glass paper laminate; 75-150 layers; evacuated; for cryogenic application (150 K) Typical silica powder, evacuated



Density p (kg/m 3)



Thermal conductivity k (W/m.K)



Specific heat cp (J/kg.K)



16 28 40 32



0.046 0.038 0.035 0.038



835



145 105



0.058 0.036



1000 795



55 16 265 350 120



0.027 0.040 0.049 0.087 0.039



1210 1210



160 35O 400 200 275 16 80 160



0.045 0.069 0.091 0.052 0.061 0.043 0.068 0.063



190



0.046



m



1590 1800



m



m



m



m



835 835 1000



0.100



70



0.026



40



0.00016



120 160



0.000017 0.0017



1045



m



m



e', 0



,,,,I
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THERMOPHYSICAL PROPERTIES



TABLE 2.35



Thermophysical Properties of Miscellaneous Materials (Continued) Specific heat Cp (J/kg.K)



T (K)



Density p (kg/m 3)



Thermal conductivity k (W/m.K)



Asphalt



300



2115



0.062



Bakelite



300



1300



1.4



1465



872 1672 473 823 1173 478 1145 773 1073 1373 773 1073 1373 478 922 1478 478 922 1478



~ ~ 3010 ~ ~ ~ ~ 2050 -~ 2325 -~ 2645 ~ ~ ~ -~



18.5 11.0 2.3 2.5 2.0 0.25 0.30 1.0 1.1 1.1 1.3 1.4 1.4 1.0 1.5 1.8 3.8 2.8 1.9



m



Clay



300



1460



1.3



880



Coal, anthracite



300



1350



0.26



1260



Concrete (stone mix)



300



2300



Cotton



300



80



300 300 300 300 198 233 253 263 273 283 293



980 840 720 280 --~ -~ ~ ~



300 300



2500 2225



Ice



273 253



920 --



0.188 0.203



Leather (sole)



300



998



0.013



Paper



300



930



0.011



1340



Paraffin



300



900



0.020



2890



Description/composition



Other materials



Brick, refractory Carborundum Chrome brick



Diatomaceous silica, fired Fire clay, burnt 1600 K



Fire clay, burnt 1725 K



Fire clay brick



Magnesite



Foodstuffs Banana (75.7% water content) Apple, red (75% water content) Cake batter Cake, fully done Chicken meat, white (74.4% water content)



Glass Plate (soda lime) Pyrex



920



835



960



960



960



1130



1.4



880



0.06



1300



0.481 0.513 0.223 0.121 1.60 1.49 1.35 1.20 0.476 0.480 0.489



3350 3600



1.4 1.4



750 835 2040 1945



2.67
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CHAPTER TWO TABLE 2.35



Thermophysical Properties of Miscellaneous Materials (Continued)



T (K)



Density p (kg/m 3)



Thermal conductivity k (W/m.K)



Specific heat cp (J/kg.K)



Other materials (continued) Rock Granite, Barre Limestone, Salem Marble, Halston Quartzite, Sioux Sandstone, Berea



300 300 300 300 300



2630 2320 2680 2640 2150



2.79 2.15 2.80 5.38 2.90



775 810 830 1105 745



Rubber, vulcanized Soft Hard



300 300



1100 1190



0.012 0.013



2010 m



Description/composition



Sand



300



1515



0.027



800



Soil



300



2050



0.52



1840



Snow



273



110 500



0.049 0.190



Teflon



300 400



2200 --



0.35 0.45



Tissue, human Skin Fat layer (adipose) Muscle



300 300 300



Wood, cross grain Balsa Cypress Fir Oak Yellow pine White pine



300 300 300 300 300 300



140 465 415 545 640 435



0.055 0.097 0.11 0.17 0.15 0.11



Wood, radial Oak Fir



300 300



545 420



0.19 0.14



Source: Ref. 6 with permission.



0.37 0.2 0.41



m



n



m



m



2720 2385 2805



2385 2720
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THERMOPHYSICAL PROPERTIES OF SATURATED REFRIGERANTS TABLE 2.36 Ts (°C)



Saturation Properties for Refrigerant 22 Ps (MPa)



-140 -120 -100 -80



0.00023 0.00200 0.01035



-60



0.03747



-40*



0.10132



-20



0.24529



0.00



0.49811



20



0.91041



40



1.5341



60



2.4274



80



3.6627



96.14*



4.9900



p (kg/m 3) 1675.3 L mV 1624.0 L 0.01571 V 1571.7 L 0.12051 V 1518.3 L 0.56129 V 1463.6 L 1.86102 V 1409.1 L 4.7046 V 1346.8 L 10.797 V 1281.8 L 21.263 V 1210.0 L 38.565 V 1128.4 L 66.357 V 1030.5 L 111.73 V 894.8 L 195.69 V 523.8 L 523.8 V



* Boiling point. * Critical point. L, liquid; V, vapor. Extracted from Ref. 8 with permission.



Cp (kJ/kg K)



~t (Pas) x 106



-0.445 -0.470 ~ 0.497 1.070 0.527 1.076 0.563 1.092 0.606 1.125 0.667 1.171 0.744 1.238 0.849 1.338 1.009 1.528 1.307 2.176 2.268 ~ ~



m



~: (mW/m K)



o (mN/m) 35.70 32.00



m



28.37 m



24.83 m



260.1 210.1 11.80 169.1 136.3



123.1 5.61 114.1 6.93 104.8 8.27 96.2 9.5O 87.8 10.71 79.8 11.90



21.39 18.18



0.00



2.70



CHAPTER TWO



TABLE 2.37



Saturation Properties for Refrigerant 123



L (°c)



Ps (MPa)



p (kg/m 3)



-107.15"



0.0000



-100



0.00001



-80



0.00013



-60



0.00081



--40



0.00358



1770.9 L 0.00047V 1754.5 L 0.00123V 1709.5 L 0.01195 V 1665.0 L 0.06977V 1619.9 L 0.28314V 1573.7 L 0.87999V 1526.0 L 2.2417V 1476.5 L 4.9169V 1457.5 L 6.3917V 1424.7 L 9.6296V 1369.9 L 17.310V 1311.2 L 29.188V 1246.9 L 46.996V 1174.3 L 73.471V 1088.2 L 113.71V 975.66 L 180.24V 765.88 L 341.95V 550.00L 550.00V



-20



0.01200



0



0.03265



20



0.07561



27.46 t



0.10000



40



0.15447



60



0.28589



80



0.48909



100



0.78554



120



1.1989



140



1.7562



160



2.4901



180



3.4505



183.68'



3.6618



* Triple point. *Normal boiling point. *Critical point. L, liquid; V, vapor. Extracted from Ref. 9 with permission.



Cp (kJ/kg K) 0.9287 0.4737 0.9259 0.4863 0.9325 0.5202 0.9319 0.5529 0.9480 0.5850 0.9681 0.6174 0.9902 0.6508 1.0135 0.6861 1.0226 0.6999 1.0384 0.7242 1.0662 0.7667 1.0996 0.8162 1.1432 0.8779 1.2072 0.9643 1.3177 1.1106 1.5835 1.4728 4.5494 5.6622 --



(Pas) × 106



(mW/m K)



(~ (mNim)



m



b



b



m



k



m



23.19



b



735.33 9.085 564.55 9.838 442.57 10.562 405.86 10.825 352.37 11.259 233.84 11.939 230.53 12.625 188.08 13.370 153.35 14.289 123.81 15.646



89.320 8.051 83.816 9.089 78.512 10.163 76.581 10.576 73.388 11.291 68.417 12.496 63.563 13.807 58.769 15.260



20.65 18.18 15.77 14.88 13.42 11.15 8.97 6.88 4.91 3.08 1.44 0.14 0.00



THERMOPHYSICAL PROPERTIES TABLE 2.38



Saturation Properties for Refrigerant 134a



T~ (°C)



P~ (MPa)



p (kg/m 3)



Cp (kJ/kg K)



-103.30"



0.00039



-100



0.0056



-80



0.00367



-60



0.01591



-40



0.05121



-26.08*



0.10133



-20



0.13273



1591.1 L 0.02817 V 1582.3 L 0.03969 V 1529.0 L 0.23429 V 1474.3 L 0.92676 V 1417.7 L 2.7695 V 1376.6 L 5.2566 V 1358.2 L 6.7845 V 1294.7 L 14.428 V 1225.3 L 27.780 V 1146.7 L 50.085 V 1052.8 L 87.379 V 928.24 L 115.07 V 511.94 L 511.94 V



1.1838 0.5853 1.1842 0.5932 1.1981 0.6416 1.2230 0.6923 1.2546 0.7490 1.2805 0.7941 1.2930 0.8158 1.3410 0.8972 1.4048 1.0006 1.4984 1.1445 1.6601 1.3868 2.0648 2.0122 ~ ~



0



0.2928



20



0.5717



40



1.0165



60



1.6817



80



2.6332



101.06'



2.71



4.0592



* Triple point. * Boiling point. * Critical point. Extracted from Ref. 10 with permission.



~t (Pas) x 10 6 2186.6 6.63 1958.2 6.76 1109.9 7.57 715.4 8.38 502.2 9.20 363.1 9.90 337.2 10.16 265.3 11.02 208.7 11.91 162.7 12.89 124.1 14.15 89.69 16.31 ~ m



K: (mW/m K)



g (mN/m)



m



28.15



--



27.56



m



24.11



121.1



20.81



111.9 8.19 105.1 9.55 102.4 10.11 93.67 11.96 84.78 13.93 75.69 16.19 66.36 19.14 57.15 24.0 ~



17.66 15.54 14.51 11.56 8.76 6.13 3.72 1.60 0.0



2.72



CHAPTER TWO



TABLE 2.39 T~ (°C)



Saturation Properties for Refrigerant 502 (Azeotrope of R22 and Rl15) Ps (MPa)



p (kg/m 3)



Cp (kJ/kg K)



-70



0.02757



-60



0.04872



-45.42*



0.10132



-40



0.12964



-20



0.29101



0



0.57313



20



1.0197



40



1.6770



60



2.6014



82.2*



4.075



1557.6 L 1.8501 V 1527.2 L 3.1417 V 1481.5 L 6.2181 V 1464.0 L 7.8315 V 1396.4 L 16.818 V 1322.5 L 32.425 V 1239.4 L 58.038 V 1140.7 L 99.502 V 1010.5 L 171.23 V 561 L 561 V



1.024 -1.042 0.574 1.071 0.600 1.082 0.609 1.128 0.649 1.178 0.709 1.234 0.804 1.295 0.949 -. . --



la (Pas) x 106



K (mW/m K)



~ (mN/m)



--



--



97.9 -92.1 -90.0 7.11 82.4 8.47 74.8 9.80 67.1 11.21 -12.81 --



17.41



543.6 -469.7 -383.9 -358.1 -282.6 -229.2 11.69 -12.84 -13.99 -. .



. .



15.16 14.3.5 11.42 8.64 ---



. .



--



* Boiling point. * Critical point. Extracted from Ref. 8 with permission.



TABLE 2.40



Saturation Properties for Ammonia



Tsa t (K) Psat (kPa)



239.75 101.3



250 165.4



270 381.9



290 775.3



310 1424.9



330 2422



350 3870



370 5891



390 8606



400 10,280



Pe, kg/m 3 pg, kg/m 3 he, kJ/kg hg, kJ/kg z~khg,e, k J / k g Cp,e, kJ/(kg K) Cp,g, kJ/(kg K) rie, l,tNs/m2 rig, ktNs/m 2 ~,e (mW/mZ)/(K/m) ~,g (mW/m2)/(K/m) Pre Prg cy, mN/m ~e,e, kK -1



682 0.86 808.0 2176 1368 4.472 2.12 285 9.25 614 18.8 2.06 1.04 33.9 1.90



669 1.41 854.0 2192 1338 4.513 2.32 246 9.59 592 19.8 1.88 1.11 31.5 1.98



643 3.09 945.7 2219 1273 4.585 2.69 190 10.30 569 22.7 1.58 1.17 26.9 2.22



615 6.08 1039.6 2240 1200 4.649 3.04 152 11.05 501 25.2 1.39 1.25 22.4 2.63



584 11.0 1135.7 2251 1115 4.857 3.44 125 11.86 456 28.9 1.36 1.31 18.0 3.18



551 18.9 1235.7 2255 1019 5.066 3.90 105 12.74 411 34.3 1.32 1.34 13.7 4.01



512 31.5 1341.9 2251 899 5.401 4.62 88.5 13.75 365 39.5 1.34 1.49 9.60 5.50



466 52.6 1457.5 2202 744 5.861 6.21 70.2 15.06 320 50.4 1.41 1.70 5.74 8.75



400 93.3 1591.4 2099 508 7.74 8.07 50.7 17.15 275 69.2 1.43 1.86 2.21 19.7



344 137 1675.3 1982 307



Source:



Ref. 3 with permission.



39.5 19.5 252 79.4



0.68 29.2
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NOMENCLATURE



Symbol, Definition, SI Units, English Units cp cp:



Cv Dij g k



k: M P Pr R T v



Z



specific heat at constant pressure: kJ/(kg.K), Btu/(lbm'°F) specific heat at constant pressure of saturated liquid: kJ/(kg.K), Btu/(lbm'°F) specific heat at constant volume: kJ/(kg-K), Btu/(lbm" °F) diffusion coefficient: m2/s, ft2/s gravitational acceleration: m/s 2, ft/s 2 thermal conductivity: W/(m.K), Btu/(h.ft. °F) thermal conductivity of saturated liquid: W/(m.K), Btu/(h-ft.°F) molecular weight: kg/(kilogram-mole), lbm/(pound-mole) pressure: bar, lbf/in 2 (psi) Prandtl number, ktcp/k, dimensionless gas constant: kJ/(kg.K), Btu/(lbm'°R) temperature: K, °R, °C specific volume: m3/kg, ft3/lbm compressibility factor, Pv/RT, dimensionless



Greek Symbols



~,orK rl or ~t v P



thermal diffusivity: m2/s, ft2/s coefficient of volumetric thermal expansion: K -1, °R-1 thermal conductivity: W/mK, Btu/h.ft. °F dynamic viscosity: Pa.s, lbm/(h'ft) kinematic viscosity: m2/s, ft2/s density: kg/m 3, lbm/ft3 surface tension: N/m, lbf/ft
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CONDUCTION AND THERMAL CONTACT RESISTANCES (CONDUCTANCES) M. M. Yovanovich University of Waterloo



INTRODUCTION When steady-state conduction occurs within and outside solids, or between two contacting solids, it is frequently handled by means of conduction shape factors and thermal contact conductances (or contact resistances), respectively. This chapter covers the basic equations, definitions, and relationships that define shape factors and the thermal contact, gap, and joint conductances for conforming, rough surfaces, and nonconforming, smooth surfaces. Shape factors for two- and three-dimensional systems are presented. General expressions formulated in orthogonal curvilinear coordinates are developed. The general expression is used to develop numerous general expressions in several important coordinate systems such as (1) circular, elliptical, and bicylinder coordinates and (2) spheroidal coordinates (spherical, oblate spheroidal, and prolate spheroidal). The integral form of the shape factor for an ellipsoid is presented and then used to obtain analytical expressions and numerical values for the shape factors of several isothermal geometries (spheres, oblate and prolate spheroids, circular and elliptical disks). It is demonstrated that the dimensionless shape factor is a weak function of the geometry (shape and aspect ratio) provided that the square root of the total active surface area is selected as the characteristic body length. A general dimensionless expression is proposed for accurate estimations of shape factors of three-dimensional bodies such as cuboids. Shape factor expressions are presented for two-dimensional systems bounded by isothermal coaxial (1) regular polygons, (2) internal circles and outer regular polygons, and (3) internal regular polygons and outer circles. A method is given for estimating the shape factors of systems bounded by two isothermal cubes and other combinations of internal and external geometries. The shape factor results of this chapter are used in the chapter on natural convection to model heat transfer from isothermal bodies of arbitrary shape. Transient conduction within solids and into full and half-spaces is presented for a wide range of two- and three-dimensional geometries. Steady-state and transient constriction (spreading) resistances for a range of geometries for isothermal and isoflux boundary conditions are given. Analytical solutions for half-spaces and heat flux tubes and channels are reported. Elastoconstriction resistance and gap and joint resistances for line and point contacts are presented. Contact conductances of conforming rough surfaces that undergo (1) elastic, (2) 3.1
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plastic, and (3) elastoplastic deformation are reported. The gap conductance integral is presented. The overall joint conductance is considered. Analytical solutions and correlation equations are presented rather than graphic results. The availability of many computer algebra systems such as Macsyma, MathCad, Maple, MATLAB, and Mathematica, as well as spreadsheets such as Excel and Quattro Pro that provide symbolic, numerical, and plotting capabilities, makes the analytical solutions amenable to quick, accurate computations. All equations and correlations reported in this chapter have been verified in Maple worksheets and Mathematica notebooks. These worksheets and notebooks will be available on my home page on the Internet. Some spreadsheet solutions will also be developed and made available on the Internet.*



BASIC EQUATIONS, DEFINITIONS, AND RELATIONSHIPS Shape factors of isothermal, three-dimensional convex bodies having complex shapes and small to large aspect ratios are of considerable interest for applications in the nuclear, aerospace, microelectronic, and telecommunication industries. The shape factor S also has applications in such diverse areas as antenna design, electron optics, electrostatics, fluid mechanics, and plasma dynamics [27]. In electrostatics, for example, the capacitance C is the total charge Oe required to raise the potential ~e of an isolated body to the electrical potential Ve, and the relationship between them is (e.g., Greenspan [27], Morse and Feshbach [68, 69], Smythe [98], and Stratton [111])



Qe ffm-e. -~n O~e dA



C=--~e =



where e is the permittivity of the surrounding space, (~eis the nondimensional electric potential, n is the outward-directed normal on the surface, and A is the total surface area of the body. Mathematicians prefer to deal with the capacity C* of a body, which they [81,113] define as



1~ ffa --~n a~e dA C*=T~-



ShapeFactor, Thermal Resistance, and Diffusion Length. The shape factor S, the thermal resistance R, and the thermal diffusion length A are three useful and related thermal parameters They are defined by the following relationships: 1



A



Q



S - k---R- A - k(T0- T~)



_ ff - JJA



~)~ -



~n dZ



(3.1)



where k is the thermal conductivity, To is the temperature of the isothermal body, T. is the temperature of points remote from the body, and ~ is the dimensionless temperature



( T(7.) - T~)/(To - T~). The relationships between the shape factor S, the capacitance C, and the capacity C* are S = __C= 4nC*



(3.2)



E



The three parameters have units of length. Analytical solutions are available for a small number of geometries such as the family of geometries related to the ellipsoid (e.g., sphere, oblate and prolate spheroids, elliptical and circular disks). Precise numerical values of S for other axisymmetric convex bodies have been obtained by various numerical methods such as that proposed by Greenspan [27] and that proposed by Wang and Yovanovich [123]. * The Internet address is mmyovemhtl.uwaterloo.ca.
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Chow and Yovanovich [15] showed, by analytical and numerical methods, that the capacitance is a slowly changing function of the conductor shape and aspect ratio provided the total area of the conductor is held constant. Wang and Yovanovich [123] showed that the dimensionless shape factor



S~A-- -S,:~ ,:~ ffA -~n --3(~)dZ -A - Z



(3.3)



where the characteristic scale length ~ was chosen to be ~ as recommended by Yovanovich [133], Yovanovich and Burde [134], and Yovanovich [144-146], when applied to a range of axisymmetric, convex bodies is a weak function of the body shape and its aspect ratios. This chapter reports and demonstrates, through inclusion of additional accurate numerical results of Greenspan [27] for complex body shapes such as cubes, ellipsoids, and circular and elliptical toroids, a lens that is formed by the intersection of two spheres such that S~A is a relatively weak function of the body shape and its aspect ratios. This chapter also introduces the geometric length A, called the diffusion length, and shows that this physical length scale is closely related to the square root of the total body surface area when the body is convex. The dimensionless geometric parameter X/~/A is proposed as an alternate parameter for determination of shape factors of complex convex bodies.



Shape Factors



Formulation of the Problem in General Coordinates. Consider the steady flow of heat Q from an isothermal surface A1 at temperature T1 through a homogeneous medium of thermal conductivity k to a second isothermal surface A2 at temperature T2(T1 > T2). The stationary temperature field depends on the geometry of the isothermal boundary surfaces. When these isothermal surfaces can be made coincident with a coordinate surface by a judicious choice of coordinates, then the temperature field will be one-dimensional in that coordinate system. In other words, heat conduction occurs across two surfaces of an orthogonal curvilinear parallelepiped (Fig. 3.1a), and the remaining four coordinate surfaces are adiabatic. Let the general coordinates ul, U2, /'/3 be so chosen that T = T(Ul) and, therefore, t)T[~u2 = OT/Ou3 = 0. Under these conditions, the heat flux vector will have one component in the Ul direction: q, =-k(dT/ds) =-k(dT/V~g~ du,) where ~ is the metric coefficient in the Ul direction. The metric coefficients are defined by the general line element ds expressed in terms of the differentials of arc lengths on the coordinate lines [67] (ds) 2= gl(dUl) 2 + gz(du2) 2 + g3(du3) 2 ua



The product terms such as dui duj (i :~ j) do not appear because of the orthogonality property of the chosen coordinate system. These metric coefficients can also be generated by means of the following formula [67]:



ds a



u2



ds2 U1



FIGURE 3.1a



Orthogonal curvilinear parallelepiped.



g~ - (axlaui) 2 + (ay/aui) 2 + (azlaui) 2



i=1,2,3



provided that the Cartesian coordinates x, y, z can be expressed in terms of the new coordinates ul, u2, u3 by the equations X = X(Ul, U:, U3),



y -- y(Ul, U2, U3),



Z = Z(Ul, U2, U3)
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CHAPTERTHREE The elemental coordinate surface located at u~, which is orthogonal to the therefore



U 1 direction,



is



dA1 = ds2 ds3 = V~zg3 du2 du3 and the heat flow per unit time through this surface into the volume element is, according to Fourier's law of conduction,



Q1 = - k da,(dT/dsl) =-k(V/-g/g~)(dT/dul) du2 du3 where g - glgzg3 [67]. The heat flow rate out of the volume element is



Q~ + (dQ~/ds~) ds~ = Q~ + (dQ~/du~) dul neglecting the higher-order terms of the Taylor series expansion of Q1 about Ul. The net rate of heat conduction out of the volume element in the Ul direction is



(d/du~)[k(X/-g/gl)(dr/dUl)] dUl duz du3 For steady-state conditions with no heat sources within the volume element, the Laplace equation in general coordinates is obtained by dividing by the elemental volume V~ dUl du2 du3 and equating to zero. Therefore,



(1/X/-g)(d/dul )[k(X/-g/g~ )(dT/du~ ) ] = 0 The above equation is the governing differential equation and it is nonlinear when k is a function of temperature. The isothermal temperature boundary conditions are



ul =a, Ul =b,



T= T1 T= T2



The above equation can be reduced to a linear differential equation by the introduction of a new temperature 0 related to the temperature Tby the Kirchhoff transformation [4, 11]: 0 = (l/k0) I, T° k d r where k0 denotes the value of the thermal conductivity at some convenient reference temperature, say T = O. It follows that



dO/dUl -- (k/ko)(dT/du,) and, therefore, we have



(d/dul)[(N/ g/gl)(dO/dUl) ] = 0 after multiplying through by ~/-g/ko. The boundary conditions become U 1 = a,



0 : 01 : ( 1 / k o ) fo T1 k d T



Ul - b ~



0 = 02 = (l/k0) foT2k d r



The solution of the linear equation is



0 = C1



(gl/V~) dul + C2
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where the constants C 1 and C2 are obtained from



and



C 2 = 01 - C 1



fOa (gl/X/g) dUl



Temperature Distribution in Orthogonal Curvilinear Coordinates.



The temperature dis-



tribution in orthogonal curvilinear coordinates is



f;l (gl/'~/-g)



01 -- 0



d/'il



-



o,- o~



,



a < U1 < b



(3.4)



f~ (g, lXl~) du,



The local heat flux in the Ul direction is -k0 dO



k0(01 - 02)



_



ql- X/~l dUl



The heat flow rate through the elemental surface dA1



qldZl



(3.5)



gv~2g3f~ (gl/X/-g) dua



is



f k0(01(gl/X/g)02)du1duzdu3



(3.6)



The total heat flow rate through the thermal system can be obtained by integration between the appropriate limits. Therefore,



Q= k°(Oa-Oz) f



2 fa~



(ga/X/g)dU2dU3dua



(3.7)



An examination of the above equation shows that k0(01- 02) =



k dT= ka(Zl -- Z2)



(3.8)



where ka, the average value of the thermal conductivity, is given by k~ = ko[1 + (1~/2)(T1 + 7"2)]



(3.9)



if k = k0(1 + 13T).



Shape Factor and Thermal Resistance in Orthogonal Curvilinear Coordinates.



The definition of thermal resistance of a system (total temperature drop across the system divided by the total heat flow rate) yields the following general expression for the thermal resistance R and the conduction shape factor S:



S_(Rka)_X__ff f~ du~du~ u~ .~



(3.10)



(gllW-~) du,



The right side of the previous equation has units of length and depends on the geometry of the body only. There are several very important and useful coordinate systems that can be used to solve many seemingly complex conduction problems. Since each coordinate system
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has three principal directions, there are three sets of shape factors corresponding to each of these directions. The conduction shape factors for several coordinate systems are given in the following section. This section by no means represents the total n u m b e r of coordinate systems that are amenable to this type of analysis. It does, however, contain the most frequently used coordinate systems.



rd2 I I



,~',z)



x



¥=0



General Expressions f o r Conduction Shape Factors i i



Circular Cylinder Coordinates (r, ~, z): Fig. 3.1b r direction. Let Ul = r; therefore, u2 = ~, u3 = z, and gl/X/g = 1/r. If



FIGURE 3.1b Circular cylinder coordinates.



a b ___c was given in the integral form [113]: 1 1 c~ dv C* - 2 Jo V~(a 2 + v)(b 2 + v)(c 2 + v)



(3.29)



where v is a dummy variable. This expression is used to develop the expression for the dimensionless shape factor of isothermal ellipsoids. Since S = 4rtC*, one can set the space variable v = a2t, where t is a dimensionless variable. Next we normalize the two smaller axes b, c of the ellipsoid with respect to the largest semiaxis a such that 13= b/a and 7 = c/a. This leads to the following dimensionless integral [150]: 8rta I~ dt S - 1(13, 7) = M'(1 + t)(f~ 2 + 0(72+ t)'



0 _ x2 and Y = x2 if x2 > x~. The shape parameter n was found to lie in the range 1 < n < 1.2 for a very wide range of body shapes. The results obtained through this method show agreement to within about 5 percent with those obtained from numerical or existing analytical techniques.



Shape Factors for Two-Dimensional Systems The shape factors for two-dimensional systems are available for (1) long cylinders bounded by homologous, regular polygons having N sides (Fig. 3.5), (2) long cylinders bounded internally by circles and bounded externally by regular polygons (Fig. 3.6), and (3) long cylinders bounded internally by regular polygons and bounded externally by circles (Fig. 3.7). In all three cases, as the number of sides N of the regular polygon becomes large (N > 10), the shape factor approaches the shape factor for the system bounded by two coaxial circular cylinders.



N=3



N=4



N=5



~ilii N=6



N=3



N=4



N=5



i!



N~oo



FIGURE 3.5 Regions bounded by regular polygons.



N=6



N~oo



FIGURE 3.6 Regions bounded by inner circles and outer regular polygons.
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N=5



N=6
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FIGURE 3.7 Regions bounded by inner regular polygons and outer circles.



Regular Polygon Inside a Regular Polygon. The shape factor of two-dimensional regions bounded internally and externally by isothermal regular polygons of sides N > 3 (Fig. 3.5) is obtained by means of the general expression S



L



-



4n



N>3



[



(D/d)2- I ] ' In 1 + (N/n) tan (n/N)



(3.61)



-



where d and D are the diameters of the inscribed circles of the inner and outer polygons, respectively. For the region bounded by two squares (N = 4), the general expression reduces to S L - In [1 +



4n



(n/4)[(D/d) 2- 1]]



(3.62)



The square/square problem has a complex analytical solution that requires the numerical computation of complete elliptical integrals of the first kind (see Ref. 8). For a large range of the parameter d/D, the analytical solution provides an accurate asymptotic expression: S [1 + (d/D)] 8 In 2, L - 4 [1 - (d/D)] - n-



0.3 < -



d/O < 1 -



(3.63)



Two correlation equations based on electrical measurements were reported by Smith et al. [93]: S 2n L - 0.93 In [0.947(D/d)] ' and



S 2n L - 0.785 In (D/d)'



D ~d > 1.4



D ~ < 1.4



(3.64)



(3.65)



Circle Inside a Regular Polygon. Several expressions have been developed for this system (Fig. 3.6). Two relationships that give results to within a fraction of 1 percent are given. The first is [52] S 2n - ~ L In [As[3]



(3.66)
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CHAPTERTHREE where 13= b/a > 1 is the ratio of the radius of the inner circle to the radius of the inscribed circle. The parameter As is obtained by means of a numerical integration of the integral



As =



iSo



1



(1 + uN) -2IN



du,



N >3



(3.67)



Laura and Susemihl [52] gave several values of the parameter As for several values of N. The alternate relationship [91] is S 4N [V'A2+I rt] L - A V ' A z + 1 tan-1 ~ tan -~ ,



N>3



(3.68)



where the parameter A = V'2 In 13. The second relationship does not require a numerical integration.



Regular Polygon Inside a Circle. Numerous analytical, numerical, and experimental studies have produced results for shape factors and resistances for regions bounded internally by isothermal regular polygons of N sides where N > 3 and externally by an isothermal circle (Fig. 3.7). Lewis [55] gave the following general analytical result S 2n L In [AN(D/d)]



(3.69)



where the coefficients are given by



AN = [(N/N- ~ / ' N - 2)]2/N(N- 2) ~/N,



N >_3



(3.70)



The above relationship is limited to the range 0 < d/D < cos n/N, where d and D are the diameters of the inscribed circle and the outer circle, respectively. The relationship gives accurate values of S for small values of d/D and for all values of N. The accuracy decreases for values of d/D ~ cos n/N for small values of N. Ramachandra Murthy and Ramachandran [82] obtained two empirical correlation equations for regions bounded by squares and hexagons Their correlation equations were developed from electrical measurements and have been shown to be in good agreement with the above relationship for a limited range of values of d/D.



Polygons With Layers. Hassani et al. [34] presented a procedure for obtaining a close upper bound for shape factors for a uniform thickness two-dimensional layer on cylinders having cross sections of the following forms: an equilateral triangle, a square, a rhombus, and a rectangle (Fig. 3.8). The shape factor per unit length of the inner cylinder is obtained from S 2n L - In [1 + (2nB/Pi)]



(3.71)



B



°



(a)



(b)



FIGURE 3.8 Polygonswith uniform thickness layers.



(c)



(d)
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where B is the layer thickness and P; is the perimeter of the inner boundary. The accuracy of the above relationship was verified by comparison of the predicted values against numerical values for the layer thickness-to-side dimension range 0.10 < B/L < 3.00. The proposed relationship overpredicts the shape factor by approximately 1-3 percent.



TRANSIENT CONDUCTION Introduction Transient conduction internal and external to various bodies subjected to the boundary conditions of the (1) first kind (Dirichlet), (2) second kind (Neumann), and (3) third kind (Robin) are presented in this section. Analytical solutions are presented in the form of series or integrals. Since these analytical solutions can be computed quickly and accurately using computer algebra systems, the solutions are not presented in graphic form.



Internal Transient Conduction Internal one-dimensional transient conduction within infinite plates, infinite circular cylinders, and spheres is the subject of this section. The dimensionless temperature ¢ = 0/0i is a function of three dimensionless parameters: (1) dimensionless position ~ = x/Y, (2) dimensionless time Fo = ott/~g2, and (3) the Biot number Bi = h~/k, which depends on the convective boundary condition. The characteristic length ~ is the half-thickness L of the plate and the radius a of the cylinder or the sphere. The thermophysical properties k, a, the thermal conductivity and the thermal diffusivity, are constant. The basic solutions for the plate and the cylinder can be used to obtain solutions within rectangular plates, cuboids, and finite circular cylinders. The equations and the initial and boundary conditions are well known [4, 11, 23, 28, 29, 38, 49, 56, 80, 87]. The solutions presented below follow the recent review of Yovanovich [151]. The Heisler [36] cooling charts for dimensionless temperature are obtained from the series solution: ~o



¢ = ~" A, exp(-5 ] Fo)S,(5,~)



(3.72)



n=l



with the temperature Fourier coefficients A, for the plate, cylinder, and sphere, respectively, given in Table 3.5. The spatial functions for the three basic geometries are given in Table 3.6. The eigenvalues 5, are the positive roots of the characteristic equations found in Table 3.6 where Bi, the physical parameter, ranges between 0 and oo.



TABLE 3.5



Fourier Coefficients for Temperature and Heat Loss



A.



B. 2Bi 2



Plate



2 sin 5. 5, + sin 5, cos 5,



52(Bi 2+ Bi + 52)



Cylinder



2./,(5.) 5.[./2(5.) + J2(5.) l



4Bi 2 52(52 + Bi 2)



Geometry



Sphere



(_1) ,,+,



2Bi [52 + (Bi- 1)21~a (5.2+ Bi2-Bi)



6Bi2 2 2+Bi 2_ Bi) 5.(5.



3.24



CHAPTER



THREE



TABLE 3.6 Space Functions and Characteristic Equations i



Geometry



S.



Characteristic equation



Plate Cylinder



cos (~5.~) J0(~i.~)



x sin x = Bi cos x xJl(x) = Bi Jo(x)



Sphere



sin (~.~) (~.~)



(1 - Bi) sin x = x cos x



The Grober charts [29] for the heat loss fraction Q/Qi, where Qi = internal energy, are obtained from the series solution:



pcpVOiis the initial total



,,o



Q - 1 - ~ ' B, exp(-~5 ] Fo) ai



(3.73)



n=1



The Fourier coefficients B, are given in Table 3.5 for the three geometries. These coefficients depend on the Biot number.



Lumped Capacitance Model When the Biot number is sufficiently small (Bi < 0.2), the series solutions converge to the first term for all values of Fo > 0. The values of the Fourier coefficients A1 and B1 approach 1, and the dimensionless temperature and the heat loss fraction approach the general lumped capacitance solutions (~ = e-(hS/pcpv) t



and



Q - 1 - e -(hs/pcpv)t ai



where S and V are the total active surface area and the volume. The lumped capacitance solutions for the three geometries are given in Table 3.7.



TABLE 3.7



Lumped Capacitance Solutions Bi < 0.2



Q/Qi



Geometry



~



Plate Cylinder Sphere



e - B i Vo



1-



e-2Bi ro



1 -- e -2Bi Fo



e-3Bi Vo



1 -- e -3Bi vo



e -Bi Fo



Heisler and Grober Charts--Single-Term Approximations The Heisler [36] cooling charts and the Grober [29] heat loss fraction charts for the three geometries can be calculated accurately by the single-term approximations [28, 56] 0 --



exp(-512



= A1



0i and



O



Qi



- 1



-



O 1



Fo)Sl(~l~)



exp(-5 2 Fo)
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Asymptotic Values of First Eigenvalues, Correlation Parameter n, and Critical Fourier Number



TABLE 3.8



Geometry



Bi ~ 0



Plate Cylinder Sphere



81--->~ 81--->~ 81--->3 V ~



Bi --->oo



n



Foc



81 --->re/2 2.139 0.24 81--->2.4048255 2.238 0.21 81--->rt 2.314 0.18



for all values of the Biot number, provided Fo > Foc. The critical values of the Fourier number for the three geometries are given in Table 3.8. The first eigenvalue can be computed accurately by means of the correlation [151] 81,oo



8~ = [1 + (8~/~ ~1~/~ tvl,O) J which is valid for all values of Bi. The asymptotic values of the first eigenvalues corresponding to very small and very large values of Bi are given in Table 3.8. The correlation parameter n is also given in Table 3.8. The correlation equation predicts values of 81 that differ from the exact values by less than 0.4 percent. For Fo < Foc, additional terms in the series solutions must be included. It is therefore necessary to use numerical methods to compute the higher-order eigenvalues 8n that lie in the intervals nrc < 8n < (n + 1/2)rt for the plate and (n - 1)r~< 8n < nrt for the cylinder and the sphere. Computer algebra systems are very effective in computing the eigenvalues. Chen and Kuo [12] have presented approximate solutions of O/Oiand Q/Qi for the plates and long cylinders. The accuracy of these solutions is acceptable for engineering calculations.



Multidimensional Systems The basic solutions for the infinite plates and infinitely long cylinders can be used to obtain solutions for multidimensional systems such as long rectangular plates, cuboids, and finite circular cylinders with end cooling. The texts on conduction heat transfer [4, 11, 23, 29, 38, 49, 56, 87] should be consulted for the proofs of the method and other examples. Langston [51] showed how to obtain the heat loss from multidimensional systems using the one-dimensional solutions given above. Two-dimensional systems such as long rectangular plates and finite circular cylinders are characterized by two Biot numbers, two Fourier numbers, and two dimensionless position parameters. Threedimensional systems such as cuboids are characterized by three sets of values of Bi, Fo, and ~ corresponding to the three cartesian coordinates. When the two or three sets of Fourier numbers are greater than the critical values given in Table 3.8, then the first-term approximate solutions dis0 cussed above can be used to develop composite solutions. Yovanovich [151] has discussed the application of the basic solutions to long rectangular plates, cuboids, and finitelength circular cylinders. "~2X I



Dimensionless Temperature and Heat Loss Fraction for Finite-Length Cylinders. The finite-length circular cylin-



FIGURE 3.9 Circularcylinder of finite length.



der of radius R and length 2X, shown in Fig. 3.9, has constant properties and is cooled through the sides and the two ends by uniform film coefficients hr and hx, respectively. The sys-
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tem is characterized by four physical parameters: Bix = hxX/k, Bic = hrR/k, Fox = ou/X 2, and (zt/R 2. The dimensionless temperature within the cylinder is obtained from the product solution:



F o r --



(~xr:(~x(~r where ~x and ~)r a r e the solutions corresponding to the x and r coordinates, respectively. According to Langston [51], the heat loss fraction can be obtained from



(Q)xr=(Q)x+(Q)r--(Q)x'(Q)r where Qi = pCp2nXR20i. The subscripts x and r denote solutions corresponding to the x and r coordinates, respectively.



Transient One-Dimensional Conduction in Half-Spaces The analytical solutions for transient one-dimensional conduction in half-spaces x > 0 are well known and appear in most heat transfer texts. The solutions are given here for completeness and to review important characteristics of the solutions.



Equation and Initial and Boundary Conditions.



The diffusion equation and the initial and boundary conditions are presented first, followed by the solutions with some important relationships. 320



3x 2



1 30 tx 3 t '



t > 0,



x>0



(3.74)



where 0 = T(x, t ) - Ti is the instantaneous temperature rise within the half-space. The initial condition is 0=0,



t=0,



x>0



(3.75)



and the boundary condition at remote points in the half-space is 0 --->0,



t>0,



x --->oo



(3.76)



There are three options for the boundary condition at x = 0.



Dirichlet Condition O= To- Ti,



t>0



(3.77)



t>0



(3.78)



where To is the fixed temperature on the surface.



Neumann Condition 30 ~=-~ 3x



q0 k'



where q0 is the constant heat flux imposed on the surface.



Robin Condition 30 ~x -



h k ( % - 0),



t>0



(3.79)
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where h is the constant film or contact conductance that connects the surface to the heat source and 0i = Ti - Ti is the constant temperature difference between the heat source temperature and the initial temperature. The solutions have been obtained by several analytical methods. Introducing the dimensionless parameters ~ = ( T(x, t) - Ti)/(To- Ti), 11 = x/(2V'at), and Bi = (h/k)V~t, the three solutions are given below.



Dirichlet Solution = erfc (11),



11 > 0



(3.80)



which gives the instantaneous and time-average surface fluxes qo(t) = ~



1



k(To-Ti) V~



2 g(To-Ti) q0(t) = V ~ V~



and



(3.81)



(3.82)



The time average value of any function f(t) is defined as f(t) = (l/t) ~o f(t) dt. Neumann Solution



k[ T(x, t ) - T,] 2qoV~



1 = V ~ exp(-rl2) - rl erfc (11)



(3.83)



which gives the following relationships for the instantaneous and time-average surface temperatures kiT(0, t) - Ti] 1 2q0V~ : V~ and



k [ T ( 0 ) - Ti] 2 2q0V~ = 3V~



(3.84)



(3.85)



Robin Solution



T(x, t ) - T,. r~-r/



= erfc (11)- exp(2rl Bi + Bi 2) erfc (11 + Bi)



(3.86)



which yields the following two relationships for the instantaneous surface temperature and the surface heat flux:



T(0, 0 - T,



Ti-Ti and



= 1 - e x p ( B i 2) erfc (Bi)



q°(t)Vr~t~t = Bi exp(Bi 2) erfc (Bi)



k(Tf- Ti)



(3.87)



(3.88)



For large values of the parameter Bi > 100, the Robin solution approaches the Dirichlet solution. The three one-dimensional solutions presented above give important short-time results that appear in other solutions such as the external transient three-dimensional conduction from isothermal bodies of arbitrary shape into large regions. These solutions are presented in the next section.
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External Transient Conduction From Long Cylinders Introduction. Transient one-dimensional conduction external to long circular cylinders is considered in this section. The conduction equation, the boundary and initial conditions, and the solutions for the Dirichlet and Neumann conditions are presented. The conduction equation for the instantaneous temperature rise O(r, t) - Ti in the region external to a long circular cylinder of radius a is 320 1 30 1 30 3-7 + r 3 r - a at'



t>O,



r>a



(3.89)



The initial condition is 0=0,



t =0



and the boundary condition at remote points in the full space is 0 --+ 0,



r--+ oo



Two types of boundary conditions at the cylinder boundary r = a will be considered: (1) Dirichlet and (2) Neumann.



Dirichlet Condition 0 = T0- Ti,



t>0



where To is the fixed surface temperature.



Neumann Condition



20 3r



--~



qo k'



t>0



where q0 is the constant heat flux on the cylinder surface. The solutions for the two boundary conditions are reported in Carslaw and Jaeger [11]. The solutions were obtained by means of the Laplace transform method. The solutions are given as infinite integrals and the integrand consists of Bessel functions of the first and second kinds of order zero.



Dirichlet Solution 0 _ 1 + -2 F e-F° ~2 Jo(fJr/a)Yo(fS)- Yo(fJr/a)Jo(fS) dr3 ~ Jo J2(13) + Y2(13) 13



(3.90)



0i



with Fo = (xt/a 2 > 0. The integral can be evaluated accurately and easily for all dimensionless times using computer algebra systems.



Instantaneous Surface Heat Flux. at r = a, is given by the integral



The instantaneous surface flux, defined as q(t) =-kaO/3r



aq(t) 4 f : e_FO~2 dr3 kOi - 71;2 [j02(~) + y2(~)]~



(3.91)



Carslaw and Jaeger [1 1] presented short-time expressions for the instantaneous temperature rise and the surface heat flux.



Short-Time Temperature Rise 0 1 [p-1 ] (p-1)~/~o ierfc [ p - 1 0 i - ~ erfc 2x/-F-oo + 4133/2



2x/Go]+



(9-29-792 ) [P -1 ] 32pS/2 i2erfc 2N/-~o
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with p =- r/a > 1. The special functions ierfc (x) and i2erfc (x) are integrals of the complementary error function and are defined in Carslaw and Jaeger [11]. Short-Time Surface Heat Flux.



The instantaneous surface heat flux is given by



aq(t) kOi



V ~ / - ~ o + ~ - - ~-



+~-Fo



The first term corresponds to the half-space solution when the dimensionless time is very small, i.e., Fo < 10-3. N e u m a n n Solution. The instantaneous temperature rise for arbitrary dimensionless time Fo > 0 at arbitrary radius r/a > 1 is given by the integral solution:



kO _ - 2 If (1- e-F°~) Jo(fSr/a)Y,([5)- Yo(~F/a)Jl(~) dr3 qo rr j2 (~) + y2 (~) ~2 Carslaw and Jaeger [11] presented an approximate short-time solution for arbitrary radius:



p-lJ



k0 2 ~/~o{ierfc[ q0 - V~ 2V~o with p = r/a > 1 and Fo is given by



=



-



(3p+1)i2erfc [ p - 1 ]} 4p 2~o



off/a 2. The instantaneous surface temperature rise 00 for short times k00_ 2 ~ / - ~ o _ 1 q0 ~ 2



Transient External Conduction From Spheres Introduction. Solutions of transient conduction from a sphere of radius a into an isotropic space whose properties are constant and whose initial temperature Ti is constant are considered here. The dimensionless equation is



a2(~



ap 2 +



2 a~ p ap



a~ -



aFo'



Fo > 0,



p>1



(3.92)



where ¢~is the dimensionless temperature, p = r/a, and Fo = m/a 2 is the dimensionless time defined with respect to the sphere radius. Solutions are available in Carslaw and Jaeger [11] for three boundary conditions: (1) the Dirichlet condition where T(a, t)= To, (2) the Neumann condition where OT(a, t)/br =-qo/k, and (3) the Robin condition where OT(a, t)/br = - ( h / k ) [ T r - T(a, t)]. The thermophysical parameters To, TI, q0, and h are constants. These boundary conditions in dimensionless form are ~ = 1, O¢/0p =-1, and 0~/0p =-Bi(1 -¢~) with Bi = ha/k for the three boundary conditions, respectively. The three definitions of dimensionless temperature are presented below. The three dimensionless solutions [11] are: Dirichlet Solution



lerfc/2 / p-1



¢=p w h e r e , = ( T(r, t ) - Ti)/( To - Ti).
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Neumann Solution



, = P erfc



- P exp(p - 1 + Fo) erfc



+ x/-FTo



(3.94)



w h e r e , = k(T(r, t) - Ti)/(aqo). Robin Solution Bi



1



~- Bi+l



p



erfc( p - 1



p-1 Bi i exp[(Bi + 1)(p - 1) + (Bi + 1)2 Fo] erfc 2X/~o + (Bi + 1)%/-F--oo] (3.95) Bi+l p where ~ = ( T(r, t ) - Ti)/( T I - Ti).



Instantaneous Surface Temperature and Heat Flux. The previous solutions give the following important results for the instantaneous surface temperature and surface heat flux. Dirichlet Condition.



The instantaneous surface heat flux is given by



aq(a, t) 1 k ( T o - Ti) = 1 + V~-----------~~o



(3.96)



The instantaneous surface temperature is given by



Neumann Condition.



k(T(a, t ) - Ti) = 1 - e F° erfc (~/-~o) aqo



(3.97)



Robin Condition. The Robin solution given above yields expressions for the instantaneous surface temperature and the instantaneous surface heat flux. They are as follows:



(T(a, t ) - Ti)



Bi 11 - e (B'÷1)2F° erfc [(Bi + 1)v/-F--oo]l Bi+l



(r~- r/) and



aq(a, t) _ Bi l1 + e (B~÷1)2F° erfc [(Bi + 1)X/~oll k ( T I - Ti) B i + l



(3.98)



(3.99)



Instantaneous Thermal Resistance Resistance Definition. The instantaneous thermal resistance for the three boundary conditions is defined as R = (T(a, t) - Ti)/Q where Q = q(a, t)4r~a2. The results given above yield the following expressions. Dirichlet Condition Resistance 1



4rckaRo = [1 + tvr~vro)l'l/"/--'~'"



(3.100)



Neumann Condition Resistance



4~kaRN = 1 - eF° erfc (X~o)



(3.101)
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Robin Condition Resistance 1 - e z2 erfc 4 r t k a R R = 1 + e z2 erfc



(z) (z)



(3.102)



where z = (Bi + 1)V~o. The three previous expressions approach the steady-state result 4 r t k a R = 1 for large dimensionless time. The previous expression for the Robin condition can be calculated by the following rational approximation with a maximum error of less than 1.2 percent: 1 - a~s - a2 $2 - a3 $3 4 r t k a R R = 1 + a l s + a2s 2 + a3 $3



(3.103)



where s = 1/(1 + p z ) and the coefficients are al = 0.3480242, a2 = -0.0958798, a3 = 0.7478556, p = 0.47047. The three solutions corresponding to the three boundary conditions can be used to obtain approximate solutions for other convex bodies, such as a cube, for which there are no analytical solutions available. The dimensionless parameters Bi and Fo are defined with respect to the equivalent sphere radius, which is obtained by setting the surface area of the sphere equal to the surface area of the given body, i.e., a = VA/(4r0. This will be considered in the following section, which covers transient external conduction from isothermal convex bodies.



Transient External Conduction From Isothermal Convex Bodies External transient conduction from an isothermal convex body into a surrounding space has been solved numerically (Yovanovich et al. [149]) for several axisymmetric bodies: circular disks, oblate and prolate spheroids, and cuboids such as square disks, cubes, and tall square cuboids (Fig. 3.10). The sphere has a complete analytical solution [11] that is applicable for all dimensionless times Fov~ - m / A . T h e dimensionless instantaneous heat transfer rate is Q~/-~a = Q V / - A / ( k A O o ) , where k is the thermal conductivity of the surrounding space, A is the total area of the convex body, and 00- To- Ti is the temperature excess of the body relative to the initial temperature of the surrounding space. The analytical solution for the sphere is given by Q~/-~A= 2X/-~ +



1



(3.104)



which consists of the linear superposition of the steady-state solution (dimensionless shape factor) and the small-time solution (half-space solution). This observation was used to propose a simple approximate solution for all body shapes of the form 1



Q~AA= S~AA+



(3.105)



where S~A is the dimensionless shape factor for isothermal convex bodies in full space. This parameter is a relatively weak function of shape and aspect ratio; its values lie in the range 3.192 b



a_b



Hyper-Ellipse a>b



(x}n+



0 4 × 10-2.



a3 =



Transient Spreading Resistance Within Semi-Infinite Flux Tubes and Channels



Isoflux Circular Contact Area on Circular Flux Tube. Turyk and Yovanovich [118] reported the analytical solutions for transient spreading resistance within semi-infinite circular
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flux tubes and two-dimensional channels. The circular contact and the rectangular strip are subjected to uniform and constant heat fluxes. The dimensionless spreading resistance for the flux tube is given by the series solution 16 1 ~ J2(6.e) erf (~5.ex/-F-do) 4kaRs - ~ e .=~ ~53J~(8,)



(3.167)



where e = a/b < 1, Fo - o~t]a2, and 5n are the roots of Jl(X) = 0. The series solution approaches the steady-state solution presented in an earlier section when the dimensionless time satisfies the criterion Fo > 1/62 or when the real time satisfies the criterion t > a2/(o~2).



Isoflux Strip on Two-Dimensional Channel



The dimensionless spreading resistance within a two-dimensional channel of width 2b and thermal conductivity k was reported as



kRs = 1_~ ~ ~36 m = 1



sin 2 (mne) erf (mneV~o)



(3.168)



m3



where e = a/b < 1 is the relative size of the contact strip, and the dimensionless time is defined as Fo = t~t/a2. There is no half-space solution for the two-dimensional channel. The transient solution is within 1 percent of the steady-state solution when the dimensionless time satisfies the criterion Fo _>1.46/~2.



CONTACT, GAP, AND JOINT RESISTANCES AND CONTACT CONDUCTANCES Point and Line Contact Models The thermal resistance models for steady-state conduction through contact areas and gaps formed when nonconforming smooth surfaces are placed in contact are based on the Hertz elastic deformation model [37, 41,117, 121] and the thermal spreading (constriction) results presented previously. The general elastoconstriction models for point and line contacts are reviewed by Yovanovich [143]. In the general case the contact area is elliptical and its dimensions are much smaller than the dimensions of the contacting bodies. The gap that is formed is a function of the shape of the contacting bodies, and in general the local gap thickness is described by complex integrals and special functions called elliptical integrals [8, 10]. Two important special cases are I considered in the following sections: sphere-fiat and circular cylinder-flat contacts. The review of Yovanovich [143] can Sphere be consulted for the general case.



el



Gap



£2



I



o I



Elastoconstriction Resistance of Sphere-Flat Contacts. The contact resistance of the sphere-fiat contact shown in Fig. 3.23 is discussed in this section. The thermal conductivities of the sphere and flux tube a r e k l and k2, respectively. The total contact resistance is the sum of the constriction resistance in the sphere and the spreading resistance within the flux tube. The contact radius a is much smaller than the sphere diameter D and the tube diameter. Assuming isothermal contact area, the general elastoconstriction resistance model [143] becomes:



I



FIGURE 3.23 Sphere-flatcontact with gap.



Rc -



1



2ksa



(3.169)
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where ks = 2klk2/(kl + k2) is the harmonic mean thermal conductivity of the contact, and the contact radius is obtained from the Hertz elastic model [117]: 2a [3FA] '/3 O-[ Dz ]



(3.170)



where F is the mechanical load at the contact, and the physical parameter is defined as 1



E



(3.171)



(1 - v 2) +



A = ~-



E1



E2



where Vl and v2 are the Poisson's ratio and E1 and E2 are the elastic modulus of the sphere and flat contacts, respectively.



Elastoconstriction Resistance of Cylinder-Flat Contacts.



The thermal contact resistance model for the contact formed by a smooth circular cylinder of diameter D and thermal conductivity kl, and a smooth flat of thermal conductivity k2, was reported by McGee et al. [63] to be



ksRc- 2n kl In



- 2k---~--2---n- k--TIn (4nF*)



(3.172)



where ks is the harmonic mean thermal conductivity and A is the Hertz physical parameter defined above. The dimensionless mechanical load is defined as F* - FA/(DL), where Fis the total load at the contact strip and L is the length of the cylinder and the flat.



Gap Resistance Model of Sphere-Flat Contacts. The general elastogap resistance model for point contacts [143] reduces for the sphere-flat contact to



1(o)



R g - --L kg.olg.p



(3.173)



where L = D/(2a) is the relative contact size defined previously. The gap integral for point contacts proposed by Kitscha and Yovanovich [46] is defined as



Ig,p =



I



L 2x tan -1 V'x 2 - 1 (28/D) + (2M/D) dx



(3.174)



The local gap thickness ~i is obtained from 28 D -1-



((L)2) 1-



1/2



+~



1 [



( 2 - x 2) sin -~



(1)



+V'x 2 - 1



1



1 - L2



(3.175)



where L - D/(2a), x - r/a, and 1 _ Y/o > 2.0 and 10 -6 < P/Hc -< 2 × 10-2, and it has a maximum error of approximately 1 percent. The relative mean plane separation appears in the gap conductance model. Yovanovich [139] proposed the correlation equation for the contact conductance model: [ p '~0.95 Co= 1 . 2 5 ( ~ [ )



(3.187)



which is valid for the wide range 10-6 _> 1, the buoyancy force that drives the motion (term IV in Eq. 4.6) can be seen to be balanced almost exclusively by the viscous force (term III). With this approximation, and because, for Pr >> 1, Pr disappears from Eq. 4.7, Ra is the only remaining dimensionless group in the simplified equations. For Pr > 1



(4.9a)



Nu = f(Ra Pr)



for Pr 106 are believed to be due to turbulence, which is not included in their steady-state laminar solution. This comparison lends support to the approximations inherent in the simplified equations of motion.



Thin-Layer Approximation. Laminar analyses often make the further approximation that the boundary layer is so thin that when the simplified equations of motion are rewritten in terms of local surface coordinates, i.e., in terms of the x and y of Fig. 4.3a, several terms normally associated with curvature effects can be dropped. The Nusselt number equation, based on solutions to such laminar "thin-layer" equation sets, always takes the form Nu = c Ra TM



(4.10)



where c is independent of Ra but does depend on geometry and Prandtl number. For example, c - 0.393 for the horizontal circular cylinder in air (Pr = 0.71) [240]. Plotted in Fig. 4.2, Eq. 4.10 with this value of c falls consistently below the experimental data; also (since no single power law can fit the data) its functional form is incorrect. At high Ra it approaches Kuehn and Goldstein's laminar solution to the complete simplified equations of motion, but, as already discussed, the presence of turbulence has rendered laminar solution invalid in this range. The thin-layer approximation fails because natural convective boundary layers are not thin. From the interferometric fringes in Fig. 4.2b (which are essentially isotherms), the thermal boundary layer around a circular cylinder is seen to be nearly 30 percent of the cylinder diameter. For such thick boundary layers, curvature effects are important. Despite this failure, thin-layer solutions provide an important foundation for the development of correlation equations, as explained in the section on heat transfer correlation method.



Problem Classification



Classification of Flow. The flow near bodies like that in Fig. 4.1a can be classified into one of three types: two-dimensional (2D), axisymmetric, and three-dimensional (3D). The flow is 2D if the body is invariant in cross-sectional shape along a long horizontal axis (e.g., a long horizontal circular cylinder). An axisymmetric flow takes place near a body (Fig. 4.3b) whose shape can be generated by revolving a body contour about a vertical line; for example, a sphere is generated by rotating a semicircle. If the body meets neither the 2D or axisymmetric requirements, its flow is classified as 3D; this class includes the flow around 2D and axisymmetric bodies whose axes have been tilted. In addition to this geometric classification, the flow can be classified as fully laminar (i.e., laminar over the entire body), fully turbulent (turbulent over the entire body), or laminar and



4.6



CHAPTERFOUR turbulent (i.e., laminar over one portion and turbulent over the other). Laminar flow is confined to a boundary layer, but turbulent flow may be either attached or detached, as discussed in the section on turbulent Nusselt number.



Thermal Boundary Conditions. The simplest thermal boundary conditions are Tw and Too, both specified constants. If Too varies, it is assumed to be a function only of the elevation z; also, dTJdz is always positive, since, with 13positive, a situation where dTJdz is negative is always unstable and cannot be maintained in an extensive fluid. Either T~ or q" may be specified on the body surface. The difference between the temperature at a given point on the body and Tooat the same elevation is denoted AT; AT is the area-weighted average value of AT over the surface, and AT0 is an arbitrary reference temperature difference, usually set equal to AT. If AT is positive over the lower part of the body and negative over the upper part, the surface flows over each part are in opposite directions, and these two flows meet and detach from the body near the line on the surface where AT = 0. Direction of Heat Transfer (Cooling versus Heating).



The relationship of Nu to Ra and Pr for a heated body is precisely the same as when the body is inverted and cooled, except that Tw - Toois replaced by Too- Tw. This principle implies, for example, that the relationship for the heated triangular cylinder in Fig. 4.4a is identical to that for the inverted cooled triangular cylinder in Fig. 4.4b. In this chapter it is normally assumed that the surface is heated, and the results for a cooled surface can be inferred from results for a corresponding heated surface by using the above principle. Xw 
 0.1. Nuxr = He(Ra*) 1/5



(



He =



Pr



)1/5



(4.34a)



4 + 9~/~r + 10Pr



Nue, = 0.4/ln (1 + 0.4/Nu~r)



(4.34b)



(CV)3/4(Ra*) TM Nu,,x = 1 + (C2 Pr/Ra*) 3



10 ~2< C2 < 2 × 10 ~3 C2 = 7 × 10 ~2 (nominal)



Nux = ( ( N u e j m + (Nu,,x)m)'/m



(4.34c)



m = 3.0



(4.34d)



The value of C2 determines the transition between laminar and turbulent heat transfer. A nominal value is C2 = 7 × 10 ~2. Comparison With Data. Equation 4.34 is in excellent agreement with the data of Humphreys and Welty [147] and Chang and Akins [40] for Pr = 0.023 (mercury), but the data lie only in the laminar regime. There is also good agreement with measurements of Goldstein and Eckert [115], Vliet and Liu [275], and Qureshi and Gebhart [222] for water, although the observed transition depends on the level of heat flux. By choosing an appropriate value for C2 for each q", Fig. 4.8 shows that Eq. 4.34 can be made to fit each data set. For a nominal value
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FIGURE 4.8 Comparison of local heat transfer measurements of Qureshi and Gebhart [222] with Eq. 4.34 for a uniform heat flux, vertical flat plate in water.
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by C2 = 7 x 1012, Eq. 4.34 gives good agreement with measurements for oils, Pr = 60 and Pr = 140, except in the transition region. Fujii and Fujii [99] have shown that strong vertical temperature gradient in_the ambient fluid also affects the value of Nux in the transition regime. Calculation of AT. In some cases involving uniform q", it is sufficient to know the average temperature difference, defined as



AT= -A



(Tw- T=) dA



(4.35)



This is obtained from the average Nusselt number Nu defined in Fig. 4.6. A rough estimate of Nu can be obtained for Ra > 105 by using the equations in the section on vertical flat plates with uniform Tw and T=, ~ = 90 °, with AT replaced by AT. For higher accuracy, and for convenience since Ra* is used in place of Ra, use the following equation set:



--



--6(



Nur = He Ra .1/5



Pr



)1/5



He = ~- 4 + 9~/-P-rr+ 10 Pr



(4.36a)



1.0 Nue= In (1 + 1.0/Nu T)



(4.36b)



/( (c2pr)04)



Nu,= (CV) 3/4 Ra *1/4 1 + Nu = (Nu~' + NU~n)1/m



Ra*



C2 = 7 x 1012



(4.36c)



m = 6.0



(4.36d)



m



He is tabulated in Table 4.1.



Vertical Plates of Various Planforms. There is a class of vertical plates, such as shown in Fig. 4.9, for which any vertical line on the plate intersects the edge only twice. When such plates are isothermal, the thin-layer laminar Nusselt number Nu r can be calculated [225] by dividing the surface into strips of width Ax and length S(x), applying Eq. 4.33a to compute the heat transfer from each strip, adding these to obtain the total (thin-layer) heat transfer, and using this heat transfer to calculate Nur. The result can be expressed as ~1/4 f0W S 3/4 d x N u T=



GCt R a TM



G=



A



(4.37a)



where/? is any characteristic dimension of the surface. This also results from the application of Eq. 4.14. Figure 4.9 shows examples of the constants G for three body shapes.
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Definition sketch for natural convection from plates of various planform.
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For laminar heat transfer, the correlations for such disks have been given by Eq. 4.18 [227]: Nut = NUcoND + Nur



(4.37b)



Yovanovich and Jafarpur [294] have shown that, for the length scales in Fig. 4.9, e NUcoNo = X/A NUVXcOND



(4.37C)



If the plate is heated on one side only, but is immersed in a full space NUVXcOND= 3.55, if the plate is heated on one side and immersed in a half-space (i.e., the heated plate is embedded in an infinite adiabatic surface) NUvXcOND = 2.26, and if the plate is heated on both sides and immersed in a full space NUVX.COND= 3.19. In all cases A is the surface area that is active. For a general equation for Nu: substitute Eqs. 4.37a and c into Eq. 4.37b to obtain the equation for Nut, use Eq. 4.33 for Nu,, and substitute these equations for Nut and Nut into Eq. 4.33 to obtain the equation for Nu. The isothermal surface correlation jus___ttprovided can also be used to estimate Nu for a uniform flu___xboundary by replaci_~ ATby AT. For higher accuracy, use Eq. 4.36a~to find the thinlayer ATfor each strip, find ATfor the entire surface by area weighting the ATfor each strip (Eq. 4.35), and calculate Nur from the area weighted AT. This results in A e 1/5 m



Nur = C2Ht Ra *v5



C2-- ~w



(4.38)



$6,5 dx



%



where e is again any characteristic dimension of the surface, and terms are defined in Fig. 4.9. To find Nu, substitute Eq. 4.38 for Nur and Eq. 4.37c for NUcoND into Eq. 4.37b to obtain an expression for Nut. Use this Nut and Eq. 4.36c for Nut in Eq. 4.36d to obtain Nu.



Horizontal Heated Upward-Facing Plates (~ = 0 °) With Uniform T. and Too Correlation. For horizontal isothermal plates of various planforms with unrestricted inflow at the edges as shown in Fig. 4.10, the heat transfer is correlated for 1 < Ra < 10~°by the equation: Nur = 0.835Ce R a TM



(4.39a)



1.4 Nut = In (1 + 1.4/Nu r)



(4.39b)



Nu, = C,v R a 1/3



(4.39c)



Nu = ((Nut) m + (Nut)m) l/m



(4.39d)



m=10



Use of the length scale L* [116], defined in Fig. 4.10c, is intended to remove explicit dependence on the planform from the correlation. ~- Perimeter p A L*= Alp qL* Nu= A A T k Re = cj/3 ~-T (L*) 3 va
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Plon view (b)



(c)



FIGURE 4.10 Definition sketch for natural convection on a horizontal upwardfacing plate of arbitrary planform. Only the top heated surface of area A is heated.
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Comparison With Data. Figure 4.11 shows that Eq. (39) is in good agreement with measurements for gases (Pr --- 0.7). The Clausing and Berton [62] data shown in the figure have been extrapolated to Tw/To. = 1 using their correlation. The scatter in the data of Yousef et al. [290] is due to temporal changes in the heat transfer. Excellent agreement was also found with the data of Goldstein et al. [116] for 1.9 < Pr < 2.5 for a variety of shapes, but the data of Sahraoui et al. [237] for a disk and flat annular ring, 1 < Ra < 103, fall below this equation. For Pr > 100, Eq. 4.39 is in excellent agreement with the measurements of Lloyd and Moran [297] for 107 < Ra < 109, and agrees, within the experimental scatter, with the measurements of Lewandowski et al. [179] for 102 < Ra < 104. Horizontal Heated Upward-Facing Plates (~ = 0 °) With Uniform Heat Flux Correlation. The nomenclature for this problem is also given in Fig. 4.10, where AT is the surface average temperature difference. Equation 4.39 should also be used for this case, where the calculated Nu value provides the average temperature difference AT. Comparison With Data. Equation 4.39 agrees to within about 10 percent with the data of Fujii and Imura [103] and Kitamura and Kimura [161], for heat transfer in water (Pr = 6), for 104 < Ra < 1011. Both these experiments were performed using effectively infinite strips of finite width.



Horizontal Isothermal Heated Downward-Facing Plates (~ = 180 °) Correlation. Definitions and a typical flow pattern for this problem are shown in Fig. 4.12. The heat transfer relations given here assume that the downward-facing surface is substantially all heated; if the heated surface is set into a larger surface, the heat transfer will be reduced. Since the buoyancy force is mainly into the surface, laminar flow prevails up to very high Rayleigh numbers. The following equation can be used for 103 < Ra < 101°:
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FIGURE 4.12 Definition sketch for natural convection on a downward-facing plate. Only the bottom surface of area A is heated.



Nu r =



0.527 Ra 1/5 (1 + (1.9/Pr)9/~°) ~9



(4.40a)



2.5 Nue = In (l + 2.5/Nu r)



(4.40b)



The coefficient in Eq. 4.40a was obtained by fitting the results of the integral analysis of Fujii et al. [102]. Comparison With Data. Measurements for isothermal plates in air are compared to Eq. 4.40 in Fig. 4.13 for rectangular plates. Data lie within about +__20percent of the correlation. Measurements have also been done using water, but only with a uniform heat flux boundary condition. For water, the data of Fujii and Imura [103] for a simulated 2D strip lie about 30 percent below Eq. 4.40, but the data of Birkebak and Abdulkadir [20] lie about 3 percent
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above the correlation. The importance of the heat transfer from the outer edge of the plate is believed to be the cause of such large discrepancies.



Plates at Arbitrary Angle of Tilt. The previous sections provide equations from which to compute the total heat transfer from vertical plates (~ - 90°), horizontal upward-facing plates (~ = 0°), and horizontal downward-facing surfaces (~ = 180°). These equations are the basis for obtaining the heat transfer from tilted plates. For a wide isothermal plate at any angle of tilt, first compute the heat transfer from Eq. 4.33 (vertical plate) but with g replaced by g sin ~, then compute the heat transfer from Eq. 4.40 (downward-facing plate) with g replaced by g(0,-cos ~)max,then compute the heat transfer from Eq. 4.39 (upward-facing plate) with g replaced by g(0, cos ~)max,and take the maximum of the three heat transfer rates. It is important to take maximum heat transfer rather than the maximum Nusselt number, because the Nusselt numbers are based on different length scales. For plates with small aspect ratio, such as shown in Fig. 4.9, follow the same procedure except use Eq. 4.37b in place of Eq. 4.33b. Vertical Isothermal Plate in Stably Stratified Ambient Correlation. For an isothermal vertical plate (see Fig. 4.6) in an ambient fluid whose temperature Too increases linearly with height x, the heat transfer depends on the stratification parameter S, defined by L dToo S - A---T dx



(4.41)



where the mean temperature difference AT is also the value of Tw- Too at the mid-height of the surface. For 0 < S < 2, Tw - Too is positive over the entire plate; for S = 2, Tw - Too at x - L; and for S ~ oo the plate temperature is lower than Tooover the top half of the plate and greater than Tooover the bottom half. From laminar thin-layer analysis [41,225,226] the value of Nu T, corrected for stratification effects, is NuT= (1 + S/a)bCe Ra TM : cSl/4Cf



Ra TM



S2



(4.42b)



For gases: a = 1, b = 0.38, and c = 1.28; for water (Pr --- 6): a = 2, b = 0.5, and c = 1.19. For turbulent flow everywhere on the plate and for S _5, Aihara [1] has shown that the heat transfer coefficient is essentially the same as for the parallel-plate channel (see the section on parallel isothermal plates). Also, as W/S ~ O, the heat transfer should approach that for a vertical fiat plate. Van De Pol and Tierney [270] proposed the following modification to the Elenbaas equation [88, 89] to fit the data of Welling and Wooldridge [283] in the range 0.6 < Ra < 100, Pr = 0.71, 0.33 < W/S < 4.0, and 42 < H/S < 10.6:



Ra{ F / 0 5 ~3/4]} Nu = - - ~ - - 1 - e x p [ - ~ ~ a a ) ]



(4.61a)



24(1 0.483e -°'17/~*) W = {(1 + ix*/2)[1 + (1 - e-°83~*)(9.14~e 3 - 0.61)]} 3 -
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FIGURE 4.23 Flow configurations and nomenclature for various open cavity problems.
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and where S is dimensionless and equal to -4.65S (for S in cm) or-11.8S (for S in inches). Other nomenclature is defined in Fig. 4.23a. For a given base plate area there are two fin spacings, $1 and $2, of particular interest. If the fin spacing is decreased, starting from a large value, the heat transfer coefficient remains relatively constant until the spacing $1 (which corresponds to Ra = R a l ) is reached, at which it begins to fall rapidly because of fin interference. As the spacing is decreased within a specified volume, more fins are added to the base plate, thereby increasing the total surface area for heat transfer. Since total heat flow is proportional to the product of heat transfer coefficient and surface area, decreasing the spacing below S1 still improves the total heat transfer until the spacing $2 (which corresponds to Ra = Ramax) is reached; below $2, the total heat transfer falls. For long fins (0~* T= or downward-facing for Tw < T=) has been measured by Jones and Smith [150], Starner and McManus [263], and Harahap and McManus [120]. For a given fin width, W = 0.254 m (0.833 ft), Jones and Smith were able to correlate their measured heat transfer to within about +_25 percent on an Nu-Ra plot. The following equation closely represents this correlation over the data range 2 x 102 < Ra < 6 x 105, Pr = 0.71, 0.026 < H/W < 0.19, and 0.016 < S/W < 0.20: Nu =



[(Ra)m ]500



+



(0.081 Ra°39)mql/m



m = -2



(4.62)



This simple equation ignores the effect of the geometric parameters H/S and H/W. While H/S does not appear to play a strong role, H/W is known to have significant effect. A parametric study using Eq. 4.62 shows that, for a given base area and temperature difference, the curve of total heat transfer versus fin spacing displays a sharp maximum for high fins (large H) and a less well-defined peak for short fins. This results from the rapid increase in total surface area with decreasing fin spacing (i.e., as fins are added to the base plate) for high fins. Because the total heat transfer falls off very sharply for spacings below the optimum, a conservative design would use spacings larger than the optimum $2 (defined in the section on rectangular isothermal fins on vertical surfaces) calculated from Eq. 4.62.



Horizontal Corrugated Surfaces. A heated horizontal isothermal corrugated surface, such as that shown in Fig. 4.23c, can also be considered a finned surface. The heat transfer is from the top surface only. AI-Arabi and EI-Refaee [3] have measured heat transfer rates to air (Pr =0.71) over the range 1.8 x 104 < Ra < 1.4 x 10 7 (the nomenclature is defined in Fig. 4.23c), and have provided the following correlations: (0.46 ) Nu = sin (W/2) -0.32 Ra m where



for 1.8



104 < Ra < Rac



(4.63)



for Ra~ < Ra < 1.4 x 107



(4.64)



×



Rac = (15.8- 14.0 sin (W/2)) x 105 m = 0.148 sin (re/2) + 0.187



and



054 ) Ral/3 Nu = ( 0.090 + sin0 . (~/2------~



The measurements and the above correlation were intended to represent the case where W is asymptotically large. The dependence of the heat transfer on W remains to be determined.



Vertical Triangular Fins. For the vertical fin array in Fig. 4.23d, S is the fin spacing measured at the mid-height of the fin, so that SW is the cross-sectional area of the flow channel formed by the sides of adjacent fins, the base of width S, and the vertical plane passing
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through the fin tips. Nu and Ra are defined in the figure. The correlation of Karagiozis et al. [152] is Nu = NUcoND + C~ Ra 1/4 1 +



RaO2~



+ 8 Nu



8 Nu = [(0.147 Ra °39- 0.158 Ra°46), 0]max



(4.65a) (4.65b)



where NUCOND is the (conduction) Nusselt number for the entire fin array in the limit as Ra -4 0. A conservative design (i.e., the heat transfer is underestimated) results if NUcoND = 0 is used. Otherwise, to estimate NUCOND,suppose that triangular fins are mounted on a rectangular base plate of dimension L1 and H, where the base plate entirely covers the vertical surface on which it is mounted. The surface and base plate therefore have a r e a A b = L1 × H. Suppose further that the fin height is small compared to the base plate dimensions (i.e., W > L a n d W >> L, or D >> L). This section deals with situations covered by entry 10 in Table 4.6, with the additional proviso that either 0 = 0 or 0 = 180 °. When 0 = 180 °, the hot, light fluid lies above the cold, heavy fluid, so the stationary fluid layer (in which there is no fluid motion) is inherently stable, and Nu = 1 for all Ra. (In terms of the conduction layer model, for 0 = 180 ° both the conduction layers are infinite, so the conduction layers always overlap, and Nu = 1.) In the 0 = 0 ° orientation, hot, light fluid lies below the cold, heavy fluid, so the stationary fluid layer is inherently unstable. Despite this inherent instability, the fluid remains stationary provided Ra is less than a "critical Rayleigh number" denoted by Rat. The value of Rat for this particular geometry is 1708. For Ra > Rac, the instability leads to a steady-state convective motion, the form and strength of which depends on both Ra and Pr. For Ra only slightly greater than Rao it consists of steady rolls of order L in size, but as Ra is further increased, more complex flow patterns are observed, and eventually the flow becomes unsteady. At very high Ra it becomes fully turbulent. The heat transfer characteristics reflect the existence of these various flow regimes: for Ra < Rac the fluid is stationary, so Nu is unity; the cellular motion initiated at Rac produces a sharp rise in Nu with Ra, which ultimately becomes asymptotic to the relation Nu ~= Ra 1/3 at very large Ra. For 0 = 0 °, the recommended equation [140] for Nu is: N u = 1 + 1 - 1708 " Ra 1/3 1-1n(Ral/3/k2) Ra k~+2 k2 +



E J[ ( )



Ra 1/3_ 1 5803



1[( ) ]



(4.78)



where square brackets with dots indicate that only positive values of the argument are to be taken, i.e.,
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[X]" = (IX1 +X)2



(4.79)



X being any quantity. Values of the parameters kl and k2, both functions of Pr, are tabulated in Table 4.7 for several values of Pr. This table also cites the experiments from which the values were inferred, and gives the range in Ra over which Eq. 4.78 has been tested for each Pr. The following equations fit the dependence of kl and k2 on Pr exhibited in Table 4.7. 1.44



kl = 1 + 0.018/Pr + 0.00136/Pr 2



(4.80)



k2 = 75 exp(1.5 Pr -'/2)



(4.81)



The form of Eq. 4.80 resulted from an approximate analysis [118], but the constants in the denominator have been chosen to fit the values given in Table 4.7 for Pr = 0.7 and Pr = 0.024, and they are therefore based on limited data. Caution is advised in using this equation when Pr < 0.7, except when Pr = 0.024. Also, for some values of Pr, the narrow range of Ra over which Eq. 4.78 has been tested should be noted. The data of Kek and Mtiller's [158] recent experiments using liquid sodium with Pr = 0.0058 are fit reasonably well by Eqs. 4.78-4.81, but the fit is improved considerably if kl is set equal to 0.087 and the power on (Ra/5830) is changed from 1/5 to 1A. TABLE 4.7



Values of kl and k2 to Be Used in Eq. 4.78



Pr (approximate)



kl



k2



Range of Ra tested



Reference



0.02 0.7 6 34 100 200 3000



0.35 1.40 1.44 1.44 1.44 1.44 1.44



>200 >400 140 100 -85 85 -75



Ra < 108 Ra < 1011 1 0 3 < Ra < 2 x 105 103 < Ra < 105 1 0 3 ___Ra < 3 × 1 0 6 10 3 < Ra < 5 × 105 1 0 3 < Ra < 3 x 1 0 4



233 See 142 for list. See 142 for list; also 117 243 243 233 243



10 3 < 10 3 
> H, differences of up to 25 percent occur. The equation from Smart et al. [253]



11"})



(4.90)



fits the data for W >> H better than Eq. 4.89, but in contrast to Eq. 4.89, it does not have the proper asymptote, as Ra ---> ~. Equation 4.90 agrees well with data for Ra < 100 Rac and L / H = 3, 5, and 10. It is not recommended for Ra > 100 Rac. Figure 4.31 shows a plot of Eq. 4.89 for a circular cylinder cavity with perfectly conducting walls and various values of D/L. As is clear from the graph, the Nusselt number rises very steeply with Ra after initiation of convection, and very rapidly approaches the value of Nu for the horizontally extensive cavity. This behavior is consistent with the conduction layer model: at high Ra, the conduction layers on the walls at the sides are so thin that they have no effect on the heat transfer; at sufficiently low Ra, they are so thick that they overlap (even though those on the horizontal plates do not), so that their presence governs the condition for a stationary fluid.
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Cavities with HIL > 5 and WIL >~5. In contrast to the horizontal cavity, for which there is flow only when Ra > Rac, the vertical cavity experiences flow for any finite Ra. At small Ra,
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FIGURE 4.31 Relation between Nu and Ra for horizontal cylindrical cavities with perfectly conducting walls, for various values of D/L, as given by Eq. 4.89 with Pr = 6.0.
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however, the velocities are small and essentially parallel to the plates, so that they contribute little to the heat transfer, and for all practical purposes, Nu = 1. These conditions constitute the conduction regime. The development of the flow as Ra increases beyond this regime depends on H/L. If H/L >~ 40, the conduction regime becomes unstable at a critical Rayleigh number Ra~, which is plotted as a function of Pr in Fig. 4.32 (from Ref. 162). Increases in Ra past Rac lead through a turbulent transition regime and finally into a fully developed turbulent boundary layer regime characterized by turbulent boundary layers on each plate and a well-mixed core between them in which there is a vertical temperature gradient of about 0.36(Th - Tc)/H [170]. If H / L ~40, the regimes encountered as Ra increases are first conduction, then turbulent transition, and then turbulent boundary layer; for H / L 10 the effect of wall properties is not expected to be important (see Table 4.6, entry 9). For fluids with Pr > 4, the recommended equations are based on the proposals of Seki et al. [248]. For Ra (H/L) 3 < 4 × 1012,



[



Nu = 1, 0.36 Pr °°51



()036



Ra °25, 0.084 Pr °°51



1



Ra °3



(4.96)



dmax



and for Ra (H/L) 3 > 4 x 1012, Nu = 0.039 Ra 1/3



(4.97)



These equations have been tested for values of H/L ranging from 5 to 47.5. The middle term in Eq. 4.96 has been tested for 3 < Pr < 40,000, and the last term for 3 ~ Pr ~< 200. Equation 4.97 has been tested only for Pr = 5, and may underpredict measurements by as much as 20 percent. For 5 _~ 10, the plates are extensive (Table 4.6, entry 9), and the wall thermal properties are not important. Vertical Cavities (0 = 90 °) with U H > 2 and WIL >~5. Except in an end region immediately adjacent to the two vertical plates, the flow in a cavity with L >> H is everywhere parallel to the horizontal walls, with hot fluid in the upper half of the cavity streaming toward the cold plate and cold fluid in the lower half streaming toward the hot plate (only at very high Rayleigh numbers, where turbulent eddies of a scale smaller than H are possible, will this simple flow pattern break down). The plates at temperatures Th and Tc deflect the streams into boundary layers on each vertical surface. The predictions of Bejan and Tien [16] for adiabatic walls are correlated to within 8 percent by their equation Nu=l+(['y1Ra2(~)8]m+[72Ral/5(-~)E/5]m}l/m



(4.98)



in which m = -0.386, 71 = 2.756 × 10-6, and 3'2= 0.623. The analysis is for laminar flow and hence this equation is not recommended for large Ra (H/L) 3. Because of the dominance of the walls in this problem, departures from the adiabatic wall conditions can be expected to have a marked effect on Nu. Rectangular cavities of practical interest are very often not isolated cells but rather members of a multicellular array, such as that sketched in Fig. 4.33. When 0 - 0, the central plane of each partition forms an adiabatic plane of symmetry, so that each cell behaves like an isolated cell (of the type defined in the section on geometry and parameters for cavities without interior solids) having wall thickness b equal to one-half the partition thickness. When 0 ~ 0, there is usually heat transfer between cells, the magnitude of which is established by the coupling parameter kwL/kb. Smart et al. [253] carried out an experimental study on multicellular arrays with air as the fluid and 0 = 90 ° and found that for Ra at least as high as 107, Eq. 4.98 fit their data provided
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FIGURE 4.33 Sketch of a multicellular array in which many rectangular parallelepiped cavities such as sketched in Fig. 4.25 may be contained. the values of 71 and 72 were slightly altered. The altered values of 7~ and Y2, tabulated in Table 4.10, depended on the conductive and radiative wall properties, as noted in the table. W h e t h e r the changes in 71 and 72 were attributable to the multicellular array effect, the radiative effect, or both, cannot be resolved from the data. Vertical Cavities with 0.5 < I t / L < 5 a n d W / L >- 5. In this intermediate range of H/L, the low-to-moderate Rayleigh number flow consists of a two-dimensional roll. The problem, particularly with L / H = 1, has been the subject of many numerical studies, and indeed for the adiabatic wall case with Pr = 0.7, it has formed the basis of a "benchmark problem" [72] for computational fluid dynamic (CFD) codes (even though it is virtually impossible to duplicate this situation in the real world because real fluids with Pr = 0.7 can never be properly insulated). For both the perfectly conducting and the adiabatic boundary conditions, Table 4.11 gives a tabulation of Nu as a function of Ra for values of H / L of 0.5, 1, 2, and 5, as calculated by Catton et al. [35] (and reported by Catton [34]) for very large Pr, by Wong and Raithby [284] and Raithby and Wong [230] for Pr = 0.7, and by Le Qu6r6 [176]. The effect of Pr over



Values of Y1and Y2to Be Used in Eq. 4.98 for Air-Filled Cavities in Multicellular Arrays [253]



TABLE 4.10



L/H



ew



eh



ec



kL/kwb



71 × 106



"Y2



3 5 5 5 5 10



0.13 0.13 0.9 0.9 0.9 0.13



0.065 0.065 0.065 0.9 0.9 0.065



0.065 0.065 0.065 0.065 0.9 0.065



100 166 42 42 42 332



1.274 1.324 0.970 1.524 4.76 3.952



0.415 0.474 0.594 0.430 0.511 0.502



See Fig. 4.33 for the meaning of b.
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CHAPTER FOUR the r a n g e 0.7 < Pr < oo is seen to be quite modest. But for Pr < 0.7, the effect of Pr has b e e n f o u n d to be stronger: the effect of low P r a n d t l n u m b e r on cavities with adiabatic walls and H / L = 1 was investigated, using a C F D code, by L a g e and B e j a n [173]. T h e y f o u n d that at R a = 1 x 105, N u w e n t f r o m 4.9 at Pr = 1, to 3.35 at Pr = 0.1, and to 2.77 at Pr = 0.01. T h e s e w o r k e r s also give a criterion to establish w h e t h e r the flow is l a m i n a r or t u r b u l e n t . E x t e n s i o n to Table 4.11 to higher R a a p p e a r s only to have b e e n m a d e for the " b e n c h m a r k " configuration (i.e., adiabatic walls, Pr = 0.7). Thus K u y p e r et al. [171] c o r r e l a t e d their C F D results by the e q u a t i o n s N u = 0.171 R a °'282 for



104 < R a < 108



(4.99a)



N u = 0.050 R a °341 for



108 < R a < 1012



(4.99b)



E q u a t i o n 4.99b fits predictions o b t a i n e d using a t u r b u l e n c e model. H s i e h and W a n g [146] corr e l a t e d their high R a y l e i g h n u m b e r e x p e r i m e n t a l results on a d i a b a t i c - w a l l e d cavities by the equations N u = 0.321 and



R a 0"241



( H / L ) -°'°95 Pr °'°53 for



N u = 0.133 R a °3°1 ( H / L ) -°°95 Pr °°53 for



106 < R a < 1.4 x 107



(4.100)



R a > 1.4 x 107 ~ R a ~ 2 x 109



(4.101)



This e q u a t i o n pair was derived f r o m d a t a covering the range 0.7 < Pr < 464 and 3 < H / L < 5.



H e a t Transfer in Vertical Cavities With W l L ~ 5: A n Overview. Figure 4.34 p r e s e n t s a c o m p i l a t i o n of s o m e of the d a t a of the previous t h r e e sections in terms of N u versus H/L, with R a as a p a r a m e t e r , for adiabatic walls with ew = 0 and Pr = 0.7. T h e figure shows a p e a k that m o v e s to lower values of H / L as R a is increased. TABLE 4.11 Tabulation of Numerically Computed Nusselt Number for Vertical (0 = 90 °) Rectangular Parallelepiped Cavities Having W/L ~> 5 and 0.5 < H/L < 5.



H/L 2



5



Prandtl number



0.5 oo



0.7



1 oo



0.7



0.7



Reference



35



176, 230



35



230



230



1.05 ~ 1.77 2.50 3.66 ~



1.11 1.42 1.97 2.61 3.53 ~



1.05 1.28 1.81 2.45 3.30



1.12 -2.24 3.16 4.52 ~ ~ ~



1.19 1.64 2.34 3.12 4.26 ----



1.09 1.39 2.00 2.72 3.68



Perfectly conducting walls Ra = 1 0 3 3 x 10 3 104 3 x 10 4 105 3 x 105



1.00 1.01 1.07 1.48 2.51 3.64



1.05 1.25 1.75 2.41 3.40 4.47 Adiabatic walls



Ra = 103 3 x 103 104 3 x 10 4 105



1.00 1.05 1.30 2.18 3.82



10 6



--



107 108



~ --



See Fig. 4.25 for meaning of symbols.



1.12 1.50 2.24 3.14 4.51 8.83 16.52 30.22
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H/L FIGURE 4.34 N u as a f u n c t i o n o f H / L f o r various values o f R a f o r a v e r t i c a l r e c t a n g u l a r p a r a l l e l e p i p e d cavity w i t h W/L >~ 5, Pr = 0.7, and ~w = 0 (no r a d i a t i o n effects). F o r H / L < 0.5, the p l o t is based on Eq. 4.98; f o r 0.5 _ 8 can resemble that in the corresponding horizontal cavity or that in the corresponding vertical cavity; it rarely combines the characteristics of both. Consequently, with few exceptions, the Nusselt number in the inclined cavity can be determined, to a reasonable approximation, from either the vertical or the horizontal Nusselt number relation, by means of simple angular scaling laws. In this section Null (Ra) will refer to the Nusselt number-Rayleigh number relation for a horizontal cavity (as determined by methods given in the section on natural convection in these cavities) having the same values for all the other relevant dimensionless groups as the inclined cavity at hand. Similarly, Nuv (Ra) will refer to the Nu (Ra) relation for the corresponding cavity at 0 = 90 ° (as determined by methods given in the section on heat transfer in vertical rectangular parallelepiped cavities), while Nu0 (Ra) will be the sought Nu (Ra) relation at the angle 0.



A n g u l a r Scaling.
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CHAPTER FOUR



The scaling laws are found to be slightly dependent on the Prandtl number; the laws will first be reported for Pr ~> 4 (nonmetallic liquids), then for Pr = 0.7 (gases).



Cavities with Pr >~4 and WItt >_ 8. For 90 ° < 0 < 180 °, i.e., cavities heated from above, the scaling law suggested by Arnold et al. [7], Nue (Ra) = 1 + (Nuv (Ra) - 1) sin 0



(4.103)



has been experimentally validated by Arnold et al. [8] for cavities with H/L = 1, 3, 6, and 12. For 0 < O < 90 ° (heating from below), two scaling laws are particularly useful: the horizontal scaling law of Clever [65], Nue (Ra) = Null (Ra cos O)



(4.104)



Nu0 (Ra) = Nuv (Ra sin 0)



(4.105)



and the vertical scaling law,



for H/L _>6, the maximum of the values of Nu0 given by each is recommended, i.e., Nu0 (Ra) = [Null (Ra cos 0), Nuv (Ra sin
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F I G U R E 4.35 Plot of the crossover angle 0c governing the transition from horizontal-like flow to verticallike flow in an inclined cavity containing nonmetallic liquids. Adapted from Arnold et al. [8]. 0c is in degrees.



0)]ma x



(4.106)



Equation 4.106 yields a single value of the crossover angle Oo defined so that for 0 < 0c the horizontal scaling law applies and for 0 > 0c the vertical scaling law applies. Angle 0c is obtained by equating Nun (Ra cos 0) to Nuv (Ra sin 0) and solving for 0. This angle (which also locates a minimum in Nu0 when Nu0 is plotted against 0 with Ra held constant) is plotted as a function of H/L in Fig. 4.35, as given by Arnold et al. [8]. Equation 4.106, with a different but very similar vertical scaling law, was validated by Arnold et al. [8] for H/L = 6 and 12 and for 104 _ 1.2, it can be similarly approximated by (I)(11)= (2 cosh 11- 1)/(2 cosh 11). As was the case for cylinders, Nu is expected to be independent of E when Ra is large enough to make A i --I- mo < L - E. Using a modified conduction layer method, Raithby and Hollands [223] obtained an explicit relation for the Nusselt number Nu: namely Eq. 4.121 with NUCONDgiven by Eqs. 4.125-4.127 (or given by unity if E = 0) and Nut given by



- - [ L ~1/4 Nu/



1.16Cik-~/-//""



Ral/4 [(Di/Do)315 _{_(Do[Di)4/5] 5/4



(4.128)



This equation was shown to closely fit the E =0 data of Scanlan et al. [241], which covered the ranges 1.3 x 103 < Ra < 6 × 108, 5 too), steady-state convection is achieved. These two regimes are called the conduction regime (0 < t < to) and the steady-state regime (t > t~). The transition regime lies in the range to < t < too. At time ti, the heat flow by conduction matches the steady-state convective heat transfer from the body. If conditions are met to initiate convection before ti (this will depend on Pr and Ra), the heat flow falls monotonically in the transition regime, as along path A in Fig. 4.37b. Otherwise convection will not be initiated until to > ti, so the heat flow will have fallen below the steady-state value and must therefore recover from the undershoot in the transition regime as shown by path B.



TI



I



~r"T" ~¢-1"oo q"l i ~ to Steady_T,,-Too'
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V



,o,e \



xc; from the experiments [148] for water, Xc is given roughly by Eq. 4.161 with K = 155. Integrating the local heat transfer relations results in the following expression for average heat transfer: Nu = V~0.664Re lr2 P r =



[29Re 1 Gr2/3 , 1



1/3 + ( 1 - ~ ) C U R a 1/3



Ra = Gr Pr



(4.162a) (4.162b)



min



where the minimum of the two quantities in brackets is to be used in Eq. 4.162b. The coefficient 29 in Eq. 4.162b will likely be somewhat dependent on Prandtl number, but data are not available to resolve this dependence. For laminar flow above a cooled surface or below a heated surface, the presence of buoyancy forces stabilizes the flow (inhibits transition) and tends to diminish the heat transfer. The analysis of Chen et al. [43] predicts that natural convection will alter the local convective heat transfer by less than 5 percent if IGrl(x/L)3rZ/Re 5r2 < 0.03 for Pr = 0.7. Robertson et al. [232] show that for IGr I/Re 5r2 > 0.8 and Pr = 0.7, buoyancy may inhibit the flow so strongly that a separation bubble may form over the surface. In turbulent flow, stable stratification significantly damps turbulence and reduces heat transfer in the vertical direction. H o r i z o n t a l Cylinders. For a heated horizontal cylinder in perpendicular cross flow, the angle of the approaching stream, ~ in Fig. 4.47, greatly affects the heat flow in the DV mixed convection regime. For ~ = 0 the forced flow assists the Re= T natural convection and the dependence of the average NusT gB (T.-T®) D~ selt number on Re resembles path A in Fig. 4.44. For ~)= 90 ° Ro vii there is a sharper transition from natural to forced convecRa tion than when ~ = 0, while for opposed flow ((~ = 180 °) there Gr Pr is a minimum as shown by path B in Fig. 4.44. For a cooled g cylinder the same description applies except that ~) is measured from the vertical axis extending upward from the Tw > T~ ~ . . cylinder. Equating the Nusselt numbers for pure natural convecFIGURE 4.47 Perpendicular flow across a horizon- tion and pure forced convection provides a good estimate of the Ra-Re curve along which mixed convection effects are tal circular cylinder in mixed convection. most important, as already discussed. After a careful study of available data, Morgan [198] proposed the following equation for forced convection heat transfer from a cylinder for cross flow in a low-turbulence airstream: Nu =



q"D (Tw-T~) k



NUF = a Re"



(4.163)



where a and n are given in Table 4.14. This equation can also be used as a first approximation for other fluids if the right side is multiplied by the factor (Pr/0.71) 1/3. If Eq. 4.163 is equated to Eq. 4.45 for NuN, the Re/versus Gri relation indicated by the solid curve in Fig. 4.48 is obtained, which denotes the approximate center of the mixed convection regime. The approximate bounds of this regime, based on a 5 percent deviation in heat transfer from pure forced convection and from pure natural convection, respectively, have been estimated by Morgan [198] to lie in the shaded bands.
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Constants for Forced Convection Over a Circular Cylinder (Eq. 4.163)



TABLE 4.14



Re range



a n



10-4 to 4 x 1 0 -3



4 × 1 0 -3 to 9 x 10-2



9 X 1 0 -2 to 1.0



1.0 to 35



35 to 5 × 10 3



5 X 1 0 3 to 5 × 10 4



5 x 104 to 2 x 105



0.437 0.0895



0.565 0.136



0.800 0.280



0.795 0.384



0.583 0.471



0.148 0.633



0.0208 0.814



A procedure for calculating the heat transfer in the mixed convection regime for the problem has also been proposed by Morgan [198] on the basis of work of B6rner [22] and Hatton et al. [131]. For a given Ra and Re, the value of NuN is computed from Eq. 4.45. For the given Re, the constants a and n are chosen from Table 4.14. The value of Re/is then found from Eq. 4.163 with NUF= NuN; that is, Re~=



a(Pr/0.71)l/3



(4.164)



An effective Reynolds number Re~, is then calculated from Nee. = [(Re/+ Re cos ,)2 + (Re sin (i))211/2



(4.165)



and Nu is computed by insertion of Re~. into Eq. 4.163 to obtain ( Pr /1/3 Nu = a RebUff\ 0.71 ] It will be seen that if Rei >> Re, the natural convection result is recovered, while if Rei 0.5), very little difference exists b e t w e e n the Nusselt n u m b e r for uniform wall t e m p e r a t u r e and the Nusselt n u m b e r for uniform wall heat flux in smooth circular ducts. However, for Pr < 0.1, there is a difference b e t w e e n NuT and NUll. Table 5.11 presents the fully developed t u r b u l e n t flow Nusselt n u m b e r in a s m o o t h circular duct for Pr > 0.5. The correlation p r o p o s e d by Gnielinski [69] is r e c o m m e n d e d for Pr > 0.5, as are those suggested by Bhatti and Shah [45]. In this table, the f in the equation is calculated using the Prandtl [52]-von K~irm~in [53]-Nikuradse [43]; Coleb r o o k [54]; F i l o n e n k o [55]; or Techo et al. [56] correlations shown in Table 5.8.
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FIGURE 5.9 Moody's [58] friction factor diagram for fully developed flow in a rough circular duct [45].



For liquid metal (Pr < 0.1), the most accurate correlations for NUT and NUll a r e those put forth by Notter and Sleicher [80]: NUT = 4.8 + 0.0156Re °'85 P r °'93



(5.76)



Null = 6.3 + 0.0167Re °85 P r °'93



(5.77)



These equations are valid for 0.004 < Pr < 0.1 and 10 4 < Re < 10 6. Heat Transfer in Rough Circular Ducts. The Nusselt number for a complete, rough flow regime in a circular duct is given in Table 5.12. The term f i n this table denotes the friction factor for fully rough flow. It is given by the Nikuradse [60] correlation shown in Table 5.9. The recommended equations for practical calculations are those correlations by Bhatti and Shah [45] shown in Table 5.12. Artificially roughed circular ducts are also often used to enhance heat transfer. The Nusselt numbers for artificially roughed ducts have been reviewed by Rao [59].



Hydrodynamically Developing Flow.



An analytical, close-form solution for hydrodynamically developing flow in rough circular ducts has been obtained by Zhiqing [87]. The velocity distribution in the hydrodynamic entrance region is given as u ~(y/8) in Umax - - [ 1



Umax



"~-



for O < y < 5 for ;5 < y < a



(5.78)



+



(5.79)



where ;5 is the hydrodynamic boundary layer thickness, which varies with axial coordinate x in accordance with the following relation:
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TABLE 5.9 Fully Developed Turbulent Flow Friction Factor Correlations for a Rough Circular Duct [48] (a = tube radius)



Investigators



Correlations



1



von Kfirm~in [46]



Mf



Nikuradse [60]



~



1



vf



Remarks



E



3.36- 1.763 In a



This explicit theoretical formula is applicable for Re~ > 70.



e



- 3.48-1.737 I n a



This experimentally derived formula renders very nearly the same results as the von Kfirm~in [46] formula.



1



Colebrook [54]



- ~ = 3.48-1.7372 In



Moody [58]



f = 1.375



Wood [61]



f = 0.08(~)°'225 + 0.265(ae--) + 66.69(ae--)°4 Re -"



[ x 10-3



+ ReV~)



1 + 21.544



(~.



This implicit formula is applicable for 5 < Re~ < 70, spanning the transition, hydraulically smooth, and completely rough flow regimes.



100'~lc3] + ~] ]



Shows a maximum derivation of-15.78% from the Colebrook-White equation for 4000 < Re < 108 and 2 x 10-8 < e/a < 0.1.



/ e ~0.1M



where n = 1.778~a ) Swamee and Jain [62]



Churchill [63]



1 -~=



3.4769



1.7372 In [e



a



-



_



+



42.48] ReO.9



Shows a maximum deviation of 3.19% from the Colebrook-White equation for 4000 < Re < 108 and 2 x 10-8 < rda < 0.1.



2[( 8 ~12÷ 1 11/12 f= L\-Re ] (A1 + B1)3r2



Unlike other equations in the table, this equation applies to all three flow regimesmlaminar, transition, and turbulent. Its predictions for laminar flow are in agreement with f = 16/Re. The predictions for transition flow are subject to some uncertainty. However, the predictions for turbulent flow are comparable with those rendered by the preceding equation.



where A1 = {2.2088 + 2.457 In [ e-a + 42"683 16R 09e ]}



Re



Chen [64]



Round [65] Zigrang and Sylvester



1



- ~ = 3.48-1.7372 In



E; - 16R-------e---"6 In A21



where (e/a) 11°98 (7.149) °-~1 A 2 = 6.0983 + Re 1 [96.2963] , - - 4.2146 1.5635 In e a Re vf



1



- ~ = 3.4769 - 1.7372 In



-



R----~ In A3



[661 where ,43 = 7-~ - 2.1802 In Zigrang and Sylvester



-~=



3.4769 - 1.7372 In



Applicable only for rda > 2 x 10-5; shows a maximum deviation of 6.16% from the Colebrook-White equation for 4000 < Re < 10a and 2 x 10-8 < e/a < 0.1.



This explicit equation is consistently in good agreement with the Colebrook-White equation for 4000 < Re < 10a and 2 x 10-8 _ 0.5) [48] Investigators Dittus and Boelter [70]



Correlations ~0.024 Re °8 Pr °4 Nu = [0.026 Re °8 Pr °'3



Colburn [71]



Nu = (f/2) Re Pr 1/3 Nu = 0.023 Re °8 Pr ~/3



von K~irm~in [72]



Nu =



Application range



for heating for cooling



0.7 < Pr < 120 and 2500 < Re < 1.24 x 105, L/d > 60 0.5 < Pr < 3 and 1 0 4 < Re < 105



(f/2) Re Pr l+5(fi2)a~[Pr-l+ln(



0.5 < Pr < 10 and 5Pr+16



10 4 
 500.



Transition Flow



As seen in the previous section, flow is considered to be laminar when R e < 2300 and turbulent when Re > 104. Transition flow occurs in the range of 2300 < Re < 104. Few correlations or formulas for computing the friction factor and heat transfer coefficient in transition flow are available. In this section, the formula developed by Bhatti and Shah [45] is p r e s e n t e d to compute the friction factor. It follows: B f = A + Re1/--------~



(5.97)



E q u a t i o n 5.97 is applicable to the laminar, transition, and turbulent flow regions. For laminar flow (Re < 2100), A = 0, B = 16, and m - 1. For transition flow, 2100 < Re _< 4000, A 0.0054, B - 2.3 x 10 -8, and m = -2/3. For turbulent flow, (Re > 4000) A - 1.28 x 10 -3, B = 0.1143, and m = 3.2154. Blasius's [49] formula (see Table 5.8) is also applicable for calculating the friction factor in the range of 4000 < R e < 10 s.



FORCED CONVECTION,INTERNALFLOWIN DUCTS NusseltNumber Ratios for a Smooth Circular Duct with Various Entrance Configurations for Pr = 0.7 [2]



TABLE 5.13



Entrance configurations Long calming section



Schematics Adiabaticsurface



q~,



C 0.9756 0.760



,..,.,~.,,,,.,,,,,,I I IiiI



"~'~"''~"''tti"ttt Square entrance



q~,



2.4254 0.676



I~tilliilliili [~ttttit



f-'t t f f



180° Round bend



0.9759 0.700



l ii I i i l il~ 1.0517 0.629 90°R°undbend



~~l



90° Elbow



~



~ I ~ i~



N



~ I I i



""~tt~ t ttt ti



2.0152 0.614



5.31



5.32
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Heat transfer results for transition flow are rather uncertain due to the fact that so many parameters are needed to characterize heat-affected flow. In the range of 0 < Pr < ~ and 2100 _ 1, T i e d t [106] also d e m o n strated that 24 f R e = 1 + 1.5e .2



(5.157)



It s h o u l d b e n o t e d t h a t w h e n e* = 0, t h e e c c e n t r i c a n n u l a r d u c t is r e d u c e d to a c o n c e n t r i c a n n u l a r duct. C h e n g a n d H w a n g [108] a n a l y z e d t h e h e a t t r a n s f e r p r o b l e m in e c c e n t r i c a n n u l a r ducts. T h e N u s s e l t n u m b e r s f o r fully d e v e l o p e d f l o w in e c c e n t r i c a n n u l a r d u c t s w i t h t h e t ~ a n d t h e r m a l b o u n d a r y c o n d i t i o n s a r e given in T a b l e 5.26. F o r e c c e n t r i c a n n u l a r d u c t s w i t h b o u n d a r y c o n d i t i o n s d i f f e r e n t f r o m t h e f o u r d e s c r i b e d in t h e s e c t i o n e n t i t l e d " F o u r F u n d a m e n t a l



TABLE 5.26



Nusselt Number



Num and NUll2for Fully Developed



r*



e* = 0



0.01



0.05



0.1



0.2



0.25 0.50 0.75 0.90



7.804 8.117 8.214 8.232



7.800 8.111 8.208 8.226



-~ -~



7.419 7.608 7.659 7.667



6.524 6.473 6.432 6.422



0.02 0.05 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95



m m m ~ m ----~ ~ --



m m -~ --~ --~ ~ ~



6.347 6.777 7.139 7.430 7.452 7.267 6.839 6.064 4.776 3.273 0.887 0.229



6.224 6.582 6.815 6.793 6.395 5.688 4.691 3.463 2.154 1.002 0.246 0.059



5.826 5.956 5.854 5.191 4.241 3.198 2.206 1.364 0.725 0.299 0.068 0.016



Laminar Flow in Eccentric Annular Ducts [1,108]



0.4



0.6



0.8



0.9



0.95



0.99



4.761 4.393 4.227 4.192



3.735 3.247 3.024 2.975



3.203 2.644 2.384 2.324



3.038 2.446 2.171 2.106



-~ ---



2.925 2.305 2.016 1.947



4.913 4.701 4.228 3.191 2.244 1.484 0.918 0.522 0.262 0.104 0.023 0.005



4.537 4.289 3.518 2.517 1.694 1.080 0.650 0.362 0.179 0.070 0.015 0.003



4.157 3.849 3.334 2.360 1.571 0.990 0.590 0.326 0.160 0.062 0.013 0.003



4.149 3.827 3.322 2.361 1.571 0.988 0.586 0.323 0.158 0.061 0.013 0.003



4.160 3.833 3.341 2.370 1.575 0.989 0.586 0.322 0.157 0.061 0.013 0.003



Num



N U l l 2



m



m



m



m
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Turbulent Flow Presented in this section are the friction factor and Nusselt number for turbulent flow and heat transfer in concentric annular ducts. The effects of eccentricity on the friction factor and Nusselt number are also discussed. Critical Reynolds Number. For concentric annular ducts, the critical Reynolds number at which turbulent flow occurs varies with the radius ratio. Hanks [109] has determined the lower limit of Recrit for concentric annular ducts from a theoretical perspective for the case of a uniform flow at the duct inlet. This is shown in Fig. 5.16. The critical Reynolds number is within +_3 percent of the selected measurements for air and water [109].



Fully D e v e l o p e d



Flow. Knudsen and Katz [110] obtained the following velocity distributions for fully developed turbulent flow in a smooth concentric annular duct in terms of wall coordinates u ÷ and y+:



2500



Uo÷ = 3.0 + 2.6492 In yo+



for rm < r < ro



(5.158)



uT = 6.2 + 1.9109 In y~



for ri < r < rm



(5.159)
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r* FIGURE 5.16 Lower limits of the critical Reynolds numbers for concentric annular ducts with uniform velocity at the inlet [109].
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where



Uo+ -



U



uT -



Ut, o



Y +o -



-



and



ut,o(ro -



5.51



U Ut, i



r)



yi ÷=



V



Ut,o =



ut, i(r -



ri)



V



(5.160)



Ut, i =



The radius of maximum velocity r* in Eqs. 5.158 and 5.159 can be determined by the formula obtained by Kays and Leung [111]. It follows: r* = rm = r,0.343(1 + ro



r *0"657 -



r*)



(5.161)



A critical review of the extensive friction factor data has been made by Jones and Leung [112]. The researchers recommend that the fully developed friction factor formulas for smooth circular ducts given in Table 5.8 be used for calculating the friction factor for concentric annular ducts by replacing 2a with the laminar equivalent diameter Dt for concentric annular ducts. The term Dt is defined by 1 + r .2 + (1 - r 2*)/In r*



Dr= Dh



(1 - r*) 2



(5.162)



where r* = ri/ro; Dh = 2 ( r o - ri) and r~ and ro are the radii of the inner and outer tubes, respectively. The fully developed Nusselt numbers Nuo and Nui at the outer and inner walls of a smooth concentric annular duct can be determined from the following relations for uniform wall heat fluxes qo' and q;' at the outer and inner walls:



where



Nuo-



hoDh k -



Nui-



hiDh k - 1



q~= ho(To - Tm),



1



-



-



Nuoo ,, ,, , ( q i ]qo )0o



(5.163)



Nuii ,, ,, , (qo/qi )Oi



(5.164)



q;" = h~(Ti - Tm)



(5.165)



The terms To and T/denote the duct wall temperatures at the outer and inner walls. The temperature difference T o - Ti is given by Dh[ ( 1 0* / 7 ( 1--~ 0* )] To - Ti = --if- q'o" Nuoo + Nuii ] - q \ Nuii + Nuoo



(5.166)



The Nusselt numbers Nuoo and Nuu., as well as the influence coefficients 0* and 0* in Eqs. 5.163, 5.164, and 5.166 are provided by Kays and Leung [111]. These are given in Table 5.27 for wide ranges of Re and Pr and for r* = 0.1, 0.2, 0.5, and 0.8. For r* = 1, the concentric annular duct is reduced to a parallel plate duct. The applicable results are given in Table 5.28, the simple Nu being used for the Nusselt number at the heated wall. It should be noted that for laminar flow (Re < 2300) in parallel plate ducts, Nu is equal to 5.385 and 0* is equal to 0.346 for all values of Pr. Dwyer [113] has developed semiempirical equations for liquid metal flow (Pr < 0.03) in a concentric annular duct (0 < r* < 1) with one wall subjected to uniform heat flux and the other
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TABLE 5.27 Nusselt Numbers and Influence Coefficients for Fully Developed Turbulent Flow in a Concentric Annular Duct with Uniform Heat Flux at One Wall and the Other Wall Insulated [111] r* = 0.10



Heating from outer wall with inner wall insulated Re



3



= 10 4



105



× 10 4



3 × 105



10 6



Pr



Nuoo



0*



Nuoo



0*



Nuoo



0*



Nuoo



0*



Nuoo



0*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3 10 30 100 1000



6.00 6.00 6.00 6.13 6.45 24.8 29.8 36.5 61.5 99.2 143.0 205.0 378.0



0.077 0.077 0.077 0.076 0.076 0.039 0.032 0.026 0.013 0.006 0.003 0.002



6.12 6.12 6.24 6.50 7.95 53.4 66.0 81.8 147.0 246.0 360.0 525.0 980.0



0.079 0.079 0.081 0.081 0.075 0.032 0.028 0.023 0.013 0.006 0.003 0.002



6.32 6.40 6.55 7.80 13.7 134 167 212 395 685 1030 1500 2850



0.081 0.082 0.083 0.077 0.065 0.028 0.024 0.021 0.012 0.006 0.003 0.002



6.50 6.60 7.34 12.1 28.2 320.0 409.0 520.0 1000.0 1780.0 2720.0 4030.0 7600.0



0.084 0.082 0.082 0.067 0.051 0.025 0.022 0.019 0.012 0.006 0.003 0.002



6.68 7.20 10.8 26.4 71.8 860.0 1100.0 1430.0 2830.0 5200.0 8030.0 12,100 23,000



0.085 0.082 0.071 0.052 0.036 0.022 0.020 0.017 0.011 0.006 0.003 0.002



r* = 0.10



Heating from inner wall with outer wall insulated Re = 104



3



105



X 10 4



3 x 105



10 6



Pr



Nuii



0'~



Nuii



0'~



Nuii



O*



Nuii



O*



Nuii



O*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3 10 30 100 1000



11.5 11.5 11.5 11.8 12.5 40.8 48.5 58.5 93.5 140.0 195.0 272.0 486.0



1.475 1.475 1.475 1.472 1.472 0.632 0.512 0.412 0.202 0.089 0.041 0.017 0.004



11.5 11.5 11.5 11.8 14.1 81.0 98.0 120.0 206.0 328.0 478.0 673.0 1240.0



1.502 1.502 1.475 1.442 1.330 0.486 0.407 0.338 0.175 0.081 0.039 0.015 0.003



11.5 11.5 11.7 13.5 21.8 191.0 235.0 292.0 535.0 890.0 1320.0 1910.0 3600.0



1.500 1.480 1.473 1.323 1.027 0.394 0.338 0.286 0.162 0.078 0.038 0.015 0.003



11.5 11.7 12.6 19.4 42.0 443.0 550.0 700.0 1300.0 2300.0 3470.0 5030.0 9600.0



1.460 1.462 1.391 1.090 0.760 0.339 0.292 0.256 0.152 0.078 0.038 0.016 0.004



11.6 12.3 17.0 39.0 103.0 1160.0 1510.0 1910.0 3720.0 6700.0 10,300.0 15,200.0 28,700.0



1.477 1.410 1.124 0.760 0.526 0.294 0.269 0.232 0.148 0.077 0.040 0.018 0.004



r* = 0.2



Heating from outer wall with inner wall insulated Re



3



= 10 4



105



× 10 4



3 × 105



10 6



Pr



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3 10 30 100 1000



5.83 5.83 5.83 5.95 6.22 22.5 29.4 35.5 60.0 98.0 142.0 205.0 380.0



0.140 0.140 0.140 0.140 0.140 0.071 0.063 0.051 0.026 0.013 0.004 0.003 0.001



5.92 5.92 6.00 6.20 7.55 51.5 64.3 80.0 145.0 243.0 360.0 520.0 980.0



0.145 0.144 0.146 0.146 0.140 0.064 0.055 0.046 0.026 0.013 0.006 0.003 0.001



6.10 6.10 6.22 7.40 12.7 130.0 165.0 206.0 390.9 680.0 1030.0 1500.0 2830.0



0.151 0.151 0.150 0.144 0.125 0.055 0.049 0.042 0.024 0.012 0.006 0.003 0.001



6.16 6.30 6.90 11.4 26.3 310.0 397.0 504.0 980.0 1750.0 2700.0 4000.0 7500.0



0.152 0.154 0.150 0.131 0.098 0.049 0.044 0.039 0.024 0.012 0.006 0.003 0.001



6.35 6.92 10.2 24.6 80.0 823.0 1070.0 1390.0 2760.0 4980.0 7850.0 12,000.0 22,500.0



0.157 0.153 0.136 0.102 0.074 0.044 0.040 0.035 0.023 0.012 0.006 0.003 0.001
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T,~BI.I: 5.27 Nusselt Numbers and Influence Coefficients for Fully Developed Turbulent Flow in a Concentric Annular Duct with Uniform Heat Flux at One Wall and the Other Wall Insulated [111] (Continued) Heating from inner wall with outer wall insulated



r* = 0.2 Re



3



= 10 4



105



× 10 4



3 × 105



10 6



Pr



Nuii



Off



Nuii



O*



Nuii



O~



Nuii



0'~



Nuii



O~



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



8.40 8.40 8.40 8.50 9.00 31.2 38.6 46.8 77.4 120.0 172.0 243.0 448.0



1.009 1.009 1.009 1.000 1.012 0.520 0.412 0.339 0.172 0.120 0.036 0.014 0.004



8.30 8.40 8.40 8.60 10.1 64.0 79.8 99.0 175.0 290.0 428.0 617.0 1400.0



1.028 1.040 1.027 1.018 0.943 0.398 0.338 0.284 0.151 0.074 0.034 0.014 0.002



8.30 8.30 8.50 9.70 15.8 157.0 196.0 247.0 465.0 800.0 1210.0 1760.0 3280.0



1.020 1.020 1.025 0.944 0.771 0.333 0.286 0.248 0.143 0.072 0.035 0.015 0.002



8.30 8.40 9.05 14.0 31.7 370.0 473.0 600.0 1150.0 2050.0 3150.0 4630.0 8800.0



1.038 1.014 0.980 0.796 0.600 0.295 0.260 0.229 0.137 0.073 0.036 0.016 0.004



8.30 8.90 12.5 33.6 81.0 980.0 1270.0 1640.0 3250.0 6000.0 9300.0 13,800.0 26,000.0



1.020 0.976 0.834 0.748 0.374 0.262 0.235 0.209 0.135 0.077 0.038 0.016 0.003



r* = 0.5



Heating from outer wall with inner wall insulated Re



3 x 104



= 10 4



105



3 x 105



10 6



Pr



Nuoo



0*



Nuoo



0*



Nuoo



0*



Nuoo



0*



Nuoo



0o*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



5.66 5.66 5.66 5.73 6.03 2.6 28.3 34.8 60.5 100.0 143.0 207.0 387.0



0.281 0.281 0.281 0.281 0.279 0.162 0.137 0.111 0.059 0.028 0.013 0.006 0.001



5.78 5.78 5.78 5.88 7.05 49.8 62.0 78.0 144.0 246.0 365.0 530.0 990.0



0.294 0.294 0.294 0.289 0.284 0.142 0.119 0.101 0.058 0.028 0.013 0.006 0.001



5.80 5.80 5.85 6.80 11.6 125.0 158.0 200.0 384.0 680.0 1030.0 1500.0 2830.0



0.296 0.296 0.294 0.289 0.258 0.123 0.107 0.092 0.055 0.028 0.014 0.006 0.001



5.83 5.92 6.45 10.3 24.4 298.0 380.0 490.0 960.0 1750.0 2700.0 4000.0 7600.0



0.302 0.302 0.301 0.264 0.214 0.111 0.097 0.085 0.054 0.028 0.014 0.006 0.001



5.95 6.40 9.00 22.6 64.0 795.0 1040.0 1340.0 2730.0 5030.0 8000.0 12,000.0 23,000.0



0.310 0.304 0.278 0.217 0.163 0.098 0.090 0.078 0.052 0.028 0.015 0.006 0.001



r* = 0.5



Heating from inner wall with outer wall insulated Re



3 x 104



= 10 4



105



3 x 105



106



Pr



Nuii



O*



Nuii



O*



Nuii



O*



Nuii



O*



Nuii



O*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



6.28 6.28 6.28 6.37 6.75 24.6 30.9 38.2 66.8 106.0 153.0 220.0 408.0



0.620 0.620 0.620 0.622 0.627 0.343 0.300 0.247 0.129 0.059 0.028 0.006 0.002



6.30 6.30 6.30 6.45 7.53 52.0 66.0 83.5 152.0 260.0 386.0 558.0 1040.0



0.632 0.632 0.632 0.636 0.598 0.292 0.258 0.218 0.121 0.059 0.027 0.006 0.002



6.30 6.30 6.40 7.30 12.0 130.0 166.0 212.0 402.0 715.0 1080.0 1600.0 3000.0



0.651 0.651 0.656 0.623 0.533 0.253 0.225 0.208 0.115 0.059 0.028 0.006 0.002



6.30 6.40 6.85 10.8 24.8 310.0 400.0 520.0 1010.0 1850.0 2850.0 4250.0 8000.0



0.659 0.659 0.637 0.540 0.430 0.299 0.206 0.183 0.114 0.059 0.031 0.007 0.002



6.30 6.75 9.40 23.2 35.5 835.0 1080.0 1420.0 2870.0 5400.0 8400.0 12,600.0 24,000.0



0.654 0.644 0.585 0.427 0.333 0.208 0.185 0.170 0.111 0.061 0.032 0.007 0.002



TABLE 5.27 Nusselt Numbers and Influence Coefficients for Fully Developed Turbulent Flow in a Concentric Annular Duct with Uniform Heat Flux at One Wall and the Other Wall Insulated [111] (Continued) r* = 0.8



Heating from outer wall with inner wall insulated Re = 104



3×



105



10 4



106



3 x 105



Pr



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



Nuoo



0o*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



5.65 5.65 5.65 5.75 6.10 22.4 28.0 34.8 61.3 100.0 146.0 209.0 385.0



0.379 0.379 0.379 0.381 0.388 0.225 0.192 0.159 0.083 0.039 0.019 0.008 0.002



5.70 5.70 5.70 5.85 6.90 48.0 61.0 76.5 142.0 243.0 365.0 533.0 1000.0



0.386 0.386 0.386 0.386 0.380 0.191 0.166 0.141 0.079 0.039 0.019 0.008 0.002



5.75 5.75 5.84 6.72 11.1 121.0 156.0 197.0 382.0 670.0 1040.0 1500.0 2870.0



0.398 0.398 0.397 0.390 0.339 0.169 0.150 0.129 0.078 0.039 0.020 0.009 0.002



5.80 5.88 6.35 9.95 23.2 292.0 378.0 483.0 960.0 1740.0 2720.0 4000.0 7720.0



0.407 0.406 0.407 0.361 0.290 0.153 0.136 0.120 0.076 0.040 0.021 0.009 0.002



5.85 6.25 8.80 21.0 62.0 790.0 1020.0 1330.0 2730.0 5050.0 8000.0 12,000.0 23,000.0



0.409 0.407 0.374 0.286 0.216 0.136 0.122 0.111 0.073 0.040 0.022 0.010 0.002



r* = 0.8



Heating from inner wall with outer wall insulated Re = 104



3 x 104



105



106



3 x 105



Pr



Nu,



0*



Nuii



0*



Nu,



0*



Nuii



0*



Nui~



0*



0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



5.87 5.87 5.87 5.95 6.20 22.9 28.5 35.5 63.0 102.0 147.0 215.0 393.0



0.489 0.489 0.489 0.485 0.478 0.268 0.244 0.200 0.108 0.051 0.027 0.010 0.002



5.90 5.90 5.90 6.07 7.05 49.5 62.3 78.3 145.0 248.0 370.0 540.0 1000.0



0.505 0.505 0.505 0.506 0.485 0.250 0.212 0.181 0.102 0.051 0.027 0.010 0.002



5.92 5.92 6.03 6.80 11.4 123.0 157.0 202.0 386.0 693.0 1050.0 1540.0 2890.0



0.515 0.515 0.485 0.493 0.445 0.214 0.186 0.166 0.097 0.052 0.027 0.010 0.002



5.95 6.00 6.40 10.0 23.0 296.0 384.0 492.0 973.0 1790.0 2750.0 4050.0 7700.0



0.525 0.518 0.504 0.452 0.357 0.193 0.172 0.154 0.096 0.051 0.029 0.011 0.002



5.97 6.33 8.80 21.7 61.0 800.0 1050.0 1350.0 2750.0 5150.0 8100.0 12,100.0 23,000.0



0.528 0.516 0.468 0.382 0.276 0.174 0.160 0.140 0.093 0.051 0.030 0.012 0.002



TABLE 5.28 Nusselt Numbers and Influence Coefficients for Fully Developed Turbulent Flow in a Smooth Concentric Annular Duct With r* - 1 (Parallel Plates Duct With Uniform Heat Flux at One Wall and the Other Wall Insulated* [111] Re = 104



3 × 104



105



106



3 × 105



Pr



Nu



0"



Nu



0"



Nu



0*



Nu



0"



Nu



0*



0.0 0.001 0.003 0.01 0.03 0.5 0.7 1.0 3.0 10.0 30.0 100.0 1000.0



5.70 5.70 5.70 5.80 6.10 22.5 27.8 35.0 60.8 101.0 147.0 210.0 390.0



0.428 0.428 0.428 0.428 0.428 0.256 0.220 0.182 0.095 0.045 0.021 0.009 0.002



5.78 5.78 5.80 5.92 6.90 47.8 61.2 76.8 142.0 214.0 367.0 214.0 997.0



0.445 0.445 0.445 0.455 0.428 0.222 0.192 0.162 0.092 0.045 0.022 0.009 0.002



5.80 5.80 5.90 6.70 11.0 120.0 155.0 197.0 380.0 680.0 1030.0 1520.0 2880.0



0.456 0.456 0.450 0.440 0.390 0.193 0.170 0.148 0.089 0.045 0.022 0.010 0.002



5.80 5.88 6.32 9.80 23.0 290.0 378.0 486.0 966.0 1760.0 2720.0 4030.0 7650.0



0.460 0.460 0.450 0.407 0.330 0.174 0.156 0.138 0.087 0.045 0.023 0.010 0.002



5.80 6.23 8.62 21.5 61.2 780.0 1030.0 1340.0 2700.0 5080.0 8000.0 12,000.0 23,000.0



0.468 0.460 0.422 0.333 0.255 0.157 0.142 0.128 0.084 0.046 0.024 0.011 0.002
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wall insulated. For the case of the outer wall's being heated, the semiempirical equations are as follows: Nuoo : Ao + Bo(~ Pe) n° 0.05



Ao = 5.26 + r---g-



where



Bo = 0.01848 + no = 0.78 -



0.003154 0.0001333 r---------~r, 2 0.01333 0.000833 r-------T--+ r,---------5~



1.82 13= 1 - Pr (l~m/V)max 1.4



(5.167) (5.168)



(5.169)



(5.170)



(5.171)



where (l~m/V)maxcan be calculated from the relation 1



: 2" (--V--)max,c



(5.172)



An expression for (Em/V)max,c applicable to a circular duct (r* = 0) was developed by Bhatti and Shah [45]. It is given by



(ff~-)max,c-----0.037Re V f



(5.173)



In Eq. 5.173, the friction factor f can be calculated from the explicit formula given by Techo et al. [56], which is shown in Table 5.8. For a concentric annular duct with the inner wall heated, the semiempirical equations developed by Dwyer [113] are applicable: Nuii = Ai + ni( ~ Pe) ni



where



0.686 r-----g--



(5.175)



0.000043 r~



(5.176)



0.01657 0.000883 r----------Z----r,-------------T----



(5.177)



Ai = 4.63 +



Bi 0.02154 =



ni = 0.752 +



(5.174)



The values of 13for this case can also be calculated from Eqs. 5.171 to 5.173. Both Eqs. 5.166 and 5.173 are valid for Pe values above the critical values. For Pr = 0.005, 0.01, 0.02, and 0.03, the critical Pe values are 270, 300, 330, and 345, respectively. For liquid metals, only the heat transfer mode for Pe < Pe~t is molecular conduction.



Hydrodynamically Developing Flow. Hydrodynamically developing turbulent flow in concentric annular ducts has been investigated by Rothfus et al. [114], Olson and Sparrow [115], and Okiishi and Serouy [116]. The measured apparent friction factors at the inner wall of two concentric annuli (r* = 0.3367 and r* = 0.5618) with a square entrance are shown in Fig. 5.17 (r* = 0.5618), where 3] is the fully developed friction factor at the inner wall. The values of f equal 0.01, 0.008, and 0.0066 for Re = 6000, 1.5 x 104, and 3 x 104, respectively [114].
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FIGURE 5.17 Normalized apparent friction factors for turbulent flow in the hydrodynamic entrance region of a smooth concentric annular duct (r* = 0.5168) [114].



Having determined fapp, i from Fig. 5.17, the apparent friction factor fapp,o at the outer wall can be determined from fapp,o fapp~



r*(1 - r .2 ) r*2 _ r*Z



(5.178)



where r* is given by r* = r*°343(1 + r *0"657- r*) Having identified both fapp,o and calculated as follows:



fapp,i, the



(5.179)



circumferentially averaged friction factor can be



£ ro + Lpp~ri lapp = ~-pp,o



(5.180)



ro + ri Thermally Developing Flow. Kays and Leung [111] present experimental results for thermally developing turbulent flow in four concentric annular ducts, r* = 0.192, 0.255, 0.376, and 0.500, with the boundary condition of one wall at uniform heat flux and the other insulated, that is, the fundamental solution of the second kind. In accordance with this solution, the local Nusselt numbers Nu~,o and Nux,i at the outer and inner walls are expressed as



Nu~o= 1 '



Nux,oo "* . . . .



- Vx, oqi I q o '



1



Nuxi= ' 1 - Ox,i i - Ox,mi



(5.181)



where q~ and q7 are the uniform heat fluxes at the outer and inner walls. Both q~ and q7 are positive whenever heat is added to the fluid and negative whenever heat is transferred out of
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the fluid. The Nusselt numbers Nux,oo and Nux, ii and the influence coefficients 0*x,oand 0~i are given by: 1 Nux, oo = 0 .... - 0 . . . .



Ox~,o



1



O x ' m i - Ox'm° = 0 . . . . -- 0 . . . .



Ox'm° -- Ox'i° O x, ii __ O x, m i



(5.183)



4r*(x/Dh) Ox,mi = Re Pr (1 + r*)



(5.184)



Ox~,,i =



4(x/Dh) and



(5.182)



N u x , ii -~ Ox, ii _ Ox, m i



0 . . . . = Re Pr (1 + r*)



The nondimensional temperatures Ox,oo, Ox,,, Ox, oi, and Ox,io for r* = 0.192 and 0.5 are presented in Fig. 5.18 as an example. Additional graphical results for r* = 0.192, 0.255, and 0.376 are available in Kays and Leung [111].
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FIGURE 5.18 0.... Ox,io, Ox,ii, Ox.oifor use with Eqs 5.182 and 5.183 for thermally developing flow in a smooth concentric annular duct with r* = 0.5 and Pr = 0.7 [111].



The preceding solution is restricted to a fluid with Pr = 0.7, 104 < Re < 1.61 x 105, and 0.192 < r* < 0.5. Cross plotting and interpolation can be employed to increase the application range of the results in terms of Re and r*. For Pr = 0.01 and Pr = 1000, an eigenvalue solution to the fundamental problem of the second kind for four concentric annular ducts (r* = 0.02, 0.1067, 0.1778, and 0.3422) can be found in Q u a r m b y and A n a n d [117]. Developing Flow. Little information is available on simultaneously developing turbulent flow in concentric annular ducts. However, the theoretical and experimental studies by Roberts and Barrow [118] indicate that the Nusselt numbers for simultaneously developing flow are not significantly different from those for thermally developing flow.



Simultaneously



5.58



CHAPTERFIVE



Effects of Eccentricity.



Jonsson and Sparrow [119] have conducted a careful experimental investigation of fully developed turbulent flow in smooth, eccentric annular ducts. The researchers have provided the velocity measurements graphically in terms of the wall coordinate u ÷ as well as the velocity-defect representation. From their results, the circumferentially averaged fully developed friction factor is correlated by a power-law relationship of the following type: C f = Re n



(5.185)



where C is a strong function of e*, a relatively weak function of r*, and independent of the Reynolds number, which is given in Fig. 5.19. A single value, n = 0.18, has been suggested by Jonsson and Sparrow [119] for all r*, e*, and Re. More details regarding the friction factors j~ and fo for each of the two surfaces are also available [120]. Other investigations of fully developed turbulent flow in eccentric annular ducts have been conducted by Lee and Barrow [121], Deissler and Tayler [122], Yu and Dwyer [123], and Ricker et al. [124]. 0.20
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FIGURE 5.19 Empiricalconstant C in Eq. 5.185 [119]. The effects of the eccentricity on turbulent heat transfer in eccentric annular ducts have been investigated by Judd and Wade [125], Leung et al. [126], Lee and Barrow [121], and Yu and Dwyer [123] for the boundary condition of a uniform wall heat flux on the inner or outer surfaces while the other wall is insulated. The results were obtained under specific conditions. Further details can be found in the previously mentioned references. Few investigations have been conducted on hydrodynamically developing flow in eccentric annular ducts. Jonsson [120] has obtained experimental information on the pressure gradient in hydrodynamically developing flow and provided the hydrodynamic lengths Lhy/Dh for 1.8 x 104 < Re < 1.8 × 105. These are presented in Table 5.29.
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TABLE 5.29 Turbulent Flow Hydrodynamic Entrance Lengths for Smooth, Eccentric Annular Ducts [120]



Lhy/Dh r*



e* = 0



0.5



0.9



1.0



0.281 0.561 0.750



29 26 28



32 38 50



38 59 69



38 78 91



Few results that can be used in practice are available for thermally developing flow and simultaneously developing flow in eccentric annuli. According to the discussion in Bhatti and Shah [45], the Nusselt numbers may be estimated from the corresponding results for concentric annuli (e* = 0).



PARALLEL PLATE DUCTS Parallel plate ducts, also referred to as flat ducts or parallel plates, possess the simplest duct geometry. This is also the limiting geometry for the family of rectangular ducts and concentric annular ducts. For most cases, the friction factor and Nusselt number for parallel plate ducts are the maximum values for the friction factor and the Nusselt number for rectangular ducts and concentric annular ducts.



Laminar Flow



Laminar flow and heat transfer in parallel plate ducts are described in this section. The friction factor and Nusselt number are given for practical calculations.



Fully Developed Flow.



For a parallel plate duct with hydraulic diameter D h = 4b (b being the half-distance between the plates) and the origin at the duct axis, the velocity distribution and friction factor are given by the following expression: u _ 3 1-



Um Um = -



(5.186)



2



l( x)



-~



b 2,



fRe



= 24



(5.187)



Similar to the four fundamental thermal boundary conditions for concentric annuli, the four kinds of fundamental conditions for parallel plate ducts are shown in Fig. 5.20. The fully developed Nusselt numbers for the four boundary conditions follow [1]: First kind:



NUl = Nu2 = 4



(5.188)



Second kind:



Nul = 0



Nu2 = 5.385



(5.189)



Third kind:



Nul = 0



Nu2 = 4.861



(5.190)



Fourth kind:



NUl = Nu2 = 4



(5.191)
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Four fundamental boundary conditions for a parallel plate duct [2].



Examples of the application of these fundamental solutions to obtain the fully developed Nusselt number for a duct with three different boundary conditions follow. The Nusselt numbers are defined as



q"wjOh



(5.192)



Nuj = k ( T j - Tm) where ] denotes wall I or 2, and Tj is the temperature of the jth wall. Uniform Temperatureat Each Wall. When the temperatures on two walls are equal, Twl = /'wE, then NUl = Nu2 = NUT. The value of NUT is given by Shah and London [1] as follows: NUT = 7.541



(5.193)



When the temperatures on two walls are different, Twl ~: Tw2 , then NUl = Nu2 = 4, as shown in Eq. 5.188. When the effect of viscous dissipation is considered, the following formulas developed by Cheng and Wu [127] for the case T~I > Tw2are used to compute the Nusselt numbers: 4(1 - 6ar) Nul - 1 - 48/35Br



4(1 + 6ar)



(5.194)



Nu2 = 1 + 48/35Br



When the effects of viscous dissipation and flow work are considered together for the case of Twl = Tw2, Ou and Cheng [128] have shown that for fully developed flow, NuT = 0 and the dimensionless temperature distribution is as follows:



T~-T



9



[



(y~2]~



T.---~e = -8 Br 1 - \ b ] J '



Tw-Tm



27 T~----~ - 35 Br



(5.195/
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Taking the fluid axial condition into account, Pahor and Strand [129] and Grosjean et al. [130] have obtained the following asymptotic formulas for the Nusselt number in the case of



Twl = Tw2: NuT =



7.540(1 + 3.79/Pe 2 +.-.)



for Pe >> 1



8.11742(1 -0.030859Pe + 0.0069436Pe 2 . . . . )



for Pe 0.001 for x* < 0.001 for 0.001 < x* < 0.01 for x* > 0.01



(5.212)



(5.213)



It has been concluded that except in the neighborhood of the duct inlet (x* < 10-2), the effect of the fluid axial conduction is negligible for Pe > 50 [134, 135]. Convective Boundary Condition at Both Walls or One Wall The solutions for the convective boundary condition on both walls or one wall are reviewed in Shah and London [1], where more detailed descriptions are available.



Simultaneously Developing Flow.



The results for simultaneously developing flow in parallel plate ducts are provided for the following thermal boundary conditions. Equal and Uniform Temperatures at Both Walls. For simultaneously developing flow in a parallel plate duct with fluids of 0.1 < Pr < 1000, the following equations are recommended for the computation of the local and mean Nusselt numbers [2, 136, 137]: NUx,T = 7.55 +



0.024x*-114[0.0179Pr °'17x *-°'64 - 0.14] [1 + 0.0358Pr °17 x*-°64]z



(5.214)



0 . 0 2 4 X *-l J4 NUm,T =



7.55 + 1 +



0 . 0 3 5 8 P r °'17 x *-°'64



(5.215)



The thermal entrance length L*th,T has been found to be 0.0064 for 0.01 < Pr < 10,000 [138, 139]. A detailed description can be found in Shah and London [1] for the solutions for Pr = oo and Pr = 0. When one duct wall is insulated and the other is at a uniform temperature, the local and mean Nusselt numbers for simultaneously developing flow have been obtained for fluids of 0.1 < Pr < 10. These follow [1]: NUx,T = 4.86 +



0.0606x*-12[0.0455Pr °ATx *-°'7 - 0.2] [1 + 0.0909Pr °17 x*-°7] 2



(5.216)



0.0606x *-1.2



NUm,T = 4.86 + 1 +



0 . 0 9 0 9 P r °'17 x *-°'7



(5.217)



Uniform and Equal Heat Flux at Both Walls. The local Nusselt number for heat transfer of laminar flow in a parallel plate duct with uniform and equal heat flux at both walls is displayed in Fig. 5.22 for different Prandtl numbers, Pr = 0 [34] and Pr = 0.01, 0.7, 1, 10, and oo [136]. The thermal entrance lengths obtained from the results presented in this figure are 0.016, 0.030, 0.017, 0.014, 0.012, and 0.0115, for Pr = 0, 0.01, 0.7, 1, 10, and 0% respectively.
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X* FIGURE 5.22 Local and mean Nusselt numbers for simultaneously developing flow in a parallel plate duct with the @ boundary condition [34, 136]. The local Nusselt n u m b e r is displayed in Fig. 5.23 for Pr = 0.0, 0.01, 0.7, 10, and o~ when one wall of the parallel plate duct is insulated and the other wall is subjected to uniform heat flux heating [140]. Included in Fig. 5.23 are the results for Pr = 0% obtained from the concentric annular duct corresponding to r* = 1. The local and m e a n Nusselt n u m b e r s for Pr = 0 were obtained by Bhatti [34]. In addition, N g u y e n [141] has obtained the apparent friction factor and Nusselt n u m b e r s for low Reynolds n u m b e r simultaneously developing flow in a parallel plate duct with a con35
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stant temperature and constant wall heat flux thermal boundary conditions. Results are presented for Pr = 0.7 and Reynolds numbers between 1 and 20. The results for Pr = 0.2, 0.7, 2, 7, 10, and 100 as well as for the Reynolds numbers between 40 and 200 have been numerically determined by Nguyen and Maclaine-Cross [142].



Turbulent Flow The characteristics of turbulent flow and heat transfer in parallel plate ducts are discussed in this section. The friction factor for transition flow is also addressed.



Transition Flow. The lower limit of the critical Reynolds number Rec,it for a parallel plate duct is reported to be between 2200 and 3400, depending on the entrance configurations and disturbance sources [143]. The following friction factor formula developed by Hrycak and Andrushkiw [144] is recommended for transition flow in the range of 2200 < Re < 4000: f = - 2 . 5 6 x 10-3



+



4.085 x 10-6 Re - 5.5 x 10-10 Re 2



(5.218)



The mean Nusselt number in the thermal entrance region of a parallel plate duct with uniform wall temperature at both walls in the range of 2300 < Re < 6000 is given by Hausen [20] as follows:



[



(



NUm,T= 0.116(Re a3- 160t Pr '/3 1 + \D-7]



J



(5.219)



Fully Developed Flow.



Beavers et al. [145] obtained the following friction factor for fully developed turbulent flow in a parallel plate duct for 5000 < Re < 1.2 x 10 6 from very accurate experimental data: f=



0.1268 Re0.3



(5.220)



For 1.2 x 104 < Re < 1.2 x 10 6, Dean [146] has developed the following equation based on a comprehensive survey of the available data: 0.0868 f=



Re1/4



(5.221)



Comparisons of precision using Eqs. 5.220 and 5.221 and Blasius's formula (Table 5.8) in which the diameter of circular duct 2a is replaced by hydraulic diameter 4b, b being the halfspace between two plates, have been conducted by Bhatti and Shah [45]. In the range of 5000 < Re < 3 x 10 4, Eq. 5.220 is recommended; otherwise, Eq. 5.221 should be used to obtain the friction factor for fully developed turbulent flow in a parallel plate duct. However, use of the hydraulic diameter to substitute for the circular duct diameter in the Blasius equation is reasonable for the prediction of the fraction factor [45]. Kays and Leung [111] analyzed turbulent heat transfer in a parallel flat plate duct for arbitrarily prescribed heat flux on the two duct walls. The fully developed Nusselt number Null can be obtained from the following expression: Nu



Null - 1 - ~,e*



(5.222)



where ), is the ratio of the prescribed heat fluxes on the two duct walls. The Nusselt number Nu and the influence coefficient 0* in Eq. 5.222 are given in Table 5.28 for different Re and Pr numbers. It should be noted that ~,= 0 signifies that one wall is heated and the other is insulated; ? = 1 indicates that uniform heat fluxes of equal magnitudes are applied to both walls;
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and 7 = -1 refers to heat transfer into one wall and out of the other wall, while the absolute values of the heat fluxes at both walls are the same. Bhatti and Shah [45] and Sparrow and Lin [133] have performed a comparison of Nusselt numbers predicted using Eq. 5.222 or other equations for parallel plate ducts and the Nusselt number calculated using the equation for circular ducts replacing 2a with the hydraulic diameter of the parallel plate duct. It was concluded that the Nusselt number for parallel plate ducts can be determined using the circular duct correlations. Analogous to circular ducts, the fully developed turbulent Nusselt numbers for uniform wall temperature and uniform wall heat flux boundary conditions in parallel plate ducts are nearly identical for Pr > 0.7 and Re > 105. This is also true for the Nusselt number of turbulent thermally developing flow in a parallel plate duct [147]. For liquid metal, when one wall of the parallel plate duct is heated and the other is adiabatic, the following empirical equation is recommended for Pr < 0.03 by Duchatelle and Vautrey [148]:



(5.223)



NUll = 5.14 + 0.0127 Pe °'8



Fully developed fluid flow and heat transfer results for rough parallel plate ducts can be predicted using the results for rough circular ducts with the use of hydraulic diameter [45].



Hydrodynamically Developing Flow. Hydrodynamically developing flow in smooth parallel plate ducts with uniform velocity at the duct inlet has been analyzed by Deissler [92] by means of an integral method. The apparent friction factors fapp in the hydrodynamic entrance are presented in Fig. 5.24.
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Thermally Developing and Simultaneously Developing Flow. Thermally developing turbulent flow in a parallel plate duct with uniform and equal temperatures at both walls has been solved by Sakakibara and Endo [149] and by Shibani and Ozisik [150]. A discussion of the solution can be found in Bhatti and Shah [45]. Hatton and Quarmby [151] and Sakakibara and Endo [149] have obtained the solution for a thermally developing turbulent flow problem in a flat duct with one wall at uniform temperature and the outer wall insulated (i.e., the fundamental solution of the third kind). Hatton and Quarmby [151], Hatton et al. [152], and Sakakibara [153] have analyzed thermally developing turbulent flow in a flat duct with uniform heat flux at one wall and the other insulated (i.e., the fundamental solution of the second kind). Ozisik et al. [154] have obtained the solution of the thermal entry region heat transfer of turbulent developing flow in a parallel plate duct with uniform wall temperature. Detailed discussions of these solutions can be found in the previously mentioned references. Few investigations have been conducted for simultaneously developing flow in parallel plate ducts. Therefore, no correlations are provided for practical usage. RECTANGULAR DUCTS Rectangular ducts are also often used in the design of heat transfer devices such as compact heat exchangers. Unlike circular and parallel plate ducts, two-dimensional analysis is required to obtain the friction factors and Nusselt numbers for rectangular ducts.



Laminar Flow In this section, the friction factors and Nusselt numbers for fully developed, hydrodynamically developing, thermally developing, and simultaneously developing laminar flows in rectangular ducts are presented.



Fully Developed Flow Velocity Distribution and the Friction Factor. Marco and Han [155] have obtained the fully developed velocity distribution in a rectangular duct with cross-sectional dimensions 2a and 2b. It follows:



16(dp)a2 u = - --~ ~ where the pressure gradient



~l3 (--1)(n-1)/2(cosh(n~y/2a))



~ ......



n3



1 - cosh



(n~z I (n~b/2a) cos \ - ~ a ]



(5.224)



dp/dx is related to Umas follows:



Urn=---~ ~



--~ [1----~--



/ ......



~- t a n h \[ nrcb 2a l] ]]



(5.225)



The origin of the Cartesian coordinate is at the center of the rectangular duct. To avoid computational complexity, the following simple approximations have been suggested [156]:



u Umax [1 y " (z)ml Umaxum(mX)(nl)m n Natarajan and Lakshmanan [157] have provided the relation for the values of rn and m = 1.7 + 0.50[*-1"4



5226, 5227, n: (5.228)
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n = where ~* =



[~ + 0.3(~* - V~)



for a* < 1,6 for ~* > 1/3



(5.229)



b/a is the aspect ratio. The exact expression for the fully developed friction factor is 24 1 +



1



~1~,50~, . . .1,3, ..



n5



However, for ease in practical calculations, the following empirical equation suggested by Shah and L o n d o n [1] is used to a p p r o x i m a t e Eq. 5.230: f R e = 24(1 - 1.3553~* + 1.9467~ .2 - 1.7012~ .3 + 0.9564~ .4 - 0.2537~ .5)



(5.231)



Heat Transfer The fully d e v e l o p e d Nusselt n u m b e r s NUT for the case of the uniform temp e r a t u r e at four walls are a p p r o x i m a t e d by the following formula [1]: NUT = 7.541(1 - 2.610~* + 4.970~ .2 - 5.119~ .3 + 2.702~ .4 + 0.548C~.5)



(5.232)



For rectangular ducts with uniform t e m p e r a t u r e at one or m o r e walls, the Nusselt numbers, available in Shah and L o n d o n [1], are displayed in Table 5.30. For rectangular ducts with a uniform wall heat flux at four walls u n d e r the ~ b o u n d a r y condition, the fully d e v e l o p e d Nusselt n u m b e r s N u m can be c o m p u t e d with the following formula [1]:



NUll1 = 8.235(1 - 2.0421tx* + 3.0853tx .2 - 2.4765~t .3 + 1.0578t~ .4 - 0.18610~ .5)



(5.233)



For rectangular ducts with one or m o r e walls subjected to the t~ b o u n d a r y condition with the other wall insulated, the fully d e v e l oped Nusselt numbers NUll1 are displayed in Table 5.30.



TABLE 5.30 Nusselt Number for Fully Developed Laminar Flow in Rectangular Ducts With One Wall or More Walls Heating



_~



I,~--2a---*l



1//////



0~*



NUT



NUll1



NUT



NRH1



NUT



Num



NUT



NUll1



NUT



NUll1



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 2.0 2.5 5.0 10.0 o,



7.541 5.858 4.803 4.114 3.670 3.383 3.198 3.083 3.014 2.980 2.970 3.383 3.670 4.803 5.858 7.541



8.235 6.785 5.738 4.990 4.472 4.123 3.895 3.750 3.664 3.620 3.608 4.123 4.472 5.738 6.785 8.235



7.541 6.095 5.195 4.579 4.153 3.842 . 3.408 . . 3.018 2.602 2.603 2.982 3.590 4.861



8.235 6.939 6.072 5.393 4.885 4.505



7.541 6.399 5.703 5.224 4.884 4.619 . 4.192 . . 3.703 2.657 2.333 1.467 0.843 0



8.235 7.248 6.561 5.997 5.555 5.203 . 4.662 . . 4.094 2.947 2.598 1.664 0.975 0



0 0.457 0.833 1.148 1.416 1.647



0 0.538 0.964 1.312 1.604 1.854



2.023



2.263



2.437 3.185 3.390 3.909 4.270 4.861



2.712 3.539 3.777 4.411 4.851 5.385



4.861 3.823 3.330 2.996 2.768 2.613 2.509 2.442 2.401 2.381 2.375 2.613 2.768 3.330 3.823 4.861



5.385 4.410 3.914 3.538 3.279 3.104 2.987 2.911 2.866 2.843 2.836 2.911 3.279 3.914 4.410 5.385



.



. 3.991



. .



. . 3.556 3.146 3.169 3.636 4.252 5.385
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TABLE 5.31 Fully Developed fRe, NUT,NUll1,and NUll2for Laminar Flow in Rectangular Ducts With All



Four Walls Transferring Heat [1]



ix*



fRe



NUT



NUll1



NUll2



ct*



fRe



NUT



Num



1.000 0.900 1/1.2 0.800 0.750 1/1.4 0.700 ~6 0.600 0.500 0.400 1,6 0.300



14.227 14.261 14.328 14.378 14.476 14.565 14.605 14.701 14.980 15.548 16.368 17.090 17.512



2.970 2.980 ~ 3.014 ~ 3.077 3.083 3.117 3.198 3.383 3.670 3.956 4.114



3.60795 3.62045 3.64531 3.66382 3.70052 3.73419 3.74961 3.79033 3.89456 4.12330 4.47185 4.79480 4.98989



3.091



0.250 0.200



18.233 19.071 19.702 20.193 20.585 20.904 21.169 21.583 22.019 22.477 23.363 24.000



4.439 4.803 5.137 -5.597 -5.858 ----7.541



5.33106 5.73769 6.04946 6.29404 6.49033 6.65107 6.78495 6.99507 7.21683 7.45083 7.90589 8.23529



3.02 2.97



1//7 0.125 1/'9 1/10 1/12 1/15 1/20 1/50 0



NUH2 2.94 2.93 2.93 2.94 2.94 2.94 2.95



8.235



For rectangular ducts with four walls h e a t e d u n d e r the @ thermal b o u n d a r y condition, the fully d e v e l o p e d Null2 can be d e t e r m i n e d from Table 5.31 [1]. The f R e , NUT, and NUH] are also given in Table 5.31 for convenience of usage.



Hydrodynamically Developing Flow.



Shah and L o n d o n [1] have reviewed and c o m p a r e d several analytical and e x p e r i m e n t a l investigations of hydrodynamically developing flow in rectangular ducts. They concluded that the numerical results r e p o r t e d by Curr et al. [158] and the analytical results r e p o r t e d by Tachibana and I e m o t o [159] best fit the experi ment al data. The a p p a r e n t friction factors obtained by Curr et al. [158] are shown in Fig. 5.25. 80
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x+ FIGURE 5.25 Apparent Fanning friction factors for hydrodynamically developing flow in rectangular ducts [158].
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CHAPTER FIVE T h e r m a l l y D e v e l o p i n g Flow. Wibulswas [160] and A p a r e c i d o and Cotta [161] have solved the thermal entrance p r o b l e m for rectangular ducts with the thermal b o u n d a r y condition of uniform t e m p e r a t u r e and uniform heat flux at four walls. However, the effects of viscous dissipation, fluid axial conduction, and thermal energy sources in the fluid are neglected in their analyses. The local and m e a n Nusselt n u m b e r s NUx,T, NUm,T, and Nux, m and NUm,H1 obtained by Wibulswas [160] are p r e s e n t e d in Tables 5.32 and 5.33. For square ducts, a* = 1, the Nusselt n u m b e r s for the ~ , ~ , and @ thermal b o u n d a r y conditions have b e e n obtained by C h a n d r u p a t l a and Sastri [162]. As r e c o m m e n d e d by Shah and L o n d o n [1], the results obtained by C h a n d r u p a t l a and Sastri [162], shown in Table 5.34, are m o r e accurate than those p r e s e n t e d by Wibulswas [160]. The thermal entrance lengths for rectangular ducts in the 0) b o u n d a r y condition L *th,T are d e t e r m i n e d to be 0.008, 0.054, 0.049, and 0.041 for a* - 0 , 0.25, 0.5, and 1, respectively [1]. The thermal entrance lengths in the ~ b o u n d a r y condition L *th,nl are found to be 0.0115, 0.042,



TABLE 5.32 Local and Mean Nusselt Numbers in the Thermal Entrance Region of Rectangular Ducts With the 03 Boundary Condition [160] 1



NUm,T



NUx,T



x*



a* = 1.0



0.5



1/3



0.25



0.2



V6



1.0



0.5



1/3



0.25



0.2



0 10 20 30 40 60 80 100 120 140 160 180 200



2.65 2.86 3.08 3.24 3.43 3.78 4.10 4.35 4.62 4.85 5.03 5.24 5.41



3.39 3.43 3.54 3.70 3.85 4.16 4.46 4.72 4.92 5.15 5.34 5.54 5.72



3.96 4.02 4.17 4.29 4.42 4.67 4.94 5.17 5.42 5.62 5.80 5.99 6.17



4.51 4.53 4.65 4.76 4.87 5.08 5.32 5.55 5.77 5.98 6.18 6.37 6.57



4.92 4.94 5.05 5.13 5.22 5.40 5.62 5.83 6.06 6.26 6.45 6.63 6.80



5.22 5.25 5.34 5.41 5.48 5.64 5.86 6.07 6.27 6.47 6.66 6.86 7.02



2.65 3.50 4.03 4.47 4.85 5.50 6.03 6.46 6.86 7.22 7.56 7.87 8.15



3.39 3.95 4.46 4.86 5.24 5.85 6.37 6.84 7.24 7.62 7.97 8.29 8.58



3.96 4.54 5.00 5.39 5.74 6.35 6.89 7.33 7.74 8.11 8.45 8.77 9.07



4.51 5.00 5.44 5.81 6.16 6.73 7.24 7.71 8.13 8.50 8.86 9.17 9.47



4.82 5.36 5.77 6.13 6.45 7.03 7.53 7.99 8.39 8.77 9.14 9.46 9.79



5.22 5.66 6.04 6.37 6.70 7.26 7.77 8.17 8.63 9.00 9.35 9.67 10.01



TABLE 5.33 Local and Mean Nusselt Numbers in the Thermal Entrance Region of Rectangular Ducts With the ~ Boundary Condition [160] 1



x* 0 10 20 30 40 60 80 100 120 140 160 180 200



NUx, H1



a* = 1.0 3.60 3.71 3.90 4.18 4.45 4.91 5.33 5.69 6.02 6.32 6.60 6.86 7.10



NUm, H1



0.5



½



0.25



1.0



0.5



½



0.25



4.11 4.22 4.38 4.61 4.84 5.28 5.70 6.05 6.37 6.68 6.96 7.23 7.46



4.77 4.85 5.00 5.17 5.39 5.82 6.21 6.58 6.92 7.22 7.50 7.76 8.02



5.35 5.45 5.62 5.77 5.87 6.26 6.63 7.00 7.32 7.63 7.92 8.18 8.44



3.60 4.48 5.19 5.76 6.24 7.02 7.66 8.22 8.69 9.09 9.50 9.85 10.18



4.11 4.94 5.60 6.16 6.64 7.45 8.10 8.66 9.13 9.57 9.96 10.31 10.64



4.77 5.45 6.06 6.60 7.09 7.85 8.48 9.02 9.52 9.93 10.31 10.67 10.97



5.35 6.03 6.57 7.07 7.51 8.25 8.87 9.39 9.83 10.24 10.61 10.92 11.23,,,



FORCED CONVECTION, INTERNAL FLOW IN DUCTS



5.71



TABLE 5.34 Local and Mean Nusselt Numbers in the Thermal Entrance Region of a Square Duct With the 03, (~, and @ Boundary Conditions [162] 1 X*



NUx,T



NUm,T



NRx,H1



NUm,H1



NUx,H2



NRm,H2



0 10 20 25 40 50 80 100 133.3 160 200



2.975 2.976 3.074 3.157 3.432 3.611 4.084 4.357 4.755 -5.412



2.975 3.514 4.024 4.253 4.841 5.173 5.989 6.435 7.068 -8.084



3.612 3.686 3.907 4.048 4.465 4.720 5.387 5.769 6.331 6.730 7.269



3.612 4.549 5.301 5.633 6.476 6.949 8.111 8.747 9.653 10.279 11.103



3.095 3.160 3.359 3.471 3.846 4.067 4.654 4.993 5.492 5.848 6.330



3.095 3.915 4.602 4.898 5.656 6.083 7.138 7.719 8.551 9.128 9.891



0.048, 0.057, and 0.066 for o~* = 0, 0.25, 1/3, 0.5, and 1, respectively [1]. T h e r m a l l y developing flow in rectangular ducts with one wall or m o r e insulated is reviewed in Shah and L o n d o n [1].



Simultaneously Developing Flow.



Table 5.35 presents the results for simultaneously developing flow in rectangular ducts; these w e r e obtained by Wibulswas [160] for the 03 and (~ b o u n d a r y conditions for air (Pr = 0.72). Transverse velocity is neglected in this analysis. H o w ever, C h a n d r u p a t l a and Sastri [163] include transverse velocity in their analysis for a square duct with the ~ b o u n d a r y condition. The NUx,H1 and NUm,H1 obtained by C h a n d r u p a t l a and Sastri [163] are illustrated in Table 5.36. It should be n o t e d that in Table 5.36, Pr = 0 corresponds to slug flow, w h e r e a s Pr = oo corresponds to hydrodynamically d e v e l o p e d flow.



TABLE 5.35 Local and Mean Nusselt Numbers for Simultaneously Developing Flow in Rectangular Ducts With the 03 and ~ Boundary Conditions [160] 1



Nux,m



x*



0~* = 1.0



5 10 20 30 40 50 60 80 100 120 140 160 180 200 220



. 4.18 4.66 5.07 5.47 5.83 6.14 6.80 7.38 7.90 8.38 8.84 9.28 9.69 .



.



.



NUrn,H1



0.5



1A



0.25



1.0



. 4.60 5.05 5.40 5.75 6.09 6.42 7.02 7.59 8.11 8.61 9.05 9.47 9.88 .



. 5.18 5.50 5.82 6.13 6.44 6.74 7.32 7.86 8.37 8.84 9.38 9.70 10.06 .



5.66 5.92 6.17 6.43 6.70 7.00 7.55 8.08 8.58 9.05 9.59 9.87 10.24



4.60 5.43 6.60 7.52 8.25 8.90 9.49 10.53 11.43 12.19 12.87 13.50 14.05 14.55 15.03



0.5 5.00 5.77 6.94 7.83 8.54 9.17 9.77 10.73 11.70 12.48 13.15 13.79 14.35 14.88 15.36



NUm,T



½



0.25



1.0



5.58 6.27 7.31 8.13 8.85 9.48 10.07 11.13 12.00 12.78 13.47 14.10 14.70 15.21 15.83



6.06 6.65 7.58 8.37 9.07 9.70 10.32 11.35 12.23 13.03 13.73 14.48 14.95 15.49 16.02



. 3.75 4.39 4.88 5.28 5.63 5.95 6.57 7.10 7.61 8.06 8.50 8.91 9.30 9.70



0.5 .



½ .



4.20 4.79 5.23 5.61 5.95 6.27 6.88 7.42 7.91 8.37 8.80 9.20 9.60 10.00



. 4.67 5.17 5.60 5.96 6.28 6.60 7.17 7.70 8.18 8.66 9.10 9.50 9.91 10.30



0.25 . 5.11 5.56 5.93 6.27 6.61 6.90 7.47 7.98 8.48 8.93 9.36 9.77 10.18 10.58



5.72 6.13 6.47 6.78 7.07 7.35 7.90 8.38 8.85 9.28 9.72 10.12 10.51 10.90



5.72
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Local and Mean Nusselt Numbers for Simultaneously Developing Flow in a Square Duct (ix* = 1) With the ~ Boundary Condition [163]



TABLE 5.36



NUx,H1



Num,rtl



x*



Pr = 0.0



0.1



1.0



10.0



~



0.0



0.005 0.0075 0.01 0.0125 0.02 0.025 0.04 0.05 0.1 **



14.653 12.545 11.297 10.459 9.031 8.500 7.675 7.415 7.051 7.013



11.659 9.597 8.391 7.615 6.353 5.883 5.108 4.826 4.243 3.612



8.373 7.122 6.379 5.877 5.011 4.683 4.152 3.973 3.687 3.612



7.329 6.381 5.716 5.480 4.759 4.502 4.080 3.939 3.686 3.612



7.269 6.331 5.769 5.387 4.720 4.465 4.048 3.907 3.686 3.612



0.1



21.986 19.095 17.290 16.003 13.622 12.647 10.913 10.237 8.701 7.013



17.823 15.391 13.781 12.620 10.475 9.601 8.043 7.426 5.948 3.612



1.0 13.390 11.489 10.297 9.461 7.934 7.315 6.214 5.782 4.783 3.612



10.0 11.200 9.737 8.823 8.181 7.010 6.533 5.682 5.347 4.580 3.612



11.103 9.653 8.747 8.111 6.949 6.476 5.633 5.301 4.549 3.612



Turbulent Flow Entrance configuration is the key factor affecting flow transition in rectangular ducts. The lower limit of the critical Reynolds numbers Rent along with entrance configuration has been investigated by Davies and White [164], Allen and Grunberg [165], Cornish [166], and Hartnett et al. [167]. The lower limits of the critical Reynolds numbers for a smooth rectangular duct with two entrance configurations are given in Table 5.37. For most engineering calculations of friction factors and Nusselt numbers for fully developed flow in rectangular ducts, it is sufficiently accurate to use the circular duct correlations by replacing the circular duct diameter 2a with the hydraulic diameter Dh = 4ab/(a + b) or with Dr, defined by the following equations to consider the shape effect [168]: 2



(



Dr= -~ Dh(1 + 0~*)2 1 -



192tx*~o 1 (2n + 1 ) u c t * ) ( 5 . 2 3 4 ) n~ .= '--------~ (2n + 1) tanh 2



An approximate expression for Dt is: 2 Dh + "11 Dt = "~ ~ o~*(2 - tx*)



(5.235)



which yields D~ values within +_2 percent of those given by Eq. 5.234. TABLE 5.37



Lower Limits of the Critical Reynolds Numbers for Smooth Rectangular Ducts



Entrance configurations Smooth entrance



Schematics t ................ _-,. g



Abrupt entrance



l



m



|



~ " . . . . . . . . "~"



Aspect ratio ct*



Critical Reynolds number Recnt



0 0.1 0.2 0.3333 1.0



3400 4400 7000 6000 4300



0 0.1 0.2 0.2555 0.3425 1.0



3100 2920 2500 2400 2360 2200
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The fully developed friction factor and heat transfer coefficients for turbulent flow in an asymmetrically heated rectangular duct have been reported by Rao [59]. In this investigation, the experimental region of the Reynolds number was from 104 to 5 x 104. For fully developed Nusselt numbers for the turbulent flow of liquid metals in rectangular ducts, a simple correlation has been derived for the 03 and ~ boundary conditions [169]. This correlation follows: Nu = ~Nus~ug + 0.015Pe °8



(5.236)



where Nus~ugis the Nusselt number corresponding to slug flow (Pr = 0) through rectangular ducts, which is given in Fig. 5.26 as a function of or* for rectangular ducts under the 03 and (~ boundary conditions.
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FIGURE [169].
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5.26Slug flow Nusselt numbers for rectangular ducts



TRIANGULAR DUCTS The flow and heat transfer characteristics of triangular ducts, as shown in Fig. 5.27, are explained in this section. The coordinates shown in Fig. 5.27 are used in the presentation of the results.



Laminar



Flow



In this section, the laminar flow and heat transfer characteristics are explained for different triangular ducts.
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FIGURE 5.27 Triangularducts: (a) equilateral; (b) equilateral with rounded comers; (c) isosceles; (d) and (e) right; and (f) arbitrary.



Fully Developed Flow Equilateral Triangular Ducts. For equilateral triangle ducts as shown in Fig. 5.27a, the fully developed laminar flow velocity profile and friction factor have been obtained by Marco and Han [155]:



U15Um _



y



z 2



8 [ ( b ) 3- 3(-~-)(-~-)- 2(b) 2- 2(b)2-~ - -~~]



Um=-- 1"~



f R e = .40. = 13.333



(5.237)



(5.238)



When the three walls of the equilateral triangles are subjected to the uniform wall temperature boundary condition @, the fully developed Nusselt number Nux is equal to 2.49 [170]. However, when the uniform wall heat flux with the uniform circumferential wall temperature boundary condition ~ is applied, the Nusselt number Num is determined by the following equation [6]:



28/9 NUll1 = 1 + 1A2S*+ 4°AIBr'



(5.239)



The internal heat source and viscous dissipation effects are considered in Eq. 5.239. The Nusselt number for uniform wall heat flux in both the axial and circumferential directions under the ~) boundary condition Num is found to be 1.892 [171]. Since sharp triangular ducts are rarely seen in practical use, triangular ducts with rounded corners, such as that presented in Fig. 5.27b, have been investigated by Shah [172]. His results are presented in Table 5.38, in which the y and Ymaxrefer to the distances measured from the duct base to the centroid and to the point of maximum fluid velocity, respectively.
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TABLE 5.38 Fully Developed Laminar Flow and Heat Transfer Characteristics of Equilateral Triangular Ducts With Rounded Comers [172]



Dh/2a y/2a Ymax[2a Umax~Urn K(oo) L~y f Re Num NUH2



No rounded corners



One rounded comer



Two rounded comers



Three rounded corners



0.57735 0.28868 0.28868 2.222 1.818 0.0398 13.333 3.111 1.892



0.59745 0.26778 0.28627 2.172 1.698 0.0659 14.057 3.401 2.196



0.62115 0.30957 0.29117 2.115 1.567 0.0319 14.899 3.756 2.715



0.64953 0.28868 0.28868 2.064 1.441 0.0284 15.993 4.205 3.780



Isosceles Triangular Ducts. For isosceles triangular ducts like those shown in Fig. 5.27c, the velocity distribution and friction factors for fully developed laminar flow are expressed by the following set of equations suggested by Migay [173]: 1 (dp)y2-z2tan2*[(z) B-2 u =--~



~



1 _ tanZ ~



2b2(dP)



u~ = - - ~



-~-



] -1



(B- 2) tan2 ~



-d--x-x (B + 2)(1



-



tan



2



~)



12(B + 2 ) ( 1 - tan 2 ¢) f R e = (B - 2)[tan ¢ + (1 + tan 2 ,)1/212 B = [4 + 5/z(cot2 ¢ - 1)]1/2



(5.240)



(5.241)



(5.242) (5.243)



Apparently, when 2~ = 90 °, f Re is indeterminate from Eq. 5.242. Migay [173] obtained another relation for 2~ = 90 °, as follows: 12(B + 2)(1 - 3 tan z ~) f R e = 13/2tan ~[4 tan z ~ + 5/2(1- tan 2 ~)]-1,1 _ 2}[tan ~ + (1 + tan 2 ,)1/212



(5.244)



The remaining flow and heat transfer characteristics, represented by K(oo), L+hy,NUT, NUll1, and NUll2, together with f R e , are given in Table 5.39 [1]. The fully developed Nusselt numbers NUT and NUll1 for laminar flow in isosceles triangular ducts with one wall or more heated are given in Table 5.40. Right Triangular Ducts. For right triangular ducts, shown in Fig. 5.27d and e, the fully laminar developed flow and heat transfer characteristics f R e , K(oo), Num, and Null2 are given in Fig. 5.28 [2]. The data for this figure were taken from Haji-Sheikh et al. [170], Sparrow and Haji-Sheikh [174], and Iqbal et al. [175]. Arbitrary TriangularDucts. For triangular ducts with arbitrary angles such as that shown in Fig. 5.27f, the fully developed friction factors and Nusselt numbers are presented for fully developed laminar flow in Figs. 5.29 and 5.30 [2].



Thermally and Simultaneously Developing Flows. Hydrodynamically developing laminar flow in triangular ducts has been solved by different investigators as is reviewed by Shah and London [1]. Wibulswas [160] obtained a numerical solution for the problem of simultaneously



TABLE 5.39 Flow and Heat Transfer Characteristics for Fully Developed Laminar Flow in Isosceles Triangular Ducts [1]



2b/2a



2~



K(oo)



Lh~



oo 8.000 5.715 4.000 2.836 2.000 1.866 1.500 1.374 1.072 1.000 0.866 0.750 0.714 0.596 0.500 0.289 0.250 0.134 0.125 0



0 7.15 10.00 14.25 20.00 28.07 30.00 36.87 40.00 50.00 53.13 60.00 67.38 70.00 80.00 90.00 120.00 126.87 150.00 151.93 180.00



2.971 2.521 2.409 2.271 2.128 1.991 1.966 1.898 1.876 1.831 1.824 1.818 1.824 1.829 1.860 1.907 2.165 2.235 2.543 2.574 2.971



0.1048 0.0648 0.0590 0.0533 0.0484 0.0443 0.0436 0.0418 0.0412 0.0401 0.0399 0.0398 0.0399 0.0400 0.0408 0.0421 0.0490 0.0515 0.0644 0.0659 0.1048



f



Re



NuT



Num



Num



12.000 12.352 12.474 12.636 12.822 13.026 13.065 13.181 13.222 13.307 13.321 13.333 13.321 13.311 13.248 13.153 12.744 12.622 12.226 12.196 12.000



0.943 1.46 1.61 1.81 2.00 2.22 2.26 2.36 2.39 2.45 2.46 2.47 2.45 2.45 2.40 2.34 2.00 1.90 1.50 1.47 0.943



2.059 2.348 2.446 2.575 2.722 2.880 2.910 2.998 3.029 3.092 3.102 3.111 3.102 3.095 3.050 2.982 2.680 2.603 2.325 2.302 2.059



0 0.039 0.080 0.173 0.366 0.747 0.851 1.22 1.38 1.76 1.82 1.89 1.84 1.80 1.59 1.34 0.62 0.490 0.156 0.136 0



TABLE 5.40 Fully Developed N u t and Num for Heat Transfer in Isosceles Triangular Ducts With One Wall or More Walls Heated [1 ] NUT



NUll1



A A A



2b



A A A



2a



~ degrees



5.000 2.500 1.667 1.250



0 5.71 11.31 16.70 21.80



1.885 m 2.058 2.227 2.312



0.000 0.822 1.268 1.525 1.675



1.215 1.416 1.849 2.099 2.237



1.215 1.312 1.573 1.724 1.802



2.059 2.465 2.683 2.796 2.845



0 1.003 1.515 1.807 1.978



1.346 1.824 2.274 2.541 2.695



1.346 1.739 1.946 2.074 2.141



1.000 0.833 0.714 0.625 0.556



26.56 30.96 34.99 38.66 41.99



2.344 m 2.311 ~ --



1.758 ~ 1.812 ~ ~



2.301 2.319 2.306 2.274 2.232



1.831 1.822 1.787 1.735 1.673



2.849 w 2.778 ~ ~



2.076 w 2.146 ~ ~



2.773 2.801 2.792 2.774 2.738



2.161 2.146 2.107 2.053 1.989



0.500 0.450 0.400 0.350 0.300



45.00 48.01 51.34 55.01 59.04



2.162 m ~ 1.923 ~



1.765 --1.633 --



2.183 2.127 2.055 1.968 1.861



1.606 1.529 1.433 1.315 1.173



2.594 w -2.332 ~



2.111 -~ 1.991 w



2.696 2.646 2.583 2.505 2.412



1.921 1.843 1.746 1.628 1.486



0.250 0.200 0.150 0.100 0.050



63.43 68.20 73.30 78.69 84.29



1.671 1.512 1.330 1.126 0.895



1.471 1.361 1.229 1.071 0.878



1.733 1.581 1.401 1.182 0.893



1.004 0.805 0.578 0.332 0.106



2.073 1.917 1.748 1.576 1.418



1.843 1.746 1.635 1.515 1.398



2.301 2.174 2.032 1.881 1.737



1.316 1.114 0.874 0.587 0.244



0



90.00



0.6076



0.608



~



--



1.346



1.346



~
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FIGURE 5.28 Fully developed fRe and Nu for right triangular ducts [2].
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FIGURE 5.29 Fully developed friction factors for arbitrary triangular ducts [2].



developing laminar flow for equilateral triangular and right-angled isosceles triangular ducts for Pr = 0, 0.72, and ~. His results for uniform wall temperature and axial uniform wall heat flux with circumferential uniform wall temperature boundary conditions are presented in Tables 5.41 and 5.42. Since Pr = ~ implies that the flow is hydrodynamically developed, the results for Pr = oo can be applied to all fluids in thermally developing laminar flow.
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Turbulent



Fully developed Nusselt numbers for arbitrary triangular ducts [2].



Flow



T h e l o w e r limit of Recrit is c o n s i d e r e d to be a p p r o x i m a t e l y 2000 in t r i a n g u l a r ducts [45]. N o reliable results for the friction factor and Nusselt n u m b e r are available for transition flow in t r i a n g u l a r ducts. In this section, the t u r b u l e n t flow and h e a t t r a n s f e r characteristics for equilateral, isosceles, and right t r i a n g u l a r ducts are p r e s e n t e d .



TABLE 5.41 Local and Mean Nusselt Numbers for Thermally and Simultaneously Developing Laminar Flows and Equilateral Triangular Ducts [160]



1



Nux,'r



Nu,,,~



NUx,H1



Num,m



x*



Pr = oo



0.72



0



oo



0.72



0



oo



0.72



0



oo



0.72



0



10 20 30 40 50 60 80 100 120 140 160 180 200



2.57 2.73 2.90 3.08 3.26 3.44 3.73 4.00 4.24 4.47 4.67 4.85 5.03



2.80 3.11 3.40 3.67 3.93 4.15 4.50 4.76 4.98 5.20 5.40 5.60 5.80



3.27 3.93 4.46 4.89 5.25 5.56 6.10 6.60 7.03 7.47 7.88 8.20 8.54



3.10 3.66 4.07 4.43 4.75 5.02 5.49 5.93 6.29 6.61 6.92 7.18 7.42



3.52 4.27 4.88 5.35 5.73 6.08 6.68 7.21 7.68 8.09 8.50 8.88 9.21



4.65 5.79 6.64 7.32 7.89 8.36 9.23 9.98 10.59 11.14 11.66 12.10 12.50



3.27 3.48 3.74 4.00 4.26 4.49 4.85 5.20 5.50 5.77 6.01 6.22 6.45



3.58 4.01 4.41 4.80 5.13 5.43 6.03 6.56 7.04 7.50 7.93 8.33 8.71



4.34 5.35 6.14 6.77 7.27 7.66 8.26 8.81 9.30 9.74 10.17 10.53 10.87



4.02 4.76 5.32 5.82 6.25 6.63 7.27 7.87 8.38 8.84 9.25 9.63 10.02



4.76 5.87 6.80 7.57 8.20 8.75 9.73 10.60 11.38 12.05 12.68 13.27 13.80



6.67 8.04 9.08 9.96 10.65 11.27 12.35 13.15 13.82 14.46 15.02 15.50 16.00
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Local and Mean Nusselt Numbers for Thermally and Simultaneously Developing Laminar Flows in Right-Angled Isosceles Triangular Ducts [160]



TABLE 5.42



1



Nux,T



NUm,T



Nux,m



NUm,H1



x*



Pr = oo



0.72



0



oo



0.72



0



oo



0.72



0



oo



0.72



0



10 20 30 40 50 60 80 100 120 140 160 180 200



2.40 2.53 2.70 2.90 3.05 3.20 3.50 3.77 4.01 4.21 4.40 4.57 4.74



2.52 2.76 2.98 3.18 3.37 3.54 3.85 4.15 4.43 4.70 4.96 5.22 5.49



3.75 4.41 4.82 5.17 5.48 5.77 6.30 6.75 7.13 7.51 7.84 8.10 8.38



2.87 3.33 3.70 4.01 4.28 4.52 4.91 5.23 5.52 5.78 6.00 6.17 6.33



3.12 3.73 4.20 4.58 4.90 4.17 5.69 6.10 6.50 6.82 7.10 7.33 7.57



4.81 5.85 6.48 6.97 7.38 7.73 8.31 8.80 9.18 9.47 9.70 9.94 10.13



3.29 3.58 3.84 4.07 4.28 4.47 4.84 5.17 5.46 5.71 5.95 6.16 6.36



4.00 4.73 5.23 5.63 5.97 6.30 6.92 7.45 7.95 8.39 8.80 9.14 8.50



5.31 6.27 6.85 7.23 7.55 7.85 8.37 8.85 9.22 9.58 9.90 10.17 10.43



4.22 4.98 5.50 5.91 6.25 6.57 7.14 7.60 8.03 8.40 8.73 9.04 9.33



5.36 6.51 7.32 7.95 8.50 8.99 9.80 10.42 10.90 11.31 11.67 12.00 12.29



6.86 7.97 8.68 9.20 9.67 10.07 10.75 11.32 11.77 12.14 12.47 12.75 13.04



Fully Developed Flow Equilateral Triangular Ducts. The friction factor for an equilateral triangular duct has been measured by Altemani and Sparrow [176]. Their data are fitted by the following equation in the region of 4000 < Re < 8 × 104: f=



0.0425 Re0. 2



(5.245)



These researchers have also obtained the fully developed Nusselt numbers for air (Pr = 0.7) in the range of 4000 < Re < 8 × 104 in an equilateral triangular duct with the ~ boundary condition on two walls and the third wall insulated as follows: Nun1 = 0.019Re °'781



(5.246)



Isosceles Triangular Ducts. Bhatti and Shah [45] r e c o m m e n d e d that the friction factor for fully developed turbulent flow in isosceles triangular ducts can be determined using different correlations. For 0 < 2~ < 60 °, the circular duct correlations in Table 5.8 can be used with Dh replaced by D~, as defined by B a n d o p a d h a y a y and A m b r o s e [177]: D~ = ~



3 In cot ~ -



2 In tan ~ -



In tan



(5.247)



where 0 = (90 ° - ~)/2. For 2~ = 60 °, the circular duct correlations in Table 5.8 should be used with Dh replaced by D~, which is equal to V3a. For 60 ° < 2~ < 90 °, the use of circular duct correlations with Dh is probably accurate enough. For 2~ = 90 °, the circular duct correlations in Table 5.8 can be used. For 2~ > 90 °, no definite r e c o m m e n d a t i o n can be made at this moment. Right Triangular Ducts. The fully developed turbulent friction factor for two right-angled triangular ducts and an equilateral triangular duct are shown in Fig. 5.31 [45]. The data are from Nikuradse [178] and Schiller [179]. Also provided in this figure are the correlations for computing the friction factor for each triangular duct.



Thermally Developing Flow. Altemani and Sparrow [176] have conducted experimental m e a s u r e m e n t s of the thermally developing flow of air (Pr = 0.7) in an equilateral triangular duct with the ~) boundary condition on two walls and the third wall insulated. The local Nusselt numbers Nux, m and the thermal entrance lengths from their results are given in Figs. 5.32 and 5.33, respectively.
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FIGURE 5.31 Fully developed friction factor for turbulent flow in smooth rightangled and equilateral triangular ducts [45]. 140 0 Measurements [176]



120 Adiabaticwall Re= 59,130



100



80



NUx,HI



0



0



40,



0 --JI



60



28,570



20,130 40 13,860 9,730 20 ~ 10



0



.



20



.



.



40



.



.



60



6,740



80



x/Dh FIGURE 5.32 Local Nusselt numbers Nux,m for thermally developing and hydrodynamically developing turbulent airflow (Pr = 0.7) in a smooth equilateral triangular duct [176]. 5.80



FORCED CONVECTION,INTERNALFLOW IN DUCTS 50



I



I



' I



I. . . . . .



5.81



I



O Measurements [176] 40



Lth, HI



D,



(1



,,,,,,



30.-



20-I



I



lO



....



L



o



I



.... I



2 x 1(#



4 x 1(#



,



I



6 x 1(#



Re



FIGURE 5.33 Thermal entrance lengths for thermally developing and hydrodynamically developing turbulent airflow (Pr = 0.7) in a smooth equilateral triangular duct [176].



For equilateral triangular ducts having rounded corners with a ratio of the corner radius of curvature to the hydraulic diameter of 0.15, Campbell and Perkins [180] have measured the local friction factor and heat transfer coefficients with the @ boundary condition on all three walls over the range 6000 < Re < 4 x 104. The results are reported in terms of the hydrodynamically developed flow friction factor in the thermal entrance region with the local wall (T~) to fluid bulk mean (Tm) temperature ratio in the range 1.1 < Tw/Tm< 2.11, 6000 < Re < 4 x 104, and 7.45 < X/Dh < 72. These data were correlated by



fo



( Zw l-O'40+(X/Oh)"0"67 - \ T,, /



(5.248)



where f, so denotes the friction factor for isothermal flow, which can be calculated from either the Blasius formula or the PKN formula presented in Table 5.8. In these calculations, kinematic viscosity v entering Re = UmDh/Vmust be evaluated at the duct wall temperature Tw. The following correlation has been obtained by Campbell and Perkins [180] from their measurements for local Nusselt numbers: Nux,H1 = 0.021Re °'8 Pr °'4 (\-~m] Tw / 0.7¢



(5.249)



For 6 < X/Dh < 50, the correction factor • is given by



•=



l+\oh]



\Tm/ J



(5.250)



and for X/Dh> 50, (I)= 1. Equation 5.249 is valid for 6 0.005. Dunwoody's formula for calculating the mean Nusselt number is as follows: NU.,,T = ~- 1 + - ~



(5.257)



The ;~ and C values for Eq. 5.257 are given in Table 5.43. The Constants ~, and C for Eq. 5.257 [183]



TABLE 5.43



a*



k



C



0.0625 0.125 0.25 0.5 0.8



14.59 14.90 15.17 14.97 14.67



0.0578 0.0388 0.0239 0.0158 0.0138



For x* < 0.005, the following formula obtained by Richardson [184] is recommended:



3((e-(x*)2+(l-(x*) NUm.T= F(a/3)(9x+)~,3 1 +



3)



36



(5.258)



For elliptic ducts subjected to the (~ thermal boundary condition, Someswara et al. [185] have solved thermally developing flow. The mean Nusselt number Num,m can be computed using the following expression: 2.61F Num.nl- x,1/3



(5.259)



where factor F is a function of 0~* and can be calculated by the following [2]: F = 1.2089- 0.795(x*- 4.3011(x .2 + 23.8465(x . 3 - 44.7053(x .4 + 37.0874(x . 5 - 11.4809(x .6 (5.260) Equation 5.260 is accurate within +3 percent error to the original data given by Someswara et al. [185].
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Turbulent Flow



The friction factors for fully developed turbulent flow have been measured by Barrow and Roberts [186] in elliptical ducts with co* = 0.316 and 0.415 in the range of 103 < Re < 3.105 and by Cain and Duffy [187] in elliptical ducts with ct* = 0.5 and 0.667 in the range 2 x 104 < Re < 1.3 x 105. Based on the data presented by Barrow and Roberts [186] and Cain and Duffy [ 187], Bhatti and Shah [45] have derived the following correlation to calculate the friction factor: f = 0.4443 + 2.2168o~* - 2.0431ct .2 + 0.3821c~.3



(5.261)



fc



where fc is the friction factor for a smooth circular duct (c~* = 1), which can be obtained from the Blasius equation in Table 5.8. It should be noted that Eq. 5.261 is valid for 0.136 < c~* < 1. Heat transfer in fully developed turbulent flow in elliptical ducts has been determined in several investigations. A comparison of the different results has been presented by Bhatti and Shah [45]. It was concluded that the Gnielinski correlation for circular ducts can confidently be used to calculate the fully developed Nusselt number for elliptical ducts for fluids of Pr ___0.5. For liquid metals, the fully developed Nusselt numbers can be determined using Eq. 5.236 for elliptical ducts with the @ boundary condition. The values of Nus~ugrequired in Eq. 5.236 are given in Fig. 5.35. 10.0
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(X* FIGURE 5.35 Slug flow Nusselt numbers for elliptical ducts with the ~ boundary condition [169].



CURVED DUCTS AND HELICOIDAL PIPES The most prominent characteristic of flow in curved ducts and helicoidal pipes is the secondary flow induced by centrifugal force due to the curvature of the pipe. Consequently, the friction factor is higher in curved pipes than that in straight pipes for the same Reynolds number. The pitch of the helicoidal pipe also has an effect on the flow. As a result, the heat trans-
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fer rate is higher in curved or helicoidal pipes than in straight pipes. Therefore, curved or helicoidal pipes are widely used in engineering applications. Spiral coils are curved ducts with varying curvature. The friction factor and heat transfer rate for spiral coils are also included in this section. In addition to the dimensionless parameters used in straight pipes, the following parameters are particularly useful in the case of curved ducts or helicoidal pipes: the Dean number De; the helical number He, and the effective radius of curvature Re. These are defined as follows: De = Re



(5.262)



[ { b t2]m ]



He = Re(-~c) ~/2= De 1 + \ - ~ j



Rc-Rll



(5.263)



+ ( 2n--~R-)]



(5.264)



where a denotes the radius of a circular pipe, b represents the coil pitch, and R is the radius of the coil. In this section, emphasis will be given to the correlations used for calculating the friction factors and Nusselt numbers for laminar and turbulent flows in curved ducts, helicoidal pipes, and spiral ducts. These will be presented as the ratio of the friction factor in curved ducts to the friction factor in straight ducts and the ratio of the Nusselt number in curved ducts to the Nusselt number in straight ducts Nuc/Nu, in most cases. The subscript c represents curved ducts or helicoidal pipes, while the subscript s denotes straight pipes of the same shape.



fc/fs



Fully Developed Laminar Flow Dean [188, 189] first studied the velocity profile of flow in helicoidal pipes using perturbation analysis. His result is valid only for De < 20, where the velocity distribution is almost identical to that found in straight ducts. Mori and Nakayama [190] have obtained the solution for De > 100 for a coil with R > a. Their results are in agreement with the experimental data reported by Mori and Nakayama [190] and Adler [191] and numerical simulations [192]. The friction factors for fully developed flow in helicoidal pipe proposed by Srinivasan et al. [193] in the range of 7 < < 104 follow:



R/a fc [1 -- =/0.419De °275 fs [0.1125De °5



for D e < 3 0 for 30 < De < 300 for De > 300



(5.265)



However, after reviewing the available experimental data and theoretical predications, Manlapaz and Churchill [194] recommended the following correlations, which contain both the Dean number De and radius ratio of



R/a:



fc_ I(1 . 0 -



f, -



018



[1 + (35/De)2] °5



+ 1.0 + ~



88.33



(5.266)



where m = 2 for De < 20; m = 1 for 20 < De < 40; and m = 0 for De > 40. It can be observed that Eq. 5.265 does not include the parameter R/a and will not be used for all the range of R/a. After a comparison of Eq. 5.266 with experimental data, Shah and Joshi [195] suggested that Eq. 5.265 be used for the coils with R/a < 3 and that either Eq. 5.265 or Eq. 5.266 be used for coils with R/a > 3.
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The friction factors for spiral coils can be obtained using the following correlation [193], which is valid for 500 < Re (b/a) °5 < 20,000 and 7.3 < b/a < 15.5. fc =



0"62(n°7 - n°7)2 Re0.6(b/a)O.3



(5.267)



where nl and n2 represent the numbers of turns from the origin to the start and the end of a spiral. The critical Reynolds number, which is used to identify the transition from laminar to turbulent flow in curved or helicoidal pipes, has been recommended for design purposes by Srinivasan et al. [193]: Recrit = 210011+ 12(R) -°5]



(5.268)



However, for spiral pipes, no single Recrit exists because of varying curvature. The minimum value of Recrit can be obtained using Rmax to replace R in Eq. 5.268, and the maximum value of Recnt can be determined using Rmin tO replace the R in Eq. 5.268. The fully developed Nusselt numbers for laminar flow in helicoidal pipes subjected to the uniform wall temperature have been obtained theoretically and experimentally by Mori and Nakayama [196], Tarbell and Samuels [197], Dravid et al. [198], Akiyama and Cheng [199], and Kalb and Seader [200]. A comparison of these results has been made using the ManlapazChurchill [201] correlation. In Fig. 5.36, experimental and theoretical results [196-200] are compared with the following Manlapaz-Churchill [201] correlation based on a regression analysis of the available data: NuT =



where



[(4"343) 3.657 +



3 xl



957 )2, x3 = 1.0 + De 2 Pr



( De/3/211/3 + 1.158 ~ \x2/ J x2 = 1.0 +



0.477 Pr



(5.269) (5.270)



It can be seen that the prediction calculated from Eq. 5.269 agrees well with the experimental data in most cases, except for Pr = 0.01 and 0.1 at intermediate He values. The fully developed Nusselt numbers for spiral coils with uniform wall temperature are suggested by Kubair and Kuldor [202, 203], as follows: NuT- 1.98 + 1.8 which is valid in the ranges of 9 ,", 0
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Numerically Calculated NUll2 for Helical Coils of Circular Cross Sections [201] NUp,H2



R/a



b/R



5.0



0.0 0.5 1.0



5.0



0.0 0.5 1.0



10.0



0.0 0.5 1.0



5.0



0.0 0.5 1.0



10.0



0.0 0.5 1.0



5.0



0.0 0.5 1.0



Re 9.196 9.197 9.194 46.70 47.72 46.79



De



He



4.113 4.113 4.112



4.113 4.100 4.061



Pr = 0.1



0.3162



1.0



10.0



4.642 4.462 4.462



4.639 4.639 4.640



4.633 4.633 4.634



4.620 4.620 4.621



4.936 4.934 4.929



8.447 8.438 8.414



20.88 20.89 20.93



20.88 20.83 20.67



4.769 4.768 4.765



4.759 4.758 4.755



392.6 393.0 394.4



124.14 124.29 124.72



124.14 123.90 123.17



5.604 5.602 5.596



7.541 7.535 7.518



402.5 403.1 404.9



180.01 180.28 181.07



180.01 179.71 178.82



6.058 6.078 6.071



9.312 9.307 9.292



1008 1009 1013



318.8 319.1 320.5



318.8 318.1 316.5



7.120 7.114 7.103



1043 1045 1051



466.6 467.4 469.8



466.6 465.9 464.0



9.680 9.600 9.588



14.30 14.27 14.23



The fully developed Nusselt numbers NUll2 for helicoidal pipes have been obtained numerically by Manlapaz and Churchill [201]. Their results are listed in Table 5.44. In Table 5.44, it can be seen that the pitch of the helicoidal coil has almost no influence on the Nusselt number. However, the studies by Yang et al. [206, 207] have shown a positive effect of the pitch on the Nusselt number when Pr > 1. In addition, the experiments conducted by Austen and Soliman [208] indicated that the Nusselt number for the laminar flow of water (3 < Pr < 6) in the uniformly heated helicoidal pipe is in good agreement with the prediction from Manlapaz and Churchill [201]. To consider the effect of variable viscosity, the viscosity ratio (~.l,m/~.[w) 0"14 is applied. The use of Eqs. 5.269 and 5.272 with their right sides multiplied by (gm/gw) °14 is recommended. The density change of fluids leads to natural convection; consequently, heat transfer is normally enhanced. An experimental correlation has been obtained by Abul-Hamayel and Bell [209] to account for the density and viscosity variations in helicoidal pipe. Experiments with water, ethylene glycol, and n-butyl alcohol in a helicoidal pipe with the @ boundary condition were conducted. The following equation was derived from the measurement data: Num=



/ Gr ~3.94]f / / G r \z78 ][ 4 . 3 6 + 2 . 8 4 ~ ~ e 2 ) ] [ 1 + 0.9348~~e2 ) x s ] l + [ 0.0276 De °75 Pr °'97 (Urn/°"'4]



\Uw/



J



(5.274) where



xs=exp -



1.33 G r ' ) De:



(5.275)



This correlation is valid for 92 < Re < 5500, 2.2 < Pr < 101 and 760 < Gr' < 106. It reduces to the straight circular duct forced convection Nusselt number value of 4.36 upon neglecting the coil
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effect (De ---) 0). Equation 5.274 is recommended for those fluids whose densities are strongly dependent on temperature.



Developing Laminar Flow Hydrodynamically developing laminar flow, thermally developing laminar flow, and simultaneously developing laminar flow in helical coils are still under investigation [210-212]. Accurate formulas for engineering applications are limited. However, the entrance region of a helical coil is approximately 20 to 50 percent shorter than that of a straight tube. For most engineering applications, when De > 200, the design can be based on fully developed values without significant errors [195].



Turbulent Flow in Coils With Circular Cross Sections The research conducted by Hogg [213] has indicated that turbulent flow entrance length in coils with circular cross sections is much shorter than that for laminar flow. Turbulent flow can become fully developed within the first half-turn of the coil. Therefore, most of the turbulent flow and heat transfer analyses concentrate on the fully developed region. Ito [214] has proposed the following correlation to calculate the friction factor for turbulent flow in helicoidal coils: f~a)



= 0.00725 + 0.076 Re



for 0.034 < Re



< 300



(5.276)



However, Srinivasan et al. [193] has obtained another formula for the turbulent friction factor, as follows: f~|-2-~



= 0.084 Re



for Re



< 700



and



7 < - - < 104 a



(5.277)



Either Eq. 5.276 or Eq. 5.277 can be used for design purposes since they are very similar and agree quite well (within +10 percent) with the experimental data for air [215] and water [216] and with the numerical predictions by Patankar et al. [217]. The friction factor for spiral coils can be obtained using the following experimental correlation [193]: 0.0074(n



fc =



0.9 _ nO.9) 1.5



[Re (b/a)°5] °2



(5.278)



Equation 5.278 is valid for 40,000 < Re (b/a) °5 < 150,000 and 7.3 < b/a < 15.5. Since the turbulent Nusselt numbers are independent of the thermal boundary condition for Pr > 0.7, the Nusselt numbers that appear in this section will not be specified with thermal boundary conditions. The following correlation, developed by Schmidt [218] to calculate the turbulent Nusselt number, is suggested for 2 x 104 < Re < 1.5 x 105 and 5 < R/a < 84:



10 36[ Equation 5.279 was obtained using air and water flow in coils. For low Reynolds numbers, Pratt's [219] correlation is recommended: N U t = l + 3 . 4 -~a Nus



for 1.5



x



103 < Re < 2 x 104



This correlation was obtained from experiments using water and isopropyl alcohol.



(5.280)
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When the variable thermal properties of the fluid are considered, Orlov and Tselishchev [220] recommend the following correlation: Nuc ( al(Prml °'°25 Nu~ - 1 + 3.54 R-/\-~r~ /



R for --a > 6



(5.281)



The pitch effect in helicoidal circular pipe has been considered in the investigation conducted by Yang and Ebadian [221]. These researchers have concluded that the effect of pitch is minimum on heat transfer.



Fully Developed Laminar Flow in Curved, Square, and Rectangular Ducts The following formulas are suggested by Shah and Joshi [195] to compute the friction factor for fully developed laminar flow in curved square ducts: (fRe)c - 0.1520De °5 (1.0 - 0.216De °5 + 0.473De -1 + l l l . 6 D e -~-5- 256.1De -2) (fRe)s for De < 100



(5.282)



(fRe)c - 0.2576De °'39 (fRe)s



for 100 < De < 1500



(5.283)



(fRe)c - 0.1115De °5 (fRe)s



for De > 1500



(5.284)



The preceding three equations were obtained through the comparison of theoretical investigations [222-224] and experimental measurement [225]. The influence of the pitch of coil on the friction factor has been found to be negligible [226, 227]. Friction factors for curved rectangular ducts are provided by Cheng et al. [222], as follows:



f~ fs



Co De *°5 (1.0 + C1 De -lr2 + C2 De -1 + C3 De -3/2 + C4 De -2)



(5.285)



Equation 5.284 is valid for De < 700. Co, C1, C2, C3, and C 4 in Eq. 5.284 are constants given in Table 5.45 and De is defined as Re (Dh/R) ~/2. The following correlation, obtained by Cheng et al. [228], is recommended for curved square ducts: Nuts2 = NuT = 0.152 + 0.627(1.414De) °5 Pr °'25



(5.286)



Equation 5.286 is valid for 0.7 < Pr < 5 and 20 _ 0.7. Equation 5.286 can also be used for the 0), ~ , and @ thermal boundary conditions. Furthermore, the appropriate correlation for circular cross section coiled tubes can be adopted with the substitution of the appropriate hydraulic diameter for 2a to calculate the Nusselt number when the parameters are out of the application range as is the case in Eq. 5.286.



Fully Developed Turbulent Flow in Curved Rectangular and Square Ducts For curved rectangular ducts as well as square ducts, when Re* < 8000, the fully developed friction factors can be computed from the following correlation obtained by Butuzov et al. [230] and Kadambi [231]: fc _ 0.435 x 10_3 Re,0.96 [ R__R_/°22 fs \ d* ]



(5.287)



where d* is the short-side length of the rectangular duct and Re* is defined as umd*/v. The term f~ refers to the friction factor in a straight duct with the same aspect ratio as that of curved coil. For Re* > 8000, Eq. 5.276 or Eq. 5.277 for circular ducts can be used with a replaced by 0.5Dh, where D h is the hydraulic diameter of the rectangular duct. The Nusselt numbers for turbulent flow in curved rectangular ducts have been studied by Butuzov et al. [230] and Kadambi [231]. The correlation suggested by Butuzov et al. [230] is as follows: Nuc = 0.117 × 10_2 Re,O.93 [ R_R~°24



Nus



\ d* /



(5.288)



This correlation is valid for 450 < Re* (R/d*) °5 < 7500 and 25 < R/d* < 164. The term Nus in Eq. 5.288 is fully developed Nusselt number for a straight duct.



Laminar Flow in Coiled Annular Ducts Xin et al. [232] experimentally investigated the laminar flow and turbulent flow in coiled annular ducts. The pressure drop was measured for air and water flows. Based on these experimental measurements, the friction factor data can be correlated for laminar and turbulent flow as follows: f = 0.02985 + 75.89[0.5 - a tan ( D e77.56 - 39"88



)/~'](d°Ddi)l45



(5.289)



where D is coil diameter. This equation is valid in the region of De = 35-20,000, do/di = 1.61-1.67, and D/(do - d i ) = 21-32. For the heat transfer in laminar flow in coiled annular ducts, Garimella et al. [233] experimentally obtained the following correlation to calculate the heat transfer coefficient:



00



0e094 r069



(5.290)



This equation indeed shows that the Dean number represents the heat transfer in laminar flow; the coil ratio (do- di)/D is another factor to affect the heat transfer.



Laminar Flow in Curved Ducts With Elliptic Cross Sections Dong and Ebadian [234] numerically obtained the friction factor for laminar flow in curved elliptic ducts. The friction factor ratio fc/fs is represented by the following expression:
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= 1 + 0.0031~X.3 De 1"°7



(5.291)



f, where f~ is the friction factor for straight elliptic ducts and a* is the ratio of the minor axis to the major axis of the elliptic duct. In subsequent research [235], thermally developing flow in curved elliptic ducts is analyzed for different 0~* and Prandtl numbers. The local Nusselt numbers along the flow direction are shown in graph form, and the asymptotic values of the Nusselt numbers have been obtained, as is shown in Table 5.46. In a related study, the effects of buoyancy on laminar flow in curved elliptic ducts are discussed by Dong and Ebadian [236]. The Asymptotic Values of the Nusselt Number for Curved Elliptic Ducts [235]



TABLE 5.46



Pr



0~*



R/Dh



Re



De



0.1



0.7



5



50



0.2



4 10 100



849.16 105.15 1977.6



424.6 33.3 197.8



9.70 3.81 6.31



19.22 4.18 11.55



26.65 7.48 16.51



52.79 11.68 37.79



0.5



4 10 100



1271.3 1058.0 1514.1
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LONGITUDINAL FLOW BETWEEN CYLINDERS Longitudinal flow between cylinders is encountered in the fuel elements of nuclear power reactors, shell-and-tube heat exchangers, boilers, and condensers, among other applications. A cylinder is considered to be a long circular pipe or rod. The flow and heat transfer characteristics between the cylinders are dependent on their arrangement (e.g., triangular array, square array, etc.) as well as the Reynolds number. In this section, the fully developed friction factor and Nusselt number for longitudinal flow between the cylinders in triangular and square arrays are introduced. For longitudinal flow in other channels formed by the cylinders and the walls, the reader is encouraged to refer to Shah and London [1] and R e h m e [237]. Laminar Flow



The friction factor and Nusselt number for longitudinal laminar flow between a triangular array and a square array are discussed in this section. Triangular Array. A triangular array is shown in Fig. 5.38. The fluid longitudinally flows in the virtual channel formed by the triangular array. The friction factor for fully developed laminar flow in this configuration has been proposed by R e h m e [237] as follows:



5.1777(P/D- 1) o.404 36.713(P/D- 1) 0.24 f R e = 36.947(P/D - 1) 0•372
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F I G U R E 5.38 Fully developed f Re and Nusselt numbers for longitudinal laminar flow between cylinders in a triangular array [237].



where



P x/2X/~ Pr, = ~- - n = 1.05 -D



(5.296)



Equations 5.292 through 5.295 were obtained as a result of comparison with numerous investigations such as those by Rosenberg [239], Sparrow and Loeffler [240], Axford [241, 242], Shih [243], Rehme [244, 245], Johannsen [246], Malfik et al. [247], Ramachandra [238], Mikhailov [248], Subbotin et al. [249], Dwyer and Berry [250], Rehme [251], and Cheng and Todreas [252]. The f Re calculated from Eqs. 5.292 through 5.294 is shown in Fig. 5.38. The fully developed Nusselt number for longitudinal flow in a triangular array with uniform cylinder temperature has been analyzed by Ramachandra [238] and is shown in Fig. 5.38. The fully developed Nusselt numbers for the @ and @ boundary conditions have been studied by Sparrow et al. [253], Dwyer and Berry [250], Hsu [254], and Ramachandra [238]. The differences for NuHi and NUll2 reported by these investigators are small (1 percent). The fully developed Null1 and NUll2 are shown in Fig. 5.38. Miyatake and Iwashita [255] conducted a numerical analysis to determine the characteristics of developing laminar flow between a triangular array of cylinders with a uniform wall temperature and various ratios of pitch to diameter (P/D). The relationships between the local Nusselt number NUx,Tand local Graetz number Gz/and between the logarithmic mean Nusselt number NUtm,Tand Graetz number Gz were obtained as follows: for P/D = 1.0-1.1"



NUx,T = 9.26(1 + 0.0022Gzxl46) TM NUtm,T = 9.26(1 + 0.0179Gz146) TM



for P/D = 1.1-4.0



NUx, T = (a 2 +



b 2 Gz2/3) 1/2



NUtm,T = [a 2 + (3b/2) z Gz2/3] 1/2



(5.297) (5.298) (5.299) (5.300)
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where



a= b=



8.9211 + 2 . 8 2 ( P / D - 1)] 1 + 6.86(P/D - 1)5/3



5.95



(5.301)



2.3411 + 2 4 ( P / D - 1)] [1 + 36.5(P/D - 1)5/4][2V~(P/D - 1) 2 - re]1/3



(5.302)



Gzx = rftcp/kx



(5.303)



G z = mcp/kL



(5.304)



NUx.T = hxD/k



(5.305)



NUtm.T= hmD/k = rftcp( Th - To)x=L ItLA Ttm



(5.306)



(V~- To)(T~- V.)~:~



(5.307)



ATom = In [(Tw- To)/(T~- Tb)x=L]



In Eqs. 5.306 and 5.307, To, Tw, and Th are the inlet, wall, and fluid bulk temperatures, respectively; L is the length of the cylinder. It is noted that the fully developed Nusselt number can be calculated using Gz ---) 0 (L ~ oo) in the corresponding equations. In the study of Miyatake and Iwashita [256], the relationship of local Nusselt number and Graetz number is formulated for developing longitudinal flow between a triangular array of cylinders with a uniform heat flux and various pitch-to-diameter ratios. For P/D = 1.01-1.1: b Gzx1/3- a NUx.H2= 1 +451Gzx [154P/°-14937] + 1 NUx.H2= a; For P/D = 1.1-4.0: where



when Gzx> (a/b) 3



when Gzx < (a/b) 3



(5.309)



NU~.H2= (a 2 + b 2 Gz2/3)1/2 a=



(5.308)



(5.310)



3 . 1 ( P / D - 1)°1+ 3 2 4 ( P / D - 1) '.6 1 + 69.5(P/D - 1 )2.4



1.53611 + 8.24(P/D - 1)°39] b = [2V~(P/D - 1) 2 - rt]l/3[1 + 6.37(P/D



-



1)0"73]



(5.311)



Square Array. A square array is displayed in Fig. 5.39. The fully developed friction factor for longitudinal flow in such a virtual channel has been investigated by Sparrow and Loeffler [240], Shih [243], Rehme [244, 245], Mal~ik et al. [247], Meyder [257], Kim [258], Ramachandra [238], and Ohnemus [259]. The f R e is given in Fig. 5.39. It can be approximated by the following equation [237]:



f R e = 40.70( P -



1) 0.435



(5.312)



Equation 5.312 is valid in the range of 1.05 < P/D < 2.0. The fully developed Nusselt numbers for the ~ and @ boundary conditions in square arrays have been analyzed by Kim [258], Ramachandra [238], Ohnemus [259], and Chen et al. [260]. The fully developed Null1 and NUll2 are shown in Fig. 5.39. Miyatake and Iwashita [255] also investigated the developing longitudinal laminar flow between a square array of cylinders with uniform wall temperature. The local and logarithmic Nusselt number can be obtained using the following correlations:
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F o r P/D = 1.0-1.2:



Nux, T = 4.08(1 + 0.0058Gz146) TM



(5.313)



NUtm,T = 4.08(1 + 0.0349Gzx]46) TM



(5.314)



For P/D = 1.2-4.0, the s a m e e q u a t i o n s as Eqs. 5.299 and 5.300 are used, but the a and b are different:



a=



4.0011 + 0.509(P/D - 1)] l+0.765(P/D_l)5/3



(5.315)



1.6911 + 9.1(P/D- 1)] b = [1 -I- lO.8(e/o- 1)5/4][4(e/o- 1) 2 - 2] 1/3



(5.316)



F o r d e v e l o p i n g longitudinal l a m i n a r flow b e t w e e n a s q u a r e array of cylinders with a unif o r m wall heat flux, the local Nusselt n u m b e r c o r r e l a t i o n s w e r e m a d e by M i y a t a k e and I w a s h i t a [256] as follows: F o r P/D = 1.01-1.2:



b Gzx]/3 - a Nux, m = 1 + 94Gzx [7"66P/°-7-379] + a Nux, m = a



F o r P/D = 1.2-4.0:



w h e n Gzx < (a/b) 3



Nux, H2 = (a 2 + b 2 Gzff3) 1/2



w h e n Gzx > (a/b) 3



(5.317) (5.318) (5.319)
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where



a= b



Fully Developed



Turbulent



=



5.97



3.6(P/D- 1) 0.2 4- 32.2(P/D- 1) 15 1 + 9.1(P/D- 1)2.2



(5.320)



1.224[ 1 + 4.40(P/D - 1 )0.39] [4(P/D- 1) 2-/I;]1'311 + 2.66(P/D- 1) °"73]



(5.321)



Flow



Fully developed turbulent flow and heat transfer in triangular and square arrays have been analyzed by Deissler and Taylor [261,262]. The friction factors for longitudinal flow between the cylinders in a triangular and a square array are given in Fig. 5.40. Correspondingly, the Nusselt numbers, in terms of the Stanton number, defined as Nu/(Re Pr), are given in Fig. 5.41, where the cylinders are considered to be uniformly heated.
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F I G U R E 5.40 Fully developed friction factor for longitudinal turbulent flow between a triangular and a rectangular array [261].
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Maresca and Dwyer [264] have analyzed the heat transfer of liquid metal flow in a triangular array with uniform longitudinal heat flux. The Nusselt number resulting from their analysis is given in Fig. 5.42.



INTERNALLY FINNED TUBES



Internally finned tubes are ducts with internal longitudinal fins. These tubes are widely used in compact heat exchangers. The friction factor-Reynolds number product and the Nusselt number for such internally finned tubes, designated as ( f Re)d and NUb+,d, respectively, are computed from the following definitions: (5.322)



aOh,finless=(Uml(Oh I Red =



~



\-~'-] \'~c-c ]finless



q"Dh,nnles~ q" (D~] - ~ = NUb~d- k(t~ - tin) 4k(t~- tm) \ Ac /f~nl~ss



(5.323)



(5.324)



where Dh, finlessis the hydraulic diameter corresponding to finless ducts. Based on actual geometry, the Dh, finned is used in the f R e and NUbc. The relationships between (fRe)d, NUbc,d, and f Re, NUbc are given in the following expressions:



D hfinless NUb¢



d =



(5.325)



Zcfio+)



NUbc( Dh'finned)2( Dh finless Acfinned
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Circular Ducts With Thin Longitudinal Fins H u and Chang [265] have o b t a i n e d the friction factors and Nusselt n u m b e r s for fully develo p e d laminar flow t h r o u g h a circular duct having longitudinal rectangular fins equally spaced along the wall. The fin's efficiency was treated as 100 percent, while its thickness was t r e a t e d as zero. The fully d e v e l o p e d ( f R e ) a and Num.a for laminar flow in a circular duct with longitudinal fins are given in Table 5.47, in which l* and n are relative fin length and the n u m b e r of fins, respectively. Prakash and Liu [266] have numerically analyzed laminar flow and heat transfer in the e n t r a n c e region of an internally finned circular duct. In this study, the fully d e v e l o p e d f R e is c o m p a r e d with those r e p o r t e d by H u and C h a n g [265] and Masliyah and N a n d a k u m a r [267]. The incremental pressure drop K(oo) and h y d r o d y n a m i c e n t r a n c e length Z+hy t o g e t h e r with f R e are given in Table 5.48, in which the term n refers to the n u m b e r of fins, while l* d e n o t e s the relative length of the fins. TABLE 5.47 The Fully Developed (fRe)d and NuH2.afor Laminar Flow in a Circular Duct With Longitudinal Fins [1] (fRe)a n
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TABLE 5.49



Heat Transfer Characteristics for Fully Developed Flow in a Finned Circular Duct
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The fully developed Nusselt numbers for the thermal boundary conditions of uniform wall temperature and axial uniform wall heat flux with circumferential uniform temperature obtained by Prakash and Liu [266] are given in Table 5.49, along with the corresponding thermal entrance lengths. The term n in Table 5.49 denotes the number of fins, whereas l* represents the relative length of the fins.



Square Ducts With Thin Longitudinal Fins Gangal and Aggarwala [268] have analytically obtained the f R e and NUll1 for fully developed flow in a square duct with four equal internal fins, as that shown in Fig..5.43. The fins were treated as having zero thickness and 100 percent efficiency. The results o f f Re and NUHI,dfor fully developed flow are provided in Table 5.50.



TABLE 5.50 Longitudinal Four Thin Fins Within a Square Duct: (fRe)d and NUHI,d for Fully Developed Laminar Flow [268]
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FIGURE 5.43 A square duct with four equal longitudinal thin fins.
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Rectangular Ducts With Longitudinal Thin Fins from Opposite Walls The fully developed ( f Re)d and NUHI,d for rectangular ducts with two fins and four fins on opposite walls have beenobtained by Aggarwala and Gangal [269] and Gangal [270]. These are shown in Fig. 5.44.



Circular Ducts With Longitudinal Triangular Fins Nandakumar and Masliyah [271] and Masliyah and Nandakumar [267] have analyzed fully developed laminar flow in a circular duct with equally spaced triangular fins, as shown in the inset in Fig. 5.45. The flow area and wetted perimeter for this type of duct are given by Ac, finned "-/T,a2 -- n[aZ¢~ - a(a - l) sin ~] Pfinned -- 2ha + 2 n l ' -
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The hydraulic diameter can be calculated from Oh, finned = and Figs. 5.45 and 5.46, in which the case of 2~ = 0 ° represents longitudinal fins of zero thickness.
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4(Ac/P)finned. T h e results of ( f Re)d and NUHI,d are provided
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The enhancement of heat transfer inside a circular duct is often achieved by inserting a thin, metal tape in such a way 1.0 ~ * t 1.0 NuHl'd t / R e ) ; = (fRe)d that the tape is twisted about its longitudinal axis, as indicated in Fig. 5.47. Swirl flow is created in this manner. The 0.0 I I1 I I I I I I l 0.0 width of the tape is usually the same as the internal diameter 0.0 0.2 0.4 0.6 0.8 1.0 of the duct. The tape twist ratio X~ is defined as H / d . When l/a XL approaches infinity, the circular duct with the twisted FIGURE 5.44 Friction factor and Nusselt number tape becomes two semicircular straight ducts separated by for fully developed laminar flow in rectangular ducts the tape. with longitudinal thin fins from opposite walls [1]. Manglik and Bergles [272, 273] made an extensive review on the study of laminar and turbulent flow in circular ducts with inserted tape. For laminar flow, the dimensional swirl parameter S w was incorporated in the correlation of friction factor. This parameter considers the thickness of inserted tape & -
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FIGURE 5.45 Friction factors for fully developed laminar flow in a circular duct with longitudinal triangular fins [1].
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FIGURE 5.46 Nusselt numbers for fully developed laminar flow in a circular duct with longitudinal triangular fins [1].
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A circular tube with a twisted tape inserted [1].



the twist ratio Xz,, and the helicoidally twisting flow velocity. The definition of dimensional swirl parameter Sw is given as: Sw = Resw V ~ L



1+



n - 45/d



(5.330)



For most applications, the following equation is recommended for the calculation of friction factor in laminar flow in circular ducts with inserted tape: f Re = 15.767rl:(rl: + 2 - -~)2(rl: - 4 ~-)-3(1 + 2--~t )(1 + 10-6Sw255)1/6



(5.331)



where f R e is based on the empty tube diameter d. The above equation can be applied in the range 0 < (8/d) < 0.1 and 300 ___Sw < 1400. The mean Nusselt number for the laminar flow in isothermal circular ducts with inserted tape can be obtained from the following equation suggested by Manglik and Bergles [272]: Num = 4.612{[(1 + 0.0951Gz°-894) z-5 + 6.413 x 10-9(Sw • Pr°391)3853] °2



+ 2.132 x



10-14(Re~x



•



Ra)223}°1( \ ~~l'm w // 0"14 (5.332)



Where Gz, Re~x, and Ra are the Graetz number, the Reynolds number based on axial velocity, and the Rayleigh number, respectively. Their definitions are expressed as follows: Gz = m c p / K L



(5.333)



rnkt Re~ = n,d/4 - 8~



(5.334)



Ra = pgd3~SATw ~ta



(5.335)



For the turbulent flow in circular duct with inserted tape, it was proposed by Manglik and Bergles [273] that the friction factor can be calculated by the following equation:



0.0791( )1.75(2.752)



f = °2---------TRe n - 48/d



1 d- Sl.29



(5.336)



It was found that the flow rates with Re > 104 can be considered as fully developed turbulent flow. Therefore, the above equation is a more generalized correlation that covers a broad database of available empirical data for turbulent flow [273].
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TABLE 5.51 The Fully Developed (fRe)d and Nud Values for Forced Convection of Laminar Flow in a Semicircular Duct With Internal Fins [274]



Fin length (l*) n



0.1



0.2



0.3



0.4



0.5



1 3 5 8 11 17



43.307 -46.836 49.207 ---



46.129 53.345 60.205 69.103 75.927 84.656



50.369 -84.306 105.634 --



55.717 87.943 122.503 167.660 201.532 243.454



61.674 m 175.639 265.071 ---



0.6



0.7



0.8



0.9



1.0



67.462 140.762 234.651 391.297 547.204 815.772



72.148 -280.714 506.379 --



75.047 170.601 303.208 568.948 910.726 1798.80



76.175 -309.012 585.854 ---



76.314 173.382 309.420 587.054 953.762 1959.23



11.159 24.816 38.581 41.329 32.084 19.041



11.765 m 47.001 77.458 ~



11.839 25.843 44.127 79.918 124.440 211.243



11.839 -42.667 76.329 -~



11.821 25.180 42.558 76.021 118.145 226.977



(fRe)d



Num.a 1 3 5 8 11 17



6.806 -6.878 6.904 m ~



7.196 7.531 7.668 7.627 7.467 7.176



7.895 -9.383 8.954 ~



8.896 12.171 13.104 11.760 10.253 8.808



10.086 m 21.892 19.148 m ~



A g e n e r a l i z e d c o r r e l a t i o n of m e a n Nusselt n u m b e r for t u r b u l e n t h e a t transfer in an i s o t h e r m a l circular duct with i n s e r t e d t a p e was d e v e l o p e d by M a n g l i k and B e r g l e s [273] b a s e d on the e x p e r i m e n t a l data. It is e x p r e s s e d as:



Nu =O.O23(l + O.769/XL) Re°8pr°4(



rt )°8( ~ + 2 + 28/d ) °2 n - 48/d n - 45/d ~



(~*'l'minor(rm) m



where



~ = \-g--~-/



(5.337)



(5.338)



n - 0.18 for liquid heating and 0.30 for liquid cooling; m = 0.45 for gas h e a t i n g and 0.15 for gas cooling.



Semicircular Ducts With Internal Fins D o n g and E b a d i a n [274] have used a very fine grid to p e r f o r m a n u m e r i c a l analysis of fully d e v e l o p e d l a m i n a r flow in a semicircular duct with internal l o n g i t u d i n a l fins. T h e fins are considered to h a v e z e r o thickness, and the n u m b e r of fins n and relative fin length l* = / / a are y t a k e n into account. The (~ t h e r m a l b o u n d a r y c o n d i t i o n is applied. Their results are given in Table 5.51.



Elliptical Ducts With Internal Longitudinal Fins 1 t



xa



-- X



FIGURE 5.48 An elliptical duct with internal fins.



A n elliptical duct with f o u r internal l o n g i t u d i n a l fins m o u n t e d on the m a j o r and m i n o r axes, as s h o w n in Fig. 5.48, has b e e n a n a l y z e d by D o n g and E b a d i a n [275] for fully d e v e l o p e d l a m i n a r flow and h e a t transfer. In this analysis, the fins are c o n s i d e r e d to have z e r o thickness. T h e ~ t h e r m a l b o u n d a r y c o n d i t i o n is a p p l i e d to the duct wall, and l* is defined as a ratio of Ha/a = Hb/b. The friction factors and Nusselt n u m b e r s for fully d e v e l o p e d l a m i n a r flow are given in Table 5.52.
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TABLE 5.52 Friction Factors and Nusselt Numbers for Fully Developed Flow in an Elliptical Duct With Internal Fins [275] o~*



1"



(f Re)d



NU.,.d



(f Re)



Num



0.0 0.5 0.8 0.9 1.0



72.20 108.61 270.63 301.73 313.62



3.78 3.78 12.51 16.04 45.85



72.20 45.36 69.34 71.53 67.26



3.78 1.58 3.20 3.80 3.40



0.5



0.0 0.5 0.9 1.0



67.26 133.39 297.78 309.20



3.75 4.97 16.31 16.11



67.26 50.02 68.78 61.71



3.75 1.86 3.76 3.21



0.8



0.0 0.5 0.9 1.0



64.33 135.53 391.06 303.38



3.67 5.36 16.19 15.96



64.33 50.72 67.34 58.91



3.67 2.00 3.74 3.10



1.0



0.0 0.5 0.9 1.0



63.99 140.57 294.18 301.82



3.67 5.60 16.14 15.96



63.99 51.46 65.89 58.40



3.67 2.05 3.61 3.09



0.25



OTHER SINGLY CONNECTED DUCTS The fluid flow and heat transfer characteristics for 14 types of singly connected ducts are described in this section.



Y



Sine Ducts



I..-.2,-,,.1



A sine duct with associated coordinates is shown in Fig. 5.49. The characteristics of fully d e v e l o p e d laminar flow and heat transfer in such a duct are given in Table 5.53. These results are based on the analysis by Shah [172].
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FIGURE 5.49 A sine duct.



TABLE 5.53 Fully Developed Fluid Flow and Heat Transfer Characteristics of Sine Ducts [172]



b/a



K(oo)



Lh+y



f Re



Nux



Num



NUll2



oo 2 3/2 1 V/3/2



3.218 1.884 1.806 1.744 1.739



0.1701 0.0403 0.0394 0.0400 0.0408



15.303 14.553 14.022 13.023 12.630



0.739 m 2.60 2.45



2.521 3.311 3.267 3.102 3.014



0 0.95 1.37 1.555 1.47



3A ½ ¼ 1/8 0



1.744 1.810 2.013 2.173 2.271



0.0419 0.0464 0.0553 0.0612 0.0648



12.234 11.207 10.123 9.746 9.600



2.33 2.12 1.80 m 1.178



2.916 2.617 2.213 2.017 1.920



1.34 0.90 0.33 0.095 0
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Trapezoidal Ducts A trapezoidal duct is displayed in the inset of Fig. 5.50. Fully developed laminar flow and the heat transfer characteristics of trapezoidal ducts have been analyzed by Shah [172]. The fully developed f Re, Nulls, and NUll2 are given in Figs. 5.50 and 5.51. Farhanieh and Sunden [276] numerically investigated the laminar flow and heat transfer in the entrance region of trapezoidal ducts. The fully developed values of f Re, K(oo), and Nu were in accordance with the results from Shah [172].
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FIGURE 5.50



Fully developed f Re and K(o~) for laminar flow in a trapezoidal duct [172].
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F u l l y d e v e l o p e d Nusselt n u m b e r s for l a m i n a r f l o w in a t r a p e z o i d a l pipe [172].
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Chiranjivi and Rao [277] experimentally obtained a correlation for laminar and turbulent flow in trapezoidal ducts with one side heated, which is expressed as:



Nu = a Reb pr°52(-~-)



(5.339)



where a = 6.27 and b = 0.14 for laminar flow, and a - 0.79 and b - 0.4 for turbulent flow of Reynolds n u m b e r from 3000 to 15,000.



Rhombic Ducts A rhombic duct is depicted in Fig. 5.52. The fully developed flow and heat transfer characteristics of rhombic ducts obtained by Shah [172] are shown in Table 5.54.



_j i -iii__ FIGURE 5.52 A rhombic duct.



Quadrilateral Ducts A quadrilateral duct is shown schematically in Fig. 5.53. N a k a m u r a et al. [278] analyzed fully developed laminar flow and heat transfer in arbitrary polygonal ducts. Their results are presented in Table 5.55.



Regular Polygonal Ducts Fully developed flow and heat transfer in a regular polygonal duct with n equal sides, each subtending an angle of 360°/n at the duct center, have been reviewed by Shah and L o n d o n [1]. The f Re and Nu are given in Table 5.56.



FIGURE 5.53 A schematic drawing of a quadrilateral duct.



TABLE 5.54



Fully Developed Laminar Flow and Heat Transfer Characteristics of Rhombic Ducts [172]



0 10 20 30 40 45



K(oo)



Lh+y



2.971 2.693 2.384 2.120 1.925 1.850



0.1048 0.0732 0.0570 0.0477 0.0419 0.0397



f Re



NUll1 NUll2 ¢



K(oo)



Lh+y



12.000 12.073 12.416 12.803 13.193 13.381



2.059 2.216 2.457 2.722 2.969 3.080



1.778 1.673 1.603 1.564 1.551



0.0380 0.0353 0.0336 0.0327 0.0324



0 0.070 0.279 0.624 1.09 1.34



50 60 70 80 90



f Re



NUll1 NUll2



13.542 13.830 14.046 14.181 14.227



3.188 3.367 3.500 3.581 3.608



1.62 2.16 2.64 2.97 3.09



TABLE 5.55 Fully Developed Friction Factors, Incremental Pressure Drop Numbers, and Nusselt Numbers for Some Quadrilateral Ducts [278] (Ih (deg)



(I)2(deg)



(I)3(deg)



(1)4(deg)



fRe



K(~)



NUll1



NUll2



60 50 60 60



70 60 30 30



45 30 45 60



32.23 21.67 71.57 79.11



14.16 14.36 14.69 14.01



1.654 1.612 1.522 1.707



3.45 3.55 3.72 3.35



2.80 2.90 3.05 2.68
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TABLE 5.56



n



fRe



NUHI



NUll2



NUT



3 4 5 6 7



13.333 14.227 14.737 15.054 15.31



3.111 3.608 3.859 4.002 4.102



1.892 3.091 3.605 3.862 4.009



2.47 2.976



8 9 10 20



15.412 15.52 15.60 15.88 16.000



4.153 4.196 4.227 4.329 4.364



4.100 4.159 4.201 4.328 4.364



oo



m 3.657 ,,,



For practical calculations, Schenkel [279] proposed the following formula to compute the f Re in regular polygonal ducts:



(



n2



)4



f Re = 16 0.44 + n 2



(5.340)



The values of the predictions from Eq. 5.337 agree well (within +1 percent) with the tabulated values in Table 5.56.



Circular Sector Ducts



FIGURE 5.54 A circular sector duct.



A schematic drawing of a circular sector duct is presented in Fig. 5.54. The fully developed f Re and Nu for circular sector ducts have been obtained by Eckert and Irvine [280], Sparrow and Haji-Sheikh [174], Hu and Chang [265], and BenAli et al. [281]. The results are summarized in Table 5.57. Soliman et al. [282] numerically analyzed the problem of laminar flow development in circular sector ducts. Their fapp Re and L~,y results for 2~ = 11.25, 22.5, 45, and 90 ° are presented in Table 5.58. Furthermore, the hydrodynamic entrance lengths are 0.235, 0.144, 0.108, and 0.0786 for hydrodynamically developing flow in circular sector ducts with 2~ = 11.25, 22.5, 45, and 90 °, respectively.



Circular Segment Ducts
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FIGURE 5.55 A circular segment duct.



A circular segment duct is depicted in Fig. 5.55. The fully developed flow and heat transfer characteristics obtained by Sparrow and Haji-Sheikh [283] are given in Table 5.59. Hong and Bergles [284] have analyzed the thermal entrance solution of heat transfer for a circular segment duct with 2~ = 180 ° (i.e., a semicircular duct). Two kinds of thermal boundary conditions are used: (1) a constant wall heat flux along the axial flow direction with a constant wall temperature along the duct circumference, and (2) a constant wall heat flux along the axial flow direction and a constant wall temperature along the semicircular arc, with zero heat
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Fully Developed f R e , K(oo), and Nu for Laminar Flow in a Circular Sector Duct



2t~



f Re



K(oo)



NUll1



NUll2



NUT



2t~



f Re



K(oo)



Null1



NUll2



NUT



0 5 8 10 15 20



12.000 12.33 12.411 12.504 12.728 12.98



2.971 -2.480 ~ 2.235 ~



2.059 2.245 2.384 ~ 2.619 2.742



-0.018 -0.081 0.195 0.354



80 90 100 120 150 160



14.592 14.79 14.929 15.200 15.54 15.611



1.530



1.423 ~ 1.692 1.901 2.073



3.671 3.730 3.806 3.906 3.999 4.04



-2.984 -2.898 2.995 ~



m 3.060



30 36 40 45 50 60 72



13.310 13.510 13.635 13.782 13.95 14.171 14.435



1.855 -~ 1.657 ~ 1.580 ~



3.005 ~ -3.27 3.337 3.479 --



0.838 1.174 1.400 1.667 1.990 2.421 2.608



2.341 -2.543 ~ 2.70 2.822 ~



180 210 240 270 300 330 350



15.767 15.98 16.15 16.29 16.42 16.54 16.62



4.089 4.127 4.171 4.208 4.244 4.280 4.304



2.923 2.871 2.821 2.781 2.749 2.723 2.708



TABLE 5.58



1.504 1.488 1.468 1.463



3.191 3.268



3.347 3.370 3.389 3.407 3.427 3.443



Flow Parameters for Hydrodynamically Developing Flow in Circular Sector Ducts [282]



,,



x÷



2¢~ = 11.25 °



22.5 °



45 °



90 °



Lhy



fapp Re



K(x)



fapp Re



K(x)



fapo Re



K(x)



fapp Re



K(x)



0.001 0.003 0.006 0.010 0.020 0.030 0.040 0.050 0.070 0.100 0.150 0.200 0.250 0.300 0.350 0.400 0.450 0.500 0.600 0.700 0.800 0.900 1.000



109.3 66.09 48.27 39.52 28.93 25.09 22.70 21.18 19.90 17.34 15.82 14.95 14.47 14.07 13.93 13.59 13.51 13.35 13.19 13.03 12.95 12.90 12.87



0.207 0.335 0.456 0.538 0.758 0.887 0.991 1.076 1.211 1.364 1.540 1.664 1.756 1.828 1.885 1.930 1.970 1.997 2.051 2.091 2.118 2.139 2.156



147.9 81.62 60.18 48.30 35.64 30.20 27.02 24.92 22.20 19.91 17.81 16.65 15.89 16.35 14.95 14.65 14.41 14.22 13.95 13.76 13.63 13.52 13.47



0.177 0.281 0.377 0.469 0.628 0.739 0.830 0.901 1.019 1.153 1.313 1.429 1.517 1.588 1.646 1.695 1.735 1.770 1.825 1.868 1.902 1.930 1.951



180.4 98.27 63.69 53.91 39.59 33.47 29.89 27.51 24.41 21.78 19.40 18.05 17.09 16.54 16.06 15.66 15.34 15.11 14.79 14.55 14.39 14.23 14.15



0.171 0.266 0.352 0.432 0.567 0.662 0.738 0.801 0.903 1.021 1.165 1.269 1.350 1.412 1.464 1.510 1.546 1.577 1.625 1.661 1.689 1.710 1.728



226.0 115.7 78.29 60.26 43.93 37.37 33.50 30.88 27.44 24.40 21.58 19.95 18.87 18.07 17.51 17.05 16.70 16.41 15.96 15.67 15.46 15.31 15.19



0.154 0.241 0.314 0.380 0.492 0.571 0.635 0.689 0.778 0.881 1.007 1.100 1.171 1.229 1.275 1.315 1.347 1.375 1.418 1.451 1.475 1.494 1.509



TABLE 5.59



The f R e , K(oo),



NUll1, and NUll2for Fully Developed Laminar Flow in Circular Segment Ducts [283]



2~



f Re



K(oo)



NUll1



NUll2



2~



f Re



K(oo)



NUll1



NUll2



0 10 20 40 60 80



15.555 15.558 15.560 15.575 15.598 15.627



1.740 1.739 1.734 1.715 1.686 1.650



3.580 3.608 3.616 3.648 3.696 3.756



0 0.013 0.052 0.207 1.456 0.785



120 180 240 300 360



15.690 15.767 15.840 15.915 16.000



1.571 1.463 1.385 1.341 1.333



3.894 4.089 4.228 4.328 4.364



1.608 2.923 3.882 4.296 4.364
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TABLE 5.60 Local Nusselt Numbers in the Thermal Entrance Region of a Semicircular Duct [284] NUx.H1



NUx,H2



x*



BC1



BC2



x*



BC1



BC2



0.000458 0.000954 0.00149 0.00208 0.00271



17.71 13.72 11.80 10.55 9.605



17.43 13.41 11.37 10.08 9.141



0.0279 0.0351 0.0442 0.0552 0.0686



4.767 4.562 4.429 4.276 4.217



4.339 4.037 3.830 3.686 3.543



0.00375 0.00493 0.00627 0.00777



7.475 7.723 7.137 6.556



8.127 7.375 6.788 6.312



0.0849 0.105 0.130 0.159



4.156 4.124 4.118 4.108



3.425 3.330 3.265 3.208



0.00946 0.0128 0.0168 0.0217



6.300 5.821 5.396 5.077



5.912 5.368 4.935 4.579



0.196 0.241 0.261 oo



m m



3.171 3.161 3.160 3.160



4.089



flux along the diameter. The local Nusselt n u m b e r s for these two b o u n d a r y conditions are p r e s e n t e d in Table 5.60. The terms BC1 and BC2 in Table 5.60 refer to the previously mentioned first and second b o u n d a r y conditions.



Annular Sector Ducts A n annular sector duct is displayed in the inset of Fig. 5.56. Shah and L o n d o n [1] have calculated the f R e value to a high d e g r e e of accuracy using the analytical solution p r o p o s e d by S p a r r o w et al. [285]. The results of f Re are p r e s e n t e d in Fig. 5.56. 24.0 23.0
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FIGURE 5.56 Fully developed friction factor for laminar flow in an annular sector duct [1].
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Schenkel [279] has developed the following approximate equation for f Re in an annular secular duct: 24 [ 0.63 (1 - r*)][ 1 (l-r*)] 2 (5.341) f R e = 1----~-- l + r . 1+-~ l + r * This equation is valid for ~ > ~min(r*). The values of ~min for r* = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 are 60 °, 50 °, 42 °, 35 °, 28.5 °, 22.5 °, 17.5°, 13°, 8.5 °, and 4 °, respectively. For ~ > ~)min(r*), the predictions of Eq. 5.341 are in excellent accord with the results presented in Fig. 5.56. Ben-Ali et al. [281] and Soliman [286] have investigated fully developed flow and heat transfer in annular sector ducts with the 0), (~, and @ boundary conditions. The Nusselt numbers obtained by those investigators can be found in Table 5.61. Simultaneously developing flow in annular sector ducts for air (Pr = 0.7) has been analyzed by Renzoni and Prakash [287]. In their analysis, the outer curved wall is treated as adiabatic, and the ~ boundary condition is imposed on the inner curved wall as well as on the two straight walls of the sector. The fully developed friction factors, incremental pressure drop numbers, hydrodynamic entrance lengths, and thermal entrance lengths are presented in Table 5.62. The term L~y used in Table 5.62 is defined as the dimensionless axial distance at which fapp Re = 1.05f Re. The fully developed Nusselt numbers are represented by NU/d in order not to confuse the reader since the thermal boundary condition applied in Renzoni and Prakash [287] is different from those defined in the section.



Stadium-Shaped Ducts A stadium-shaped duct and a modified stadium-shaped duct are displayed in the insets of Fig. 5.57. Zarling [288] has obtained the f Re and Null1 for fully developed laminar flow in stadium-shaped ducts. Cheng and Jamil [289] have determined the f Re and Nu for the mod-
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FIGURE 5.57 Fully developed f Re and Num for stadium-shaped and modified stadium-shaped ducts [1].
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TABLE 5.61 Fully Developed Nusselt Numbers for Annular Sector Duct [281,286]



2~ = 5 °



2~ = 10 °



2~ = 15 °



2~ = 20 °



2~ = 30 °



2~ = 40 °



2~ = 50 °



2~) = 60 °



2~ = 90 °



2~ = 120 °



2~ = 150 °



2~ = 180 °



2~ = 210 °



2~ = 240 °



2~ = 270 °



2~ = 300 °



2~ = 330 °



2~ = 350 °



r* =



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



Num NUll2 NUT NUll1 Num Nux Num Num NUT Num NUH2 NUT NUll1 NUH2 NUT NUHI NUH2 NUT Num NUH2 NUT NUn1 Num NUT Num NUH2 NUT Num Num NUT Num Num NUT



2.723 0.0326 1.707 2.896 0.1427 1.996 3.041 0.3145 2.208 3.163 0.6253 2.374 3.354 1.348 2.615 3.490 2.041 2.780 3.589 2.531 2.893 3.660 2.821 2.973 3.782 3.060 3.097 3.863 3.028 3.157 3.956 2.967 3.222 4.067 2.915 3.301 4.192 2.876 3.392 4.322 2.847 3.491 4.453 2.825 3.594 4.581 2.808 3.699 4.704 2.794 3.798 4.782 2.787 3.864



3.254 0.0618 2.045 3.387 0.2746 2.341 3.488 0.6250 2.541 3.564 1.083 2.684 3.656 2.000 2.868 3.697 2.603 2.966 3.711 2.901 3.015 3.715 3.025 3.038 3.761 3.060 3.086 3.893 3.003 3.180 4.079 2.953 3.322 4.284 2.916 3.480 4.490 2.888 3.641 4.685 2.868 3.807 4.867 2.853 3.961 5.034 2.842 4.107 5.186 2.833 4.241 5.279 2.827 4.327



3.850 0.1253 2.440 3.893 0.5298 2.717 3.903 1.135 2.876 3.888 1.760 2.971 3.821 2.602 3.045 3.746 2.942 3.046 3.690 3.053 3.032 3.685 3.079 3.029 3.815 3.037 3.128 4.072 2.982 3.326 4.360 2.941 3.553 4.639 2.912 3.782 4.894 2.892 3.999 5.120 2.878 4.198 5.320 2.867 4.379 5.496 2.860 4.542 5.652 2.853 4.688 5.745 2.849 4.776



4.460 0.2756 2.886 4.326 1.045 3.096 4.177 1.881 3.166 4.031 2.456 3.163 3.802 2.946 3.090 3.683 3.065 3.025 3.658 3.085 3.010 3.697 3.072 3.041 4.006 3.009 3.280 4.392 2.960 3.590 4.757 2.927 3.892 5.077 2.905 4.169 5.351 2.891 4.415 5.580 2.882 4.631 5.777 2.875 4.818 5.946 2.870 4.982 6.093 2.865 5.124 6.179 2.861 5.208



4.976 0.6420 3.355 4.554 1.849 3.405 4.207 2.575 3.316 3.951 2.887 3.194 3.686 3.065 3.029 3.640 3.086 2.997 3.712 3.070 3.053 3.844 3.046 3.157 4.351 2.979 3.562 4.836 2.937 3.966 5.239 2.913 4.322 5.565 2.899 4.621 5.835 2.890 4.874 6.045 2.882 5.080 6.225 2.879 5.263 6.377 2.875 5.413 6.510 2.871 5.540 6.583 2.870 5.620



5.243 1.426 3.773 4.471 2.603 3.523 3.997 2.964 3.249 3.747 3.051 3.077 3.627 3.088 2.988 3.743 3.066 3.079 3.948 3.035 3.241 4.183 3.005 3.426 4.855 2.954 3.987 5.383 2.916 4.457 5.778 2.901 4.828 6.080 2.891 5.118 6.334 2.886 5.352 6.505 2.881 5.539 6.660 2.879 5.700 6.788 2.875 5.825 6.904 2.869 5.926 6.960 2.869 5.993



5.101 2.419 3.962 4.098 3.015 3.337 3.709 3.111 3.051 3.616 3.129 2.980 3.785 3.062 3.113 4.106 3.069 3.366 4.446 3.040 3.642 4.763 2.957 3.910 5.510 2.916 4.576 6.010 2.900 5.055 6.357 2.892 5.396 6.611 2.885 5.651 6.845 2.880 5.843 6.956 2.874 5.989 7.078 2.867 6.099 7.178 2.866 6.205 7.279 2.866 6.295 7.311 2.867 6.347



4.466 2.922 3.634 3.675 3.077 3.026 3.641 3.085 3.000 3.834 3.056 3.153 4.371 2.993 3.582 4.875 2.953 4.008 5.290 2.930 4.337 5.624 2.916 4.686 6.299 2.896 5.342 6.700 2.887 5.744 6.964 2.876 5.997 7.150 2.868 6.175 7.368 2.868 6.323 7.394 2.869 6.437 7.479 2.871 6.528 7.548 2.874 6.601 7.638 2.877 6.664 7.638 2.878 6.699



3.648 3.083 3.005 3.889 3.049 3.197 4.462 2.987 3.662 4.979 2.947 4.009 5.726 2.912 4.782 6.208 2.898 5.250 6.537 2.889 5.573 6.775 2.883 5.812 7.208 2.868 6.238 7.443 2.869 6.488 7.590 2.874 6.646 7.691 2.881 6.775 7.884 2.887 6.834 7.820 2.894 6.894 7.864 2.900 6.941 7.899 2.905 6.979 7.976 2.909 7.010 7.945 2.911 7.705



NUll1 NUH2 NUT NUHI NUll2 NUT NUll1 Num NUT Num NUll2 NUT NUll1 NUH2 NUT Num Num NUT NUll1 NUH2 NUT
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TABLE 5.62 Fully Developed Fluid Flow and Heat Transfer Characteristics of Annular Sector Ducts with Adiabatic OuterCurved Wall [287]



r*



fRe



K(oo)



0.2 0.5 0.8



15.65 16.01 14.21



1.77 1.32 1.42



0.2 0.5 0.8



15.35 14.90 15.03



1.64 1.37 1.33



0.2 0.5 0.8



14.73 14.29 17.58



1.46 1.42 1.07



NUfd



L Sth



3.433 4.372 3.340



0.1530 0.0924 0.0898



3.493 3.933 3.113



0.1320 0.0838 0.1090



3.461 3.235 3.327



0.1070 0.0972 0.1230



t+hy



2~ = 15° 0.0775 0.0500 0.0529 2~ = 22.5° 0.0703 0.0516 0.0476 2~ = 45° 0.0574 0.0529 0.0303



ified stadium-shaped ducts. The f R e and Num for fully developed laminar flow in rectangular ducts are also included for the purpose of comparison.



Moon-Shaped Ducts A moon-shaped duct is depicted in Fig. 5.58. Shah and London [1] have determined the fully developed f Re and the velocity profile for moon-shaped ducts. These follow:



s S-"



- - - - -



Z



cl (2acos0) u = --~ (r a - b z) 1 - ~ r



FIGURE 5.58



¢1D2 fRe - - ~ 2u.,



A moon-shaped duct.



where



Dh = 2a[ (2 - (x*2)~ J +( o~*)~ + 2sin 2~



Cla2 (1~13~'4+ 2CX. 2 - 1 ) ¢ - 8/'30~.3 sin ¢ + (0~'2 - ~ ) sin 2 ¢ - 1/12 sin 4~ U m --



4



(2 - (x'z), + sin 2 ,



(5.342)



(5.343)



(5.344)



(5.345)



In the preceding equations, o~* - b/a and cl = gdp/dx.



Corrugated Ducts Three corrugated ducts are schematically shown in the insets of Fig. 5.59. Hu and Chang [265] have analyzed the f Re for fully developed laminar flow in circumferentially corrugated circular ducts with n sinusoidal corrugations over the circumference as shown in Fig. 5.59, inset a, for e* = ~ a = 0.06. The perimeter and hydraulic diameter of these ducts must be evaluated numerically. However, their free flow area Ac is given by Ac = no~2(1 + 0.5e2). The f R e , Null1, and Null2 values determined by Hu and Chang [265] for circumferentially corrugated circular ducts with sinusoidal corrugations are presented in Table 5.63 as functions
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FIGURE 5.59 Fully developed friction factors for circumferentially corrugated circular ducts [2]. of n and e*, which are defined in Fig. 5.59. A n g l e 2¢ in Fig. 5.59 is related to n simply as 2~ = 360°/n. Schenkel [279] has d e t e r m i n e d the fully d e v e l o p e d friction factors for circular ducts with semicircular corrugations, as that shown in Fig. 5.59, inset b. For this kind of duct,



Ac = r~a2 sin ¢



]



sin ¢ + cos ¢~ ,



sin0



P = n2a ~



TABLE 5.63 Fully Developed Friction Factors and Nusselt Numbers for Circumferentially Corrugated Circular Ducts With Sinusoidal Corrugations [1] e*



fRe



Num



Num



Dh/2a



0.02 0.04 0.06 0.08 0.10 0.12



15.990 15.962 15.915 15.850 15.765 15.678



4.356 4.334 4.297 4.244 4.176 4.090



4.357 4.335 4.299 4.246 4.177 4.089



0.9986 0.9944 0.9874 0.9776 0.9650 0.9501



12



0.02 0.04 0.06 0.08 0.10



15.952 15.806 15.559 15.200 14.711



4.340 4.267 4.142 3.962 3.723



4.340 4.267 4.140 3.956 3.709



0.9966 0.9863 0.9689 0.9439 0.9107



16



0.02 0.04 0.06 0.08



15.887 15.542 14.943 14.051



4.316 4.168 3.912 3.540



4.316 4.167 3.906 3.527



0.9938 0.9747 0.9418 0.8934



24



0.02 0.04 0.06



15.679 14.671 12.872



4.245 3.875 3.231



4.245 3.870 3.219



0.9856 0.9402 0.8583



n



(5.346)
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The radius of the semicircular corrugation is a sin ~. The f Re values for ducts with semicircular corrugations can be determined using the following expression given by Schenkel [279]: f R e = 6.4537 + 0.8350(I) - 3.6909 x 10-2~2 + 8.6674 x 10--4t~3 - 1.0588 x 10-st~4 + 6.2094 × 10-8(I)5 - 1.3261 x 10-4(~6 (5.347) where ~ is in degrees. Equation 5.347 is valid for 0 < 2~ < 180 °. When 2~ = 180, this geometry reduces to a circular duct. The prediction of f Re = 16 was obtained from Eq. 5.347 for circular ducts. Schenkel [279] has also determined the fully developed friction factors for laminar flow in circular ducts having triangular corrugations with an angle of 60 ° , as shown in Fig. 5.59, inset c. For this type of duct, the cross section of the fluid flow area Ac and wetted perimeter P can be calculated as follows:



Ac = rra 2 cos ~ + Vr3 sin ~



P = 4rra sin___¢_¢



(5.348)



The f Re values for ducts with triangular corrugations can be obtained with the following expression [279]: f R e = 3.8952 + 0.3692~ - 3.2483 x 10-3(~2 - 3.3187 x 10-st~3 + 4.5962 x 10-Tt~4



(5.349)



where ~ is in degrees. Equation 5.349 is valid for 0 < 2¢ < 120 °. A comparison of f Re for these three types of corrugated ducts with e* = 0.06 is displayed in Fig. 5.59.



Parallel Plate Ducts W i t h S p a n w i s e Periodic C o r r u g a t i o n s at O n e Wall



Two types of corrugations (triangular and rectangular) in parallel plate ducts are displayed in the insets of Figs. 5.60 and 5.61, respectively. Sparrow and Charmchi [290] have obtained the solutions for fully developed laminar flow in these ducts. The flow in the duct is considered to be perpendicular to the plane of the paper. Both ducts are assumed to be infinite in the span-
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a/b FIGURE 5.60 Fully developed friction factors and Nusselt numbers for flat ducts with spanwise-periodic triangular corrugations at one wall [290].
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FIGURE 5.61 Fully developed friction factors and Nusselt numbers for flat ducts with spanwise-periodicrectangular corrugations at one wall [291]. wise direction; therefore, the end effects due to the short bounding walls are neglected. The corrugated wall is subjected to the ~ thermal boundary condition, while the flat wall is considered to be adiabatic. The cross-sectional area and perimeter of a flat duct with spanwise triangular corrugation can be found by: A c - n ( b 2 - a 2) tan ¢,



sin ¢ P = 2 n ( b - a) 11 ++ cos



(5.350)



where n represents the number of triangular corrugations and 2¢ is the angle of the top vertex of the triangle. The fully developed f Re and Null1 values obtained by Sparrow and Charmchi [290] are shown in Fig. 5.60, which is taken from Shah and Bhatti [2]. If a/b = 0, the duct with triangular corrugations reduces to an array of isosceles triangles. The f R e and Null1 values from Fig. 5.60 agree well with the values obtained from the corresponding figures in the section concerning triangular ducts. Fully developed laminar flow and heat transfer in a parallel plate duct with spanwiseperiodic rectangular corrugations at one wall have been investigated by Sparrow and Chukaev [291]. The end effect is also ignored in their analysis. The fully developed f Re is shown in Fig. 5.61, which is based on the results reported by Sparrow and Chukaev [291] and the extension by Shah and Bhatti [2]. The heat transfer characteristics for the three pairs of geometric parameters can be found in Sparrow and Chukaev [291].



C u s p e d Ducts A c u s p e d duct, also referred to as a s t a r - s h a p e d duct, such as the one shown in Fig. 5.62, is made up of concave circular arcs. The fully developed f R e , Null1, and Nut, in laminar flow are given in Table 5.64, in which n is the number of the concave circular arcs in the cusped ducts. The values f o r f R e , Nut, and Null1 are taken from Shah and London [1], Dong et al. [292], and
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TABLE 5.64 Fully Developed fRe, Nux, and Num for Laminar Flow in Cusped Ducts n



fRe



Nux



NUll1



3 4 5 6 8



6.503 6.606 6.634 6.639 6.629



0.92 1.09 1.23 ---



-1.352 ----



Dong and Ebadian [293]. An analysis of thermally developing laminar flow in cusped ducts can be found in Dong et al. [292].



Cardioid Ducts



FIGURE 5.62 A cusped duct with four concave walls.



Y.



A cardioid duct is shown in Fig. 5.63. Fully developed laminar flow and heat transfer under the (~ boundary condition have been analyzed by Tyagi [294]. The f R e and NUn1 values derived from this analysis are 5.675 and 4.208, respectively. The Nusselt number for the @ thermal boundary condition was found to be 4.097 [1].



Unusual Singly Connected Ducts ~



z



For the fully developed friction factors for laminar flow in unusual singly connected ducts, interested readers are encouraged to consult Shah and Bhatti [2].



Z r=2a(l+cosS) FIGURE 5.63 A cardioid duct.



OTHER DOUBLY CONNECTED DUCTS ,*2b o 2hi
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Fully developed laminar flow and heat transfer in several doubly connected ducts are discussed in the following sections.



Confocal Elliptical Ducts



FIGURE 5.64 A confocal elliptical duct.



A confocal elliptical duct is shown in Fig. 5.64. According to the analysis by Topakoglu and Arnas [295], the friction factor for fully developed laminar flow in confocal elliptical ducts can be computed by 256A 3 f R e = rClooPZ(ao+ bo)4



where



1



(mS)



_



I o o = - ~ ( 1 - ~ 4) 1+--~- - 2 m 4 1 (o2



1



1 + 0.)2 + 4 In co



(5.351)



(



(1 - (o2)2 1 -



m4 2 ~J



(5.352)
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Zc



(m4)



(ao + bo) 2 = 4 (1 - 032) 1 + ~



P



E



(5.353)



(m2 ]



- 2 (1 + m2)E1 + 1 + --~ 03Eo~



(5.354)



03 = ( ai + bio b = °t*r* + [ 1 - +°t*2(1(x*



(5.355)



ao + bo



1 -(x* / 1/2 m=



1+o~*]



(x* -



'



bo ao'



r* -



bi bo



(5.356)



E1 and Eo, are the complete elliptical integrals of the second kind. These are evaluated using the a r g u m e n t s l - bo/ao 2 2 and 1 - bi2]ai,2 respectively. In addition, b~/ag is related to 03 and m by m e a n s of the following: bi _ 1 - (m2/032)



ai



(5.357)



1 + (m2/032)



The fully developed Nusselt n u m b e r s Null1 d e t e r m i n e d from the analysis of Topakoglu and A r n a s [295], together with the f R e calculated from Eq. 5.351, are displayed in Table 5.65.



Regular Polygonal Ducts With Centered Circular Cores The product of fully developed friction factor and Reynolds n u m b e r in laminar flow f R e obtained by R a t k o w s k y and Epstein [296] for polygonal ducts with centered circular cores (see the inset in Fig. 5.65) are shown in Fig. 5.65. The fully developed Num obtained by C h e n g and Jamil [297] are given in Fig. 5.66. It can be observed that as n ~ o% the value of f Re approaches 6.222 for a* = 1 (annular duct); f R e approaches 16 for o~* = 0 (circular duct).



Circular Ducts With Centered Regular Polygonal Cores The product of fully developed friction factors and the Reynolds n u m b e r f Re obtained by H a g e n and R a t k o w s k y [298] for laminar flow in circular ducts with centered regular polygoTABLE 5.65



The f R e and Num for fully Developed Laminar Flow in Confocal Elliptical Ducts [1]



(x* = 0.2 r* 0.02 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 0.98



0.4



0.6



f Re



Num



f Re



NUll1



f Re



19.419 19.452 19.478 19.495 19.507 19.516 19.525 19.534 19.544 19.555 19.561 19.565



5.1237 5.1252 5.1230 5.1185 5.1130 5.1072 5.1016 5.0965 5.0921 5.0885 5.0788 m



19.468 19.622 19.759 19.871 19.973 20.072 20.171 20.268 20.365 20.460 20.506 20.534



5.1231 20.291 5.1395 20.622 5.1479 20.965 5.1541 21.201 5.1626 21.404 5.1751 21.585 5.1922 21.749 5.2137 21.896 5.2390 22.029 5.2676 22.148 5.2836 22.203 22.234



0.8



0.9



0.95



NUHI



f Re



Num



f Re



Num



f Re



Num



5.4782 5.5534 5.6162 5.6770 5.7441 5.7441 5.8966 5.9779 6.0597 6.1404 6.1801 --



21.766 22.388 22.750 22.974 23.135 23.257 23.257 23.429 23.490 23.539 23.560 23.572



6.5083 6.7384 6.8973 7.0218 7.1325 7.1325 7.3224 7.4023 7.4724 7.5336 7.5606 --



22.436 23.151 23.454 23.610 23.708 23.773 23.819 23.851 23.874 23.890 23.896 23.900



7.1933 7.5273 7.6945 7.7961 7.8696 7.8696 7.9699 8.0046 8.0320 8.0536 8.0621 m



22.620 23.366 23.643 23.777 23.855 23.903 23.934 23.953 23.966 23.973 23.975 23.976



7.4100 7.7940 7.9574 8.0427 8.0955 8.0955 8.1546 8.1711 8.1825 8.1901 8.1928
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(Is F I G U R E 5.65 Fully developed friction factors for regular polygonal ducts with centered circular cores and circular ducts with centered rectangular polygonal cores [2].
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FIGURE 5.66 Fully developed Nusselt numbers for regular polygonal ducts with centered circular cores and circular ducts with centered rectangular polygonal cores [2].
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CHAPTERFIVE nal cores (see inset in Fig. 5.65) is shown in Fig. 5.65. Corresponding fully developed Null1 obtained by Cheng and Jamil [289] are depicted in Fig. 5.66. The f Re and NUll1 for concentric circular annular ducts are shown in Figs. 5.65 and 5.66 for the purpose of comparison.



FIGURE 5.67 An isosceles triangular duct with an inscribed circular core.



Isosceles Triangular Ducts With Inscribed Circular Cores



An isosceles triangular duct with an inscribed circular core is shown in Fig. 5.67. The f Re obtained for fully developed laminar flow in such a duct by Bowen [299] can be expressed in terms of ~, as follows: f R e = 12.0000 - 0.1605~ + 4.2883 x 10-3t~2 - 1.0566 x 10-4t~3 + 1.6251 x 10-6t~4 - 1.04821 x 10-8~5 (5.358) where ~ is in degrees.



Elliptical Ducts With Centered Circular Cores For elliptical ducts with centered circular cores, fully developed laminar flow has been analyzed by Shivakumar [300]. The f Re values are given in Table 5.66, in which o~* denotes the ratio of the length of the minor axis to the length of the major axis of the ellipse and r* is the ratio of the diameter of the circular core to the length of the minor axis.



TABLE 5.66 Fully Developed Friction Factors for Elliptical Ducts With Centered Circular Cores [300] fRe o~*



r* = 0.5



0.5 0.7 0.9



19.321 21.694 23.519



0.6 -~ 23.435



0.7 -19.402 23.159



0.95



16.816



CONCLUDING REMARKS This chapter discusses forced convection in various ducts. The formulas, correlations, equations, tables, and figures included in this chapter are given for the purpose of practical calculations. However, the following effects are not considered: a detailed discussion of heat source and dissipation effects, non-newtonian fluids, varying thermal property effects, porous wall ducts, unsteady-state effects, rotating ducts, combined radiation, and convection. The interested reader can consult Kays and Perkins [263] and Kakaq, Shah, and Aung [301] for further information regarding these effects.



NOMENCLATURE Ac



flow cross-sectional area, m 2



a



radius of a circular duct, m; half-length of major axis of an elliptic duct, m; half-length of the width of a rectangular duct, m
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heDh/k



Bi



Biot number



Br



Brinkmann number for the 03 boundary condition, = ktUZm/k(Tw,m- Te) Brinkmann number for the (~ boundary condition, ktu2/q"Dh



Br' b C



G D De De*



Dg Dh Dl E(m)



e* F



f lapp



f~ f~ c~( ) Gr Gr' Gz



=



5.121



=



half-spacing of a parallel plate duct, m; coil spacing, m; half length of minor axis of an elliptic duct, m; half length of height of a rectangular duct, m constant specific heat of the fluid at constant pressure, J/(kg.K) diameter of a circular cylinder, m Dean number = Re k/--a/R modified Dean number = Re V'Dh/R general length hydraulic diameter of the duct = 4Ac/P, m laminar equivalent diameter, m complete elliptic integral of the second kind with argument m, which is defined by Eq. 2.252 eccentricity of the eccentric annular duct = e/(ro - ri); amplitude of the circular duct with sinusoidal corrugation = e/a a multiplicative factor entering various expressions circumferentially averaged fully developed friction factor = xw/(pu2/2) apparent Fanning friction factor = Ap*/(2x/Dh) friction factor for curved ducts = Xw/(puam/2) friction factor for straight ducts eigenfunctions Grashof number = ~ga3AT/v 2 modified Grashof number = ~ga4q"/kv



®



Graetz number = mcp/kL = p/(4DhX*) uniform wall heat flux boundary conditions



@



thermal boundary condition referring to uniform axial wall heat flux with uniform peripheral wall temperature thermal boundary condition referring to axially and circumferentially uniform wall heat flux



He



H~ H~ h



he



Ji( ) K



r(x)



conductive thermal boundary condition thermal boundary condition referring to exponential wall heat flux helical coil number length of the fin on the major axis in an elliptic duct, m length of the fin on the minor axis in an elliptic duct, m convective heat transfer coefficient, W/(m2.K) convective heat transfer coefficient for the duct exterior, W/(m2.K) Bessel functions of the first kind and orders 0 or 1 corresponding to i = 0 or 1 wall conductivity parameter = ks/kw8~



k l



incremental pressure drop number, defined by Eq. 5.5 thermal conductivity, W/(m.K) length of fin, m



l*



relative length of fins =//a
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dimensionless parameter for eccentric annular duct; thermal energy source function, rate of thermal energy generated per unit volume of the fluid, W / m



3



duct dimension, m



S



SD2/k(Tw, m- Te) for 03 boundary condition;



S*



thermal energy source number,



Sk



= SDh/q" for @ boundary conditions Stark number = ewGT3Dh/k



T



fluid temperature, K



T, Tm Tw



fluid bulk mean temperature, K wall temperature at the inside duct periphery, K



Tw, m



circumferentially averaged wall temperature, K



T*w,max



dimensionless maximum wall temperature



Z~w,min



dimensionless minimum wall temperature



®



uniform wall temperature boundary condition



=



ambient fluid temperature, K,



convection boundary condition



@



radiative boundary condition



u



fluid velocity, fluid axial velocity in x direction, m/s



Um



fluid mean axial velocity, m/s



Umax



fluid maximum axial velocity for fully developed flow, rn/s



Ut



turbulent friction or shear velocity = V~Xw/p,m/s



U+



wall coordinate = u/u,, dimensionless



I/



fluid velocity component in y or r direction, m/s



W



fluid velocity component in the z or 0 direction, m/s



X



axial (streamwise) coordinate in the Cartesian or cylindrical coordinate system, m



X+



dimensionless axial coordinate for the hydrodynamic entrance region, = x,/Dh Re



X*



dimensionless axial coordinate for the thermal entrance region, = X/Dh Pe



XL



twist ratio



y



Cartesian coordinate across the flow cross section, m; distance measured from the duct wall, m



y



+



wall coordinate



=



yut/v



Y



distance of the centroid of the duct cross section measured from the base, m



Ymax



normal distance from the base to the point where umax occurs in the duct cross section, m Cartesian coordinates across the flow cross section, m; distance from the apex of a triangle, m



Greek Symbols t~



fluid thermal diffusivity = k/pcp, m2/s



tx*



aspect ratio of a rectangular channel = 2b/2a; ratio of the minor axis to the major axis of an elliptic duct, 2b/2a



13



coefficient of thermal expansion, 1/K



~n



eigenvalues
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r( )



gamma function



Y



dimensionless parameter defined by Eq. 5.24; ratio of heat fluxes at two walls of a parallel plate duct



8



hydrodynamic boundary layer thickness, m; thickness of a twisted tape, m



8w



duct wall thickness, m



E



distance between centers of two circles of an eccentric annular duct, m; amplitude of a circular duct with sinusoidal corrugations, m; roughness of duct wall, m



~w O



emissivity of the duct wall material; eddy diffusivity, m2/s



Om



dimensionless fluid bulk mean temperature = (Tin- Tw)/(Te- Tw)



dimensionless fluid temperature for the boundary condition of axially constant wall heat flux, = ( T - Te)/q,'Dflk dimensionless fluid temperature for a doubly connected duct, defined in Shah and London [1] dimensionless circumferentially averaged wall temperature (l = i for the inner wall, l = o for outer wall) for the fundamental boundary condition of kind k when the inner or outer wall ( j = i or o) is heated or cooled; dimensionless fluid bulk mean temperature if ! = m fluid bulk mean temperature for the fundamental boundary condition of kind k when the inner wall ( j = i) or outer wall ( j = o) is heated or cooled



o~



influence coefficients derived from the fundamental solutions of the second kind, = (o (2) 0(2)'~/[0(2) 0(2)` \ " m o ~ ".'io l ' \ v i i -- mi )



o~



influence coefficients derived from the fundamental solutions of the second kind, = (o (2) o" o(2> (2) O(2)'~ \vmii )/(0oo.... l fluid dynamic viscosity coefficient, Pa-s



v



fluid kinematic viscosity coefficient = la/p, m2/s



P



fluid density, kg/m 3 Stefan-Boltzmann constant = 5.6697 × 10-8 W/(m2.K 4) wall shear stress, Pa



(k)



lj



dimensionless heat flux at a point in the flow field for the jth wall of a doubly connected duct, defined in Ref. 1 ,~(k) = q~,Dh/ dimensionless wall heat flow defined in a manner similar to ,,tj



k ( T j - Te) for k = 1, 3; = q"/q~ for k = 2, 4 (ff~Jm, T



dimensionless mean wall heat flux for boundary condition of axially constant wall temperature, = q"Dh/k( 7",, - T~)



~x,T



dimensionless local wall heat flux for boundary condition of axially constant wall temperature, = q.~'Dh/k( T~ - Te)



07>, O(o'>



dimensionless heat flux at a point in the flow field for the inner or outer wall of a concentric or eccentric annular duct apex angle or half-apex angle of a duct; angle of tube curvature



d~



coefficient, defined by Eq. 5.250



Subscripts bc



thermal boundary condition center, centroid, or curved finned duct initial value at the entrance of the duct or where the heat transfer begins
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/ fd



fluid



finless



finless duct



H



® boundary condition
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fully developed flow



H1



boundary condition



H2



@ boundary condition



H4



boundary condition



H5



boundary condition



hy



hydrodynamic



i



inner surface of a doubly connected duct



in



inlet



J



heated wall of a doubly connected duct, = i or o



l



laminar flow



m



mean



max



maximum



min



minimum



o



outer surface of a doubly connected duct



P



peripheral value



S



smooth, straight duct



slug



slug flow



T



03 boundary condition



T3



@ boundary condition



T4



@ boundary conditions



t



turbulent



th



thermal



X



an arbitrary section along the duct length; a local value as opposed to a m e a n value; axial



w



wall or fluid at the wall



oo



fully developed value at x =



oo
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INTRODUCTION In the current era of large electronic computers, many complex problems in convection are being solved precisely by numerical solution of equations expressing basic principles. Keen insight into the fine points of such problems, however, requires extensive parametric studies that consume computer time, and therefore the numerical approach is usually applied only to a few examples. Further, these numerical programs may occupy so much computer storage space that their use as subroutines within generalized systems studies becomes impractical. Thus there still exists a need for general formulas and data correlations that can be used in preliminary design, in systems studies where convection is only one of many inputs, in creative design where inventiveness is based on understanding the influences of the variables of a problem, and in verifying computer codes for convective heat transfer to complex bodies. This chapter provides many of these tools for the case of forced convection over simple bodies. Specifically, theoretical equations and correlations of data are presented for evaluating the local rate of heat transfer between the surface of a body and an encompassing fluid at different temperatures and in relative motion. Forced convection requires either that the fluid be pumped past the body, as for a model in a wind tunnel, or the body be propelled through the fluid, as an aircraft in the atmosphere. The methods presented apply equally to either situation when velocities are expressed relative to the body. Gravity forces are usually negligible under these conditions. Further, the contents of this chapter are confined to those conditions where the fluid behaves as a continuum. The evaluation of forced convection to bodies has become a major problem in many aspects of modern technology. A few examples of applications include the following: thermally de-icing aircraft surfaces; turbine blade cooling; furnace tube bundles; and protecting high-performance aircraft, missile nose cones, and reentry bodies from intense aerodynamic heating. Formulas for evaluating convective heat transfer rates are generally established through a combination of theoretical analysis and experimentation. Analysis is almost universally based on boundary 6.1
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layer theory--the mathematical solution of conservation equations of individual species, overall mass, momentum, and energy that are applicable to the thin region of fluid adjacent to the surfaces of bodies where the effects of shear, heat conduction, and species diffusion are controlling. Separated flows are not considered here. The experimentation involves the measurement of solid and fluid temperatures and of heat flux in a multitude of ways.



DEFINITION OF TERMS The local convective heat flux from a point on a body is often expressed through Newton's law of cooling, generalized as



q'~ =



peUe



St



(iw - ie,eff)



(6.1)



Enthalpy is used as the measure of the thermal driving potential to broaden the application of Eq. 6.1 to thermally perfect gases with temperature-dependent specific heats where



i= f cp(T) dT



(6.2)



With bodies having constant surface temperatures, at low speeds ie,eff = ie = cpTe



(6.3)



At high speeds where frictional heating takes place, ie,eff = ie + r(O)(u2/2) = iaw



(6.4)



where r(0) is the recovery factor, having approximate values for air of 0.85 and 0.9 for laminar and turbulent flow, respectively. For bodies with nonuniform surface temperature distributions, ie,eff depends not only on the conditions at the boundary layer edge but also on the distribution of the surface temperature upstream of the location being considered. For constant fluid properties, Eq. 6.1 correlates both theoretical and experimental results for a wide range of flow and temperature conditions through the single parameter Stanton number St. As will be seen in subsequent sections, this correlation is even useful when St is dependent on ie or ie,eff and the equation is nonlinear. The Reynolds analogy, defined as the ratio of the Stanton number to the local skin friction coefficient St/(cr/2 ) is a function of the Prandtl number and is extremely useful for estimating heat transfer. Pressure drop can be used to predict heat transfer in pipes, and the skin friction can be used to predict Stanton number for external flows. When mass transfer of a foreign gas occurs at a surface, an equation similar to Eq. 6.1 is employed to define the local mass flux of the species i of a binary mixture as j i w - peUeCmi(giw- gie)



The Reynolds analogy can be extended to express



(6.5)



Cmi/(Q/2) as a function of the Lewis number.



TWO-DIMENSIONAL LAMINAR BOUNDARY LAYER Uniform Free-Stream Conditions The most studied configuration for forced convection has been the "flat plate," a surface at constant pressure with a sharp leading edge. The simplicity of this configuration so facilitates
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the solution of the boundary layer equations, even for a variety of surface boundary conditions, that the bulk of heuristic theoretical boundary layer research is identified with the flat plate. These results are useful because much that is learned can be extended to more realistic body shapes using computer codes and applied directly to platelike surfaces (e.g., supersonic aircraft wings or fins having wedge cross sections and attached shock waves).



Uniform Surface Temperature Governing DifferentialEquations. For a fluid as general as a gas in chemical equilibrium, the boundary layer equations for laminar flow over a flat plate are: (pu) + -q7 (pv)= 0 ay pu -~x + pv ~
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with the boundary conditions x=0 x>0
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I = iw = constant



or
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0
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The leading edge of the plate is located at x = 0. The surface boundary conditions at y = 0 reflect the assumed conditions of zero mass transfer, a prescribed uniform temperature including the case of zero heat flux and an implied condition of a smooth surface. A stream function ~ defined as



OV pU = pe --~-y



pV =--pe OV 0X



(6.10)



immediately satisfies Eq. 6.6. F l u i d W i t h C o n s t a n t Properties. When the density and viscosity in Eqs. 6.6 and 6.7 are constant, the velocity field is independent of the temperature field. Blasius [1] collapsed the partial differential equations (Eqs. 6.6 and 6.7) to a single ordinary differential equation by transforming the coordinate system from x and y to ~ and 11, defined as "- X
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The stream function defined by Eq. (6.10) is expressed as V = m(;)f(q) where
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and the velocity components are expressed in terms of the similarity variable 1"1 u u---~=f'(rl)
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where f(rl) is the solution of the ordinary differential equation (6.13)



f'" + a//eff'= 0 with the boundary conditions 11=0



f=0,f'=0



11 ~ oo



f' ~ 1



(6.14)



The u velocity profile is shown in Fig. 6.1. The velocity ratio reaches a value of 0.99 at a boundary layer thickness of 8 X
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FIGURE 6.1 Similarvelocity profile in the laminar boundary layer on a fiat plate---constant fluid properties.



The local skin friction coefficient is ci_



2



f'(0)



_ 0.332
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The average skin friction coefficient for the length of the plate up to x is defined as



-dy l fxo cf 2 -x _ ~dx-



0.664 V/Rexe



(6.17)



Equation 6.17 indicates that on a fiat plate the average skin friction coefficient is equal to twice the local skin friction coefficient at the trailing edge. Experimental verification of the Blasius theory has been hindered by the difficulty in reproducing the ideal fiat plate boundary conditions in the laboratory. Whenever uniform pressure was attained and the effects of a real leading edge were accounted for, however, it was found that the preceding calculated results were always verified to within the accuracy of the experiment. Pohlhausen [2] utilized the Blasius coordinate system and velocity distribution to evaluate the convective heating processes within the constant-property boundary layer on a flat plate. He solved two problems:
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1. The convective heat transfer rate to a plate with uniform surface temperature for fluid speeds sufficiently low to make viscous dissipation negligible 2. The temperature attained by an insulated plate (zero surface heat transfer) when exposed to a high-speed stream where viscous dissipation is important The latter is the plate thermometer or adiabatic wall problem. Eckert and Drewitz [3] showed that the general problem of heat transfer to a uniform-surface-temperature plate in constantproperty high-speed flow is merely the superposition of the two Pohlhausen solutions. For a uniform-surface-temperature plate in a low-speed flow (U 2 0



y>0; y=0; y~oo;



T=Te T=Tw T ~ Te



When Eq. 6.18 is transformed to the independent variables (Eq. 6.11) and the new normalized dependent variable T-Te Y0(rl) = Tw- Te



(6.19)



is introduced, the ordinary homogeneous differential equation that results is Yg' + ½Pr fYg = 0



(6.20)



where fis the Blasius stream function. The transformed boundary conditions are 1"1=0 g o = l } rl+~ Yo-+O



(6.21)



Solutions for Pr = 0.5 and 1.0 are shown in Fig. 6.2 as solid curves. The abscissa of this figure is the thermal boundary layer thickness parameter rlH, consisting of the Blasius boundary layer similarity parameter multiplied by Pr 1/3.The close agreement of the two solid curves suggests for Pr near unity that the thermal boundary layer thickness where Y0 = 0.01 is inversely proportional to approximately Pr 1/3or ~ir
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Thus, fluids with Pr less than unity have thermal boundary layers that are thick relative to their flow boundary layers. Conversely, fluids with Pr greater than unity have relatively thin thermal boundary layers. This latter condition suggests a particularly simple solution of Eq. 6.20 for very large Pr [4] because the temperature variations occur where the velocity distribution is still linear in 1"1 (see Fig. 6.1 for 11< 2.0). The linear velocity condition in Eq. 6.20 permits expressing Y0 explicitly in terms of 11//. The solution for this case of large Pr is shown as a dashed line in Fig. 6.2 and agrees quite well with the calculations based on the more exact velocity distributions for Pr near unity. This agreement indicates that Eq. 6.22 is applicable over a large range of Pr from values characteristic of gases to those for heavy oils. The local Stanton number found by Pohlhausen is represented very well by St= a form consistent with the parameter 1"1..
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FIGURE 6.2 Temperature distributions in the laminar boundary layer on a flat plate at uniform temperature----constant property, low-speed flow.



The modified Reynolds analogy from Eqs. 6.16 and 6.23 is St = ~ Pr -2/3



(6.24)



The excellent agreement of this formula with the precise numerical results of Pohlhausen [2] over a large range of Pr is shown graphically in Fig. 6.4 (solid curves are the numerical results). The dashed line, labeled 1.02 P r -2/3, results from the analysis employing a linear velocity distribution throughout the boundary layer [5]. Equation 6.24 has been shown to be consistent with experimental results through a successive series of data correlations dating back to Colburn [6]. The average Stanton number up to station x is S~ = _1 x



St dx = 2St
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For an insulated plate in high-speed flow with constant properties, Eq. 6.8 combined with Eq. 6.7 reduces to



pu -~x + pv ~ -
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with boundary conditions x=0 x>0
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When the independent variables are transformed to the Blasius variables and a new dependent variable



T-Te



(6.28)



r(]]) - Re212Ce



is introduced into Eq. 6.26, the ordinary inhomogeneous equation that results is r" + ½Pr f r' = -2Pr f,,2



(6.29)
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with boundary conditions



The solutions of this problem are indicated in Fig. 6.3. The temperature distributions shown are based on calculations employing exact velocity distributions for Pr near unity and a linear velocity distribution for very large Pr. These temperatures have been normalized by the temperature rise at the surface, and the abscissa is the rlH utilized in Fig. 6.2.
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FIGURE 6.3 Temperature profiles in the laminar boundary layer on an insulated plate---constant-property, high-speed flow.



Figure 6.3 shows less correlation for different Pr than was exhibited for the uniformsurface-temperature case in Fig. 6.2. The implication here is that the thermal boundary layer produced by viscous dissipation grows at a rate different from Pr -1/3 for all but the very large values of Pr. For Pr near unity, the growth factor is closer to Pr -°28. The adiabatic wall temperature (recovery temperature) is given by 2 Ue Taw = Te + r(0) 2Cp



(6.31)



Figure 6.4 shows the dependence of the recovery factor r(0) on Pr as given by Refs. 2 and 5 (solid line). In the region 0.5 < Pr < 2, the formula r(0) = er 1/2



(6.32)
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F I G U R E 6.4 Influence of Prandtl number on the recovery factor and modified Reynolds analogy for a laminar boundary layer on a flat plate.



represents the calculated values to within 1 percent. For Pr = 7, Eq. 6.32 yields results high by 5.4 percent. The dashed line labeled A in Fig. 6.4 represents an extrapolation of the exact numerical results for Pr < 15 to approach asymptotically the limiting value r(0) = 1.92Pr ~'3



(6.33)



resulting explicitly when a linear velocity distribution exists throughout the thermal boundary layer. For a uniform-surface-temperature plate in high-speed flow, the temperature distribution within the boundary layer is expressed by a superposition of the two Pohlhausen solutions [3]. This is permissible because the energy equation (Eq. 6.8) with constant properties is linear in temperature. The general solution of the energy equation is the sum of the general solution of the homogeneous equation (Eq. 6.18) and a particular solution of the inhomogeneous equation (Eq. 6.26): . e~



T - Te = (Tw- Taw)I1o(11)+ ~



r(rl)



(6.34)



Y0(rl) and r(rl) (Eqs. 6.19 and 6.28) are indicated in Figs. 6.2 and 6.3, respectively. The local heat flux is expressed as q " = Pe/peUeCp St (Tw - Taw)



(6.35)



The appropriate Stanton number is again represented by Eq. 6.23, Taw is given by Eq. 6.31, and r(0) is given by Eq. 6.32 or Fig. 6.4. Liquids With Variable Viscosity. When the temperature difference between a liquid and a surface becomes significant, it is necessary to consider the temperature dependence of the viscosity across the boundary layer. Calculations of convective heating were made [7] for a liquid whose viscosity varies as ~w
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where b and Tc are constants. The boundary layer equations are solved through a transformation of independent variables identical in form with Eq. 6.11, but with the kinematic viscosity v evaluated at the surface temperature. The resulting transformed momentum equation is



f") ' (~ww



+-yl f f , , =0



and the energy equation, where viscous dissipation has been neglected, is identical with Eq. 6.20, but with Pr evaluated at the wall temperature. In Ref. 7 the form of the solution requires a choice of the constant b (b = 3 in most of the examples) but avoids the necessity of predetermining an explicit value of the constant To. The skin friction and heat transfer are expressed directly in terms of the viscosity ratio across the boundary layer ~w/~te and the Prandtl number at the surface. Figure 6.5 shows the velocity distributions in a boundary layer of a liquid with Prw = 100 (e.g., sulfuric acid at room temperature). For this Prandtl number, the thermal boundary layer penetration into the liquid is much less than the flow boundary layer, and the regions where viscosity variations occur are confined close to the surface. The curve corresponding to }.tw/l.te= 1 is the Blasius solution (see Fig. 6.1). The curve labeled ~w/l.te = 0.23 corresponds to a heated surface where the low viscosity near the surface requires steeper velocity gradients to maintain a continuity of shear with the outer portion of the boundary layer. The heated freestream cases reveal the opposite effects. In general, the outer portions of the flow boundary layers act similarly to the velocity distribution of the Blasius case except for their being displaced in or out by the effects that have taken place in the thermal boundary layer.
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FIGURE 6.5 Velocityprofiles in the laminar boundary layer of a liquid, Prw = 100 [7]. The temperature profiles for different Prw and ~w/~l, e a r e indicated in Fig. 6.6. Note that the curves for Prw = 10 apply equally well for greater Prandtl numbers because of the use of the thermal boundary layer thickness parameter as the abscissa (see Fig. 6.2). The effects of the viscosity variation across the boundary layer on the surface shear stress and heat flux are shown in Fig. 6.7. The shear stress is normalized by the value obtained from the Bla-
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sius solution with the same free-stream properties. The heat flux is normalized by the Pohlhausen value with the viscosity and Prandtl number evaluated at the wall temperature. Note that at the higher Prandtl numbers the wall shear becomes less dependent on the fluid properties. Ideal Gases at High Temperatures. The speeds of m o d e m military aircraft, missiles, or reentry bodies are so high that the resulting recovery temperatures are several times to orders of
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s preceded by an unheated portion of length s, and St (x, 0) is the Stanton number on a plate with a uniform temperature over its entire length. The first term in parentheses in the enthalpy potential arises from the difference between the leading-edge enthalpy of the plate and the recovery enthalpy. The integral term accounts for the portions where continuous surface enthalpy variations occur. The last term sums over a k number of discontinuous jumps in surface enthalpy that may occur downstream of the leading edge. The terms iw(sT) and iw(S;) represent the surface enthalpy just upstream and downstream of sj where the ]th jump in enthalpy occurs. The effect of a stepwise discontinuity in surface temperature on a flat plate can be expressed as
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St (x, 0) = 1 -
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This closed-form equation was obtained through similarity solutions of the energy equation by investigators who assumed that the velocity profile in the boundary layer is linear in rio for the case of constant Ce and Prr or in y for the case of constant fluid properties [24, 25]. Note that the right side does not contain terms involving the fluid properties, a direct consequence of Ce and Prr being assumed constant throughout the boundary layer. Again, an intuitive approach to include property variations is to use the local surface enthalpy in the reference enthalpy technique for evaluating St (x, 0). The stepwise discontinuous-surface-temperature solutions are used solely to define the functional form of the enthalpy potential appropriate to an arbitrary surface temperature. A plot of Eq. 6.66 is given in Fig. 6.12 (13p= 0 for a flat plate). The preceding theory has been verified by several experiments. For example, in Ref. 26, local heat transfer rates were measured in the presence of ramplike temperature distributions that began downstream of the leading edge (see inset in Fig. 6.13). The data shown in Fig. 6.13 agree with the theory (solid line) to within +10 percent, the estimated accuracy of the data. The dot-dashed line in the figure represents the use of a local temperature potential in estimating the heat flux and yields large errors for this particular form of the surface temperature distribution. Had the leading edge been raised above the recovery temperature, the error in neglecting the variable-surface-temperature effects would have diminished. In general, if continuous variations in the surface temperature or enthalpy are large compared to the overall driving potential, the variable-surface-temperature methods must be utilized. For discontinuous surface temperatures, much smaller variations are important. Stepwise and Arbitrary Heat Flux Distribution. It is often necessary to evaluate the surface temperatures resulting from a prescribed heat flux distribution. The superposition of solutions yields the surface enthalpy distribution as



iw(X) - iaw= Surface With Mass Transfer.
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An effective method of alleviating the intense convective heating of surfaces exposed to very-high-enthalpy streams is by means of mass transfer cooling systems. The coolant is introduced, usually in gaseous form, into the hot boundary
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F I G U R E 6.12 Effect of a stepwise surface temperature discontinuity on the local Stanton numberNEq. 6.66 for a flat plate (13p- 0 ) and Eq. 6.124 for a surface with a pressure gradient (13p> 0)
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F I G U R E 6.13 Comparison of data and theory for a flat plate with a delayed ramp surface temperature distribution [26].
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layer through the surface being protected. Mass transfer cooling is particularly applicable to leading edges of wings, fins, and nose tips of aircraft; turbine blades; and reentry capsules and missile nose cones. The types of systems include transpiration, ablation, and film cooling. A transpiration cooling system is characterized by a porous surface material that remains intact while the coolant is being pumped through the pores toward the hot boundary layer. The coolant may be a gas or a liquid that changes phase within the porous surface or after it emerges from the surface. This system operates best when pore sizes are so small that the coolant leaves at the surface temperature of the porous solid. These systems are complicated in that they require coolant storage vessels, pumps, controls, distribution ducts, and filters to avoid pore clogging. It is also difficult to fabricate strong, aerodynamically smooth porous surfaces. Another drawback of these systems is that they are unstable because a clogged pore resulting from local overheating seals off the flow of coolant and causes local failure. The advantages of transpiration cooling systems are their versatility in the choice of coolant and coolant distribution, the reusability of the system, and the retention of intact aerodynamically contoured surfaces. An ablation cooling system is one where the gas entering the boundary layer has been generated by the thermal destruction of a sacrificial solid thermally protecting an underlying structure. The simplest ablation mechanism is the sublimation of a homogeneous material. More complex ablation involves the thermal degradation of composite materials such as reinforced plastics where a heat-absorbing pyrolysis occurs below the surface. The gaseous products of pyrolysis pass through a carbonaceous char, gaining additional sensible heat or chemical heat through endothermic reactions, and then pass into the boundary layer to absorb additional heat. Ablation cooling has the enormous advantage of being selfcontrolled and requiring no active elements. The disadvantages are that surface dimensions are usually altered, part of the char is eroded mechanically by shear forces rather than through heat-absorbing phase change, and often the heavy gaseous products are not as effective in blocking the incoming convective heat as light gases. Furthermore, ablation systems are generally not reusable. For short-time applications, dimensional stability has been achieved in ablation systems by employing porous refractory metal surfaces that have been impregnated with lower-melting-temperature metals that absorb heat by melting, vaporizing, and transpiring through the porous refractory matrix. A film cooling system is one where a surface is protected by a film of coolant introduced into the boundary layer from either a finite length of porous surface or a slot upstream. A liquid can be used as the coolant to absorb heat by vaporization as it is drawn along the surface by the main stream gas. A severe limitation on such systems is the requirement that gravity or inertial forces act in a direction that will keep the liquid film stable and against the surface. In addition, a film cooling system requires all the active elements of a transpiration cooling system. Its main advantage over the latter is in the simpler construction of limited areas of porous surfaces or slots and in localized ducting. The boundary layer behavior over a continuously transpiration-cooled surface and an ablation-cooled surface is generally the same, differing only as a result of the specific chemical identity of the coolant. The effects of a porous surface when the pore size is below some threshold dimension that is a small fraction of the local boundary layer thickness, and of the flow of liquid char over ablating surfaces, do not appreciably alter the behavior of the boundary layer and can be neglected in design considerations. Thus, boundary layer theory with continuous mass injection is applicable to both types of cooling systems. Further, results of experiments involving transpiration systems can be utilized in the prediction of the behavior of ablation systems. In film cooling systems, because of the discontinuities formed by slots or limited porous regions, the boundary-layer profiles at various stations along the surface are dissimilar so that prediction methods are quite complex and rely on experimental data or rather complicated numerical analyses. Uniform Surface Temperature, Air as Coolant. When the boundary layer and coolant gases are the same, the equations controlling boundary layer behavior are Eqs. 6.6-6.8. The mass injection at the surface simply alters the boundary conditions (Eq. 6.9) at the wall to be
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(6.68)



As boundary layer similarity requires f(0) to be independent of x, pwVw must be proportional to x -1/2. A simple heat balance on an element of a porous surface with a transpired gas, or of a subliming surface, reveals that this distribution of gaseous injection is uniquely compatible with the requirements of a constant surface temperature. Thus, Pw = constant, and Vw - x -1~2. This mass injection distribution has practical importance because the porous surface can operate at its maximum allowable temperature everywhere, thereby minimizing the coolant required. The boundary layer equations, together with these boundary conditions, were solved in a series of similarity theories such as those described in the section on the two-dimensional laminar boundary layer, beginning with solutions for constant properties and progressing to ideal gases with variable properties. A rather complete bibliography of these theories and corroborating experiments is given in Ref. 27. The assumption of constant C e ~P/~ePe proved equally useful in this problem as with the impervious plate in extending constant-property solutions to high Mach number cases where air still behaves as an ideal gas. The results shown here are predominantly from Refs. 28-30. It is found in these analyses that blowing, i.e., negative values of f(0), thickens both the flow and thermal boundary layers. In addition, the velocity profiles take on an S shape characteristic of boundary layers approaching separation (see Fig. 6.19). Separation, (3u/by)w = 0, occurs when f(0) = - 1 . 2 3 8 [28]. These S-shaped profiles are less stable, thereby decreasing transition Reynolds numbers with increased blowing rates. Near the surface, blowing reduces the velocity and temperature gradients and the corresponding shear and heat transfer rates, respectively. The heat transfer does not drop as rapidly as the shear and, consequently, Reynolds analogy becomes dependent on the blowing rate. The recovery factor, r(0), also depends on the blowing rate when Pr does not equal unity. For the case of a slender body where r(0)u2/2 >> I , , - le, the reduction in the heat flux qw is dependent on the product of the reduction in Stanton number and the recovery factor. This is shown in Fig. 6.14 by the line labeled Air-Air. - -
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FIGURE 6.14 Reductionof the local heat flux by surface mass transfer of a foreign gas, Tw- Te < r(O)U2e/2Cp,[31].
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Uniform Surface Temperature, Foreign Gas as Coolant. The effectiveness of air injection in reducing convective heat flux stimulated investigations into the use of other coolants. With the introduction of a foreign species into the boundary layer, the boundary layer equations reduce to the continuity equation (Eq. 6.6), the momentum equation (Eq. 6.7), the energy equation pu-~-fxx+PV-~yy=by
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and the diffusion equation bK1 /)K1 b ( g L e bK1) Pu--~--x +Pv by - by PrF by



(6.70)



Here, PrF/Le = Sc is the Schmidt number, K1 is the coolant mass concentration, and ia and i2 are the coolant and air enthalpies, respectively. These equations are the bases for the bulk of the analyses involving foreign gas transpiration. The boundary conditions for Eqs. 6.69 and 6.70 are x=0, y>0 K~=0 x > O, y ---) oo K1---) O y =0 K1 = Klw The value of Klw is dependent on the blowing rate, and some hypothesis is required to establish this dependency. Most authors have assumed a zero net mass transfer of air into the surface. This requires that the air carried away from the surface by the mass motion normal to the surface be balanced by the diffusion of air toward the surface. Since/(1 = 1 - K2 and J1 = -J2, this balance of air motion can be expressed directly in terms of the coolant properties as Pw~)12 ( bgl I _
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Equation 6.71 is the required relationship between the blowing rate of the coolant and its concentration at the wall. When the diffusion flux is expressed in terms of the mass transfer coefficient, the concentration of the coolant at the wall is given by 1 K~w = 1 + (peUe/PwVw)Cml



(6.72)



Note that the mass transfer coefficient is defined differently in Ref. 31. Although the total heat flux at the surface in a binary gas is composed of the sum of a conduction term and a diffusion term, the results of analyses are expressed solely in terms of the heat conduction term. The reason is that this term is equal to the heat gained by the coolant in passing from its reservoir to the surface in contact with the boundary layer. This simple heat balance is



\-~y ]w= pwVw(ilw- ilc)



(6.73)



where the subscript c represents the initial coolant condition in the reservoir. Further, the recovery factor is defined in terms of the surface temperature that results in zero heat conduction at the surface for a given mass transfer rate. This adiabatic condition is achieved in experiments by setting Tic = Tw for a given mass flow rate so that the coolant gains no heat. In terms of the Stanton number, the heat balance indicated by Eq. 6.73 can be expressed as
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The subscript 0 in this equation signifies zero mass transfer at the surface (f(0) = 0). The subscript 2 indicates that the enthalpy potential contributing to the heat flux by conduction alone is dependent only on the specific heat of the air and not that of the coolant. The effect of mass transfer on heat flux from slender bodies is shown in Fig. 6.14 for a variety of coolant gases. The corresponding mass transfer coefficients are shown in Fig. 6.15.



1.0



'-



'



IAir 08



xXN



....



0.6 ~



~



~



~"--~



J 0.4 ~



~



l



ill



0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



pwvw / (peueSt0 )



FIGURE 6.15 Reduction of the local mass transfer coefficient by surface mass transfer of a foreign gas [31]. (Reprinted by permission of Pergamon Press.)



An important result from these figures is that lighter gases are more effective in reducing the transport coefficients and surface heat flux. For a range of calculations including Mach numbers as high as 12 and surface temperatures from free-stream (392°R; 218 K) to recovery temperatures, the maximum departure from these correlation lines of individual solutions is +15 percent for q" and +_25 percent for Cmi. T h e bulk of the discrete numerical results lie within about one-third of these bandwidths. The maximum spread of results is obtained with the mass transfer of hydrogen, and the spread is smaller with helium and much smaller with the heavier gases. The differences in results from different calculations with the light gases are due primarily to the use of different gas properties [32]. Figures 6.14 and 6.15 are particularly useful for obtaining the mass transfer rate required in a transpiration cooling system. Usually the following quantities are specified: the coolant and its reservoir conditions, the porous surface material and its maximum allowable surface temperature, and the inviscid flow conditions outside the boundary layer. For cases where the difference between the surface temperature and the boundary layer edge temperature is small compared to the temperature rise by frictional heating, Fig. 6.14 can be used directly. For the specified conditions, the factor (ilw - i l c)/ (i ~wo - i2w) can be readily established from the thermodynamic properties of the coolant and air and i2~w0= iaw. This factor is used as the slope of a straight line that represents Eq. 6.74 and passes through the origin of Fig. 6.14. The intercept of this line with the appropriate heat blockage curve on the figure is the operating condition required to yield the specified surface temperature. The abscissa of this point yields the required local mass transfer rate. The behavior of a coolant composed of mixtures of He, Ar, Xe, and N2 injected into a nitrogen boundary layer has been analyzed in Ref. 33. Examination of the results reveals that
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at a given mass transfer rate the skin friction coefficient is correlated for different coolants within +_5 percent using the mean molecular weight of the coolant. Thus, for a coolant composed of a mixture of n gases, the average molecular weight of the coolant at reservoir conditions defined as 1



M,a,, = Y.7 (K,c/M,)



(6.75)



can be used to interpolate between the curves of Figs. 6.14 and 6.15. Uniform Surface Injection. Although a mass transfer distribution yielding a uniform surface temperature is most efficient, it is much easier to construct a porous surface with a uniform mass transfer distribution. Libby and Chen [34] have considered the effects of uniform foreign gas injection on the temperature distribution of a porous flat plate. For these conditions, however, boundary layer similarity does not hold. Libby and Chen extended the work of Iglisch [35] and Lew and Fanucci [36], where direct numerical solutions of the partial differential equations were employed. An example of the nonuniform surface enthalpy and coolant concentrations resulting from these calculations is shown in Fig. 6.16.
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Film Cooling With Upstream Transpiration. Film cooling systems provide protection to a surface exposed to high-enthalpy streams by injecting a coolant into the hot boundary layer upstream of the surface. Injection can take place through local porous sections or slots at various angles to the surface. The coolant may be the same gas as in the boundary layer, a foreign gas, or a liquid. In the upstream porous section, more coolant is provided than is required to maintain safe surface temperatures. The excess coolant is entrained in the boundary layer close to the surface and is carried downstream, providing an insulating layer between the hot free-stream gas and the surface. This layer is dissipated by laminar mixing while flowing with the boundary layer in such a way that protection is afforded over a limited distance. Because of the discontinuous nature of the surface injection, the boundary layer downstream of the
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discontinuity is far from similar. Numerical solutions of higher-order integral equations [37] or of finite difference forms of the partial differential equations [38] have been used for evaluating the local convection to the surface. Examples of thermal protection offered by an upstream transpiration system are indicated in Fig. 6.17 (see Ref. 37). The figure shows the temperature rise that occurs on an insulated surface downstream of a transpiration-cooled section for two amounts of blowing. Also indicated are the corresponding surface temperatures for the case where the upstream section was cooled internally, i.e., f(0) = 0. The quantity TwL is the upstream surface temperature in either case. The differences between the curves labeled f(0) = -0.5 and f(0) = -1 and the f(0) curve show how the presence of the transpired coolant within the downstream boundary layer distorts the temperature profiles so as to afford greater downstream protection depending on the amount of blowing.
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F I G U R E 6.17 Effect of upstream transpiration cooling on the temperature distribution of the impervious portion of a fiat plate.



Cone in Supersonic Flow. The preceding solutions for a flat plate may be applied to a cone in supersonic flow through the Mangler transformation [39], which in its most general form relates the boundary layer flow over an arbitrary axisymmetric body to an equivalent flow over a two-dimensional body. This transformation is contained in Eq. 6.89, which results in transformed axisymmetric momentum and energy equations equivalent to the two-dimensional equations (Eqs. 6.95 and 6.97). Hence, solutions of these equations are applicable to either a two-dimensional or an axisymmetric flow, the differences being contained solely in the coordinate transformations. For the case of an arbitrary pressure distribution, it is just as convenient to solve the axisymmetric problem directly. When the solution for the equivalent two-dimensional flow already exists, however, as for a flat plate, then the results for the corresponding axisymmetric problem can be obtained by direct comparison. This correspondence exists for a cone in supersonic flow when the surface pressure is constant. Solutions of Eqs. 6.95 and 6.97 for a flat plate expressed in terms of ~ and rl may then be applied to a cone. Illustrative examples are presented in the following subsections.
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Uniform Surface Temperature. Transformations (see Eq. 6.89) for a flat plate (k = 0) or a cone (k = 1) become
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1"1=



~/(2k + 1)Ue foe



2pwg.,x



P dy



with Pw, gw, and Ueequal to constants, ~ = 0, and r = x sin 0c. The transformed momentum and energy equations (Eqs. 6.95 and 6.97) are essentially the same as Eqs. 6.37 and 6.38 for a flat l~late. For the same wall and boundary layer edge conditions, then, the solutions for f(rl) and I (rl) are the same for a flat plate or a cone. These results may be expressed in terms of physical variables as 2pwla~ fo~l Y = ~ (2k ~" 1)/./e -p- an
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For a given value of x and the same flow properties, the boundary layer on a cone (k = 1) is thinner by a factor of l/X/3, and the surface shear stress and heat transfer are larger by a factor of V3. The local skin friction and heat transfer coefficients are related similarly: (Cf)cone
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The local and average coefficients for a cone are related as follows: (~I) "~f cone --
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These relationships may be used to obtain cone flow results from the fiat-plate results of the section on uniform free-stream conditions. Real-gas solutions for air obtained in this manner are given in Ref. 17. Nonuniform Surface Temperature. Transformations (Eq. 6.76) are applicable to flows with nonuniform surface temperature provided a linear viscosity law is assumed (gp = constant). The fiat-plate results given previously for constant Prr may be applied to a cone with the requirement that the surface boundary conditions be the same in terms of ~. For a flat plate, ~ - x, and for a cone, ~ - x 3. Therefore, the flat-plate results must be modified in such a way that lengths in the x direction are replaced by x 3 to obtain the cone results. For example, Eq. 6.66, which expresses the effect of a stepwise surface temperature for a fiat plate, becomes for a cone
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Similar expressions may be derived for the effect of an arbitrary heat flux distribution. Mass Transfer, Uniform Surface Temperature. The uniform-surface-temperature results above may be extended to include mass transfer. Similarity requires that f(0) be constant,
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which determines the blowing distribution along the surface. The normal velocity component from Eq. 6.99 is



Vw / ( 2 k + 1)~tw Ue----~/ 2pwUeX f(O)



(6.83)



For a cone, Vw X-1/2as for a flat plate, but is larger by the factor ~/3 for given values of x and f(0) (thus, the blowing parameter PwVw/peUeSt0 remains unchanged). With this difference, the fiat-plate results may be applied to a cone according to the equations above. For a nonsimilar blowing distribution, for example, Vw= constant, Eq. 6.83 is not applicable. Solutions to this problem may be found in Ref. 40. -



Surface With Streamwise Pressure Gradient



Gas With Uniform Elemental Composition in Chemical Equilibrium. Except for a few configurations such as a fiat plate and wedges or cones in supersonic flow, the pressure varies over the body surface as determined by inviscid flow theory. The influence of pressure gradients on forced convection in laminar boundary layers is presented in this section. Axisymmetric bodies at zero angle of attack and yawed cylinders of infinite length will be treated together to illustrate their close relationship (see Fig. 6.18). Because boundary layer theory requires negligible pressure gradients across the boundary layer, the techniques presented here apply only to those bodies whose local surface radius of curvature (1, in Fig. 6.18) is large compared with the boundary layer thickness, thereby minimizing centrifugal forces. Governing Differential Equations. In the absence of foreign gas injection, the boundary layer can be considered to have uniform elemental composition and be in chemical equilibrium, and is governed by the following equations: 3 (purk) +
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where k = 1 for the axisymmetric body and k = 0 for the yawed cylinder.
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FIGURE 6.18 Sketch of coordinates employed for related two-dimensional flows. (a) axisymmetric body; (b) yawed cylinder of infinite length.
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The boundary conditions are x = O, y > 0



u = Ue(O) I=Ie
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u=w=0 v = 0 for an impervious surface or vw(x) with transpiration I=iw(X)
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The yaw angle A is the complement of the angle between the free-stream direction and the cylinder axis (see Fig. 6.18). Transformation o f Variables and Equations. The extensions of transformations Eq. 6.36 to include the effects of pressure gradients are 1 fox
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where Br is a reference viscosity and_ L is a reference length introduced to make ~ and 11 dimensionless [16, 41]. The function ~(~) is yet to be determined and is a key element in the extension of similarity solutions to flows where the inviscid boundary conditions do not permit boundary layer similarity. (Note the change in symbols employed here from those of Refs. 16 and 41.) The dependent variables are defined as u
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Additional parameters that enter the equations are i t = -7- = I - (1 - ts)~ 2 - (ts - te)f~



(6.91)
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The pressure gradient parameter is defined as 2 ( ~ - ~) t, due ~p=-Ue te d~ Both te and I]e are functions of x through their dependence on Ue(X).
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The transformed partial differential equations of momentum and energy are
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The boundary conditions for zero mass transfer are rl=0
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With mass transfer, f(~, 0) depends on
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Similar Solutions Similarity Criteria and Reduced Equations.



The partial differential equations (Eqs. 6.956.97) are not amenable to solution except by numerical methods utilizing high-speed computers. Considerable simplifications can result, as in the case of the flat plate, if these equations are reduced to ordinary differential equations through the similarity concept where the dependent variables f, ~, and [ are assumed functions of rl alone. Equations 6.95-6.97 become, for ~ = constant
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Consistent with the similarity assumption, none of the terms that appear in these equations or in_the related boundary conditions can be dependent on x or ~; that is, ~p, t~, and Iw, as well as ~, must be constant. The parameter t~, defined by Eq. 6.93, however, violates this requirement when Uevaries with x. The similarity assumption is also violated by the terms that contain t~ explicitly in Eqs. 6.100 and 6.102 and by the gas properties Cw, Prr, pe/p, which can be expressed in terms of t, which in turn depends on t~ through Eq. 6.91. Consequently, exact similar solutions are not possible under general stagnation region flow conditions. Exact similar solutions are possible for stagnation regions where Ue = 0 and t~ is a constant and equal to unity for an axisymmetric body and to t, for a yawed cylinder. The terms involving t~ drop out of Eqs. 6.100-6.102, and similarity occurs for constant iw and ~p.
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For similar flows, the pressure gradient parameter expressed as follows must be constant: { r ~2k
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In a stagnation region, the fluid properties are nearly constant, and Ue- X; also r --- x. Thus, 13p= 1A for an axisymmetric body, and 13p= 1 for a yawed cylinder. The skin friction coefficient and Stanton number are defined under the conditions of similarity on axisymmetric and two-dimensional bodies as follows. The components of the shear stress in the xi direction are given by
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where the subscript i = 1 or 3 represents the x or z direction, respectively. The skin friction coefficient is defined as Cfn m
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Alternative forms of these equations that are sometimes more convenient are Cf1 .t / pwUeXeff
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pw~l,wUe~-~) The corresponding Stanton number expressions for a surface at constant temperature are
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Uniform Surface Temperature, Ideal Gas With Viscosity-Density Product and Prandtl Number Equal to Unity. For the case of an ideal gas with Cw = Pr = 1, similarity is possible away from the stagnation region of a body. Equations 6.100 and 6.102 for an axisymmetric body or a cylinder normal to the free stream reduce to
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when
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These equations are equivalent to those solved in Ref. 42 for a uniform surface temperature. Examples of the extensive solutions in Refs. 16 and 42 are presented in this section. Figure 6.19 shows the velocity distribution in the boundary layer of an axisymmetric body or an unswept cylinder for a cold wall (Iw = 0). (Note that the value of 11 used here is a factor of V ~ smaller than the one employed in sections on the flat plate.) An accelerating free stream (13p > 0, Ue increasing) reduces the flow boundary layer thickness and increases the velocity gradient rather uniformly through the boundary layer. A decelerating free stream (13p< 0) thickens the flow boundary layer rather severely and causes the velocity distribution to acquire an S shape. Eventually, the boundary layer will separate; that is, f g = 0. For the boundary conditions of Fig. 6.19, two solutions are possible for negative values of 13pnear separation. It is argued in Ref. 42 that true similarity with negative 13p cannot occur physically because Eq. 6.115 would require Ue ~ oo as ~ ~ 0. Thus, similar solutions with negative 13pcan only be approached after a period of nonsimilar flow, and depending on the conditions, one or the other of the similar solutions for a given 13pcan be attained. In Ref. 42, experimental evidence from Ref. 43 for turbulent flow is cited for the possible existence of double-valued flow-field behavior. The velocity profiles shown are characteristic of those for either a cooled surface or one at the total enthalpy of the fluid. For a heated surface and 13p> 0, it is possible for the velocity ratio f ' in the outer portion of the boundary layer to attain a value greater than unity before approaching unity at the outer edge. The physical reason for this is that the acceleration of lower-density fluid by the favorable pressure gradient exceeds the retardation by the viscous forces.
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FIGURE 6.19 Similarvelocity distributions for body with surface pressure gradient 13p defined by Eq. 6.103, iw = 0, ?s= 1 [42].
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The total enthalpy distribution in terms of the velocity is shown in Fig. 6.20 for lw = 0 and ts = 1. A pressure gradient can cause significant departures from the Crocco relationship (Eq. 6.40, represented by the straight line labeled 13p= 0). The latter is often used for approximate calculations even when pressure gradients are present. I'0
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F I G U R E 6.20 Enthalpy and velocity relationship within similar boundary layers on a body with pressure gradient 13pdefined by Eq. 6.103, iw = 0, ?s = 1 [42].



Figure 6.21 shows the wall shear parameter f " required to evaluate the local skin friction coefficients by Eq. 6.106 or 6.108. These curves apply for the case where ts = 1. The doublevalued nature of f " for a cooled surface (I w= 0) for 13pnear separation ( f " = 0) is evident. Generally, f'w' is more sensitive to variations in 13pfor a hot surface. In fact, for cold wall conditions (lw = 0), the variation of f " with 13pfor [3p > 0 is quite modest. Also, a cooled surface tends to retard separation; that is, f " = 0 at a smaller value of ~p.
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R G U R E 6.21 Effect of pressure gradient on the skin friction parameter f " for various wall temperature levels, ?s= 1 [42].
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FIGURE 6.22 Effect of pressure gradient on the heat transfer parameter [" for various wall temperature levels, ?s= 1, Pr = 1 [42]. The heat transfer parameter required in Eq. 6.111 or 6.112 to calculate Stanton number is shown in Fig. 6.22 for ts = 1. It should be noted that because of the similarity of Eqs. 6.101 and 6.102 for Pr = 1, I' -W~ - lw - Iaw w
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Hence, the ordinate in Fig. 6.22 can also be used in conjunction with Eq. 6.107 or 6.109 to calculate the cross flow skin friction coefficient for cases of very small yaw angles (ts --- 1). Note that_ law is equal to unity because the solution of Eq. 6.102 with Pr = 1 and an insulated surface is I -= 1. Although the trends exhibited in Figs. 6.21 and 6.22 are generally similar, it must be cautioned that such large variations in the Reynolds analogy factor occur that the latter is no longer a useful concept. The heat transfer parameter for a cooled surface shows a rather small variation with [3p for [3p > 1A, a fact first utilized in Ref. 44 to obtain relatively simple expressions for the local heat flux to blunt bodies in hypersonic flow. Cylinder Normal to the Free Stream, Fluid With Constant Properties. For constant fluid properties, Eqs. 6.100 and 6.102 reduce to
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For a cylinder normal to the free stream, the inviscid velocity distribution is given by



with
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The term on the right side of Eq. 6.118 has been added to account for a nonuniform surface temperature.
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Similar solutions for Prandtl numbers other than unity may be obtained from Eqs. 6.117 and 6.118 or their equivalent. A major simplification is the independence of the momentum equation (Eq. 6.117), from the energy equation_(Eq. 6.118), which makes findependent of [. Also, the linear form of the energy equation in I permits handling arbitrary surface temperature distributions as in the case of the fiat plate. (See the section on the two-dimensional laminar boundary layer.) Solutions of the momentum equation (Eq. 6.117) [45] yield velocity distributions generally similar to those of Fig. 6.19, and the skin friction parameter f~ shown by the line labeled 1 in Fig. 6.21. The skin friction coefficient is given by
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For a uniform surface temperature, solutions of the energy equation (Eq. 6.118) [46, 47] can be expressed as St (x, O)
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where the heat transfer parameter in parentheses on the right is given by the line labeled 1 in Fig. 6.22. The exponent a for the Prandtl number is given in Table 6.3 as a function of [3p. TABLE 6.3 Exponent of Pr in Eq. 6.122 ~e a



-0.199 0.746



0 0.673



1 0.645



1.6 0.633



In Ref. 46, an ingenious set of transformations is employed to evaluate the recovery factor away from the stagnation line. The results for 13p= 1 show a significant departure (-- -10 percent for Pr = 0.7) from r(0) = Pr 1/2. These values, however, do not agree with calculations performed in Ref. 49. Perhaps the discrepancy is due to the evaluation of r(0) in Ref. 46 by taking the derivative of a function. Slight errors in the function itself could easily account for a 10 percent error in the derivative. For accuracies of r(0)within a few percent [48], it is recommended that r(0) = Pr 1,2



(6.123)



be employed for all ]]p. For a stepwise and arbitrary surface temperature distribution, the local heat flux distribution is given by Eq. 6.65. The term St (x, 0) represents the Stanton number for the same flow conditions but with a uniform surface temperature. Equation 6.65 was derived formally with the assumption that iaw is uniform along the surface; however, small continuous variations in law or Taw are permissible. The value of i,w at x = 0 is used in the first term on the right side of Eq. 6.65, and the local value of i,w is employed within the integral. Although Eq. 6.65 appears to be reciprocal in variations of iw and i,w, this is not the case. Changes in the same direction of both i~ and i,w do not necessarily cancel, because a change in i,w takes effect gradually downstream. The kernel function St (x, s)/[St (x, 0)] in Eq. 6.65 represents the behavior of the heat transfer coefficient after a jump in wall temperature at x = s. This function was obtained in Refs. 24 and 25 by solving the energy equation with the assumption of a linear velocity profile and is given by St (x, O) = 1 -
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3 a* = ~ 2 ( 2 - 13p)



1 b* = -3



(6.125)



The analogous function for a flat plate is given by Eq. 6.66. These results were improved upon in Ref. 49, where a power-law velocity profile was assumed, U/Ue = (y[ye) d*, with d* found to best fit Hartree's calculations [45] as listed in Table 6.4. The form of the kernel function (Eq. 6.124) is the same, but the exponents are changed to a* =



2+d* (1 + d * ) ( 2 - I~p)
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TABLE 6.4 Exponent d* for Velocity Function, u/ue = (y/ye) d* m ~p d*



0 0 0.88



1/9 0.2 0.86



1/3 0.5 0.80



1 1 0.76



4 1.6 0.66



Use of these values to calculate the heat flux distribution from Eqs. 6.65 and 6.124 yields excellent agreement with the exact solutions of Refs. 9, 47, and 50. Hence, for m > 0, values of a* and b* given by Eq. 6.126 are preferred to those given by Eq. 6.125. For m = 0, there is little difference between the kernel functions (Eq. 6.124) based on the two different sets of exponents. Values of the kernel function Eq. 6.124 are shown in Fig. 6.12 for 13p= 0.5 and 1. The effect of the upstream temperature jump decays more rapidly with increasing 13p. As 13p--+ 2, the kernel function becomes unity for all s/x < 1, as is seen directly from the functional form of Eqs. 6.124 and 6.126. Axisymmetric Stagnation Point, High-Speed Flow. The axisymmetric stagnation point has received attention from many investigators because of its importance in the assessment of the convective heat load of missile nose cones and atmospheric entry vehicles~ The speeds involved in these applications produce stagnation enthalpies where real-gas behavior must be considered in the evaluation of the forced convection. Because of the very complex behavior of the physical properties of real gases, a characteristic common to all the studies is the reliance on numerical solutions followed by correlations of the results in terms of parameters involving the fluid properties. In addition to air, other gases have been treated because of the current interest in the exploration of the planetary neighbors of Earth. The contents of this section are confined to gases in chemical equilibrium with uniform elemental composition and to flows where boundary layer similarity occurs--namely, the immediate vicinity of the stagnation pointmand where there is a uniform surface temperature. The effects of surface mass transfer of the same gas as exists in the free stream are also included. Equations 6.100 and 6.102 with ts = te = 1, t = I have been solved for real air in Ref. 16 and in Refs. 51-55, with the latter references utilizing the concept of total properties kr, Cpr, Prr. The air properties of Ref. 56 were employed in all the studies except that of Ref. 55, which employed properties evaluated in Refs. 57 and 58, where careful consideration was given to the effect of dominant resonant charge exchange cross sections in establishing the thermal conductivity of ionized nitrogen. For speeds under 30,000 fi/s (9144 m/s), which represent relatively moderate entry conditions into the earth's atmosphere without appreciable ionization, the numerical results of Ref. 16 for 10-4 atm < Pst < 102 atm and 540°R (300 K) < Tw < 3100°R (1722 K) are correlated by Nuw
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where
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Rew =



6.37
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At the stagnation point (where Ue= 0) the recovery enthalpy is identical to the stagnation enthalpy even for Prr ~ 1. Thus, from the definition of Nuw and Rew, the local heat flux at the stagnation point in airflow for the speed range up to 30,000 ft/s (9144 m/s) can be expressed as q'~' = (V~ewNUW)le(Iw-1)pr~~/~wPwx/dx/dUe
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or from Eq. 6.127 as q" = 0"767Pr~6
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Here, a negative value of q" represents heat flux toward the body. At speedsgreaterthan lO,O00ft/s (3048m/s), where/e = V~/2, Eq. 6.129 can be represented in much simpler form when a relatively cold surface temperature (below dissociation temperature) is assumed:
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For the heat flux expressed in Btu/(s.ft2), the dimensionless velocity is expressed as U = V**/ (10,000 ft/s), Twis expressed in °R, and/'st is expressed in atm. In SI units, Eq. 6.130a becomes
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where U = V~/(3048 m/s), q" is in W/m% Twis expressed in K, and Pst is in N/m 2. Note that rn V~
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For stagnation-pointheating in gases other than air, correlations similar to Eq. 6.128 were obtained in Ref. 53 for speeds up to 30,000 ft/s (9144 m/s). The correlation is of the form Nu--------E-~=a*( laePe)B*



(6.132)



la~Pw with coefficients A* and B* given in Table 6.5 for the various gases considered. There is rather close agreement between Eqs. 6.127 and 6.132 for air. The heat flux is obtained from Eq. 6.128. TABLE 6.5



Coefficientsfor Eq. 6.132 [53]



Gas



A*



B*



Air N2 H2 CO2 A



0.718 0.645 0.675 0.649 0.515



0.475 0.398 0.358 0.332 0.110
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For speeds above 30,000ft/s (9144 m/s), where the total enthalpy reaches values where ionization significantly lowers the viscosity ~te, the correlation for air (Eq. 6.127) from Ref. 16 begins to break down. Similar behavior was observed on pointed cones in Ref. 17. Similarly, it was found for argon in Ref. 53 that only the solutions for the lowest wall temperatures were correlated well by the property parameter ~l,ePe/~l, wp w. T h u s , extrapolation of the Nusselt number relations beyond the range of ktepe/ktwpwactually used in the correlations could yield significant errors. Two alternate approaches avoid this problem. In Ref. 52 the intermediate Nusselt number correlation was bypassed, and a correlation for air was achieved directly in terms of the heat flux for speeds up to 50,000ft/s (15,200re~s)in English units as follows: ,, / r, qw~/~



= 119
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(In SI units, the coefficient is 2342.) It will be noted that this equation is quite similar to Eq. 6.130. The implication of this similarity is that the large variations in ~te associated with ionization, which is not present in the range of velocities for which Eq. 6.130 is valid, can be ignored in the evaluation of heat flux. In fact, it is systematically demonstrated in Ref. 53 that the surface heat flux is quite insensitive to variations of the gas properties at the boundary layer edge and is controlled instead by the gradients of these properties near the surface. Apparently, correlations such as Eq. 6.127 or 6.132 result because in the speed range where they are applicable, the physical properties vary monotonically through the boundary layer, and their derivatives in the inner portion of the boundary layer are related to the ratio of properties across the boundary layer. For a variety of gases, the resulting heat flux expression, using strong shock relationships, is given by
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where the units are the same as in Eqs. 6.130a and 6.130b, and F0 is given in Table 6.6. From the value of F0 for air in Table 6.6 and the form of Eq. 6.134, it is apparent that the correlation of Ref. 53 yields results essentially identical to those of Eq. 6.133 taken from Ref. 52 and to Eq. 6.130 derived by directly extrapolating the lower-speed range equation of Ref. 16. Thus, it is recommended that Eq. 6.134 with the coefficients of Table 6.6 be utilized to predict stagnation-point heat flux at speeds greater than 10,000 ft/s (3048 m/s). At lower speeds, Eqs. 6.128 and 6.132 with the coefficients of Table 6.5 are appropriate. A comparison of these techniques with existing stagnation-point measurements is shown in Fig. 6.23. It should be noted that convection predominated over radiation in these measurements despite speeds up to 50,000 ft/s (15,200 m/s) because of the small nose radii for the models. For body dimensions exceeding a few feet, shock layer radiation begins to compete with convection at speeds of about 25,000 ft/s (7620 m/s) and becomes the predominant heating mechanism at higher speeds. TABLE 6.6 CoefficientF0 Fo Gas (% volume) Air N2 CO 2



A 91% N2-10°/o CO2 50% N2-50% CO2 40% N2-10% CO2-50% A 65% CO2-35% A



s.ft2 \ atm ] 121 121 141 165 120 134 144 142



w( m



~-7 N/m2 2382 2382 2775 3248 2362 2638 2834 2795
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FIGURE 6.23 Comparison of heat transfer rates predicted by Eq. 6.134 and the coefficients of Table 6.6 with data [53]. (a) air; (b) carbon dioxide.



Stagnation Line on a Cylinder in High-Speed Flow. The stagnation line on a uniformtemperature cylinder of infinite length with its axis either normal to the free stream or swept back at angle A is characterized by boundary layer similarity solutions with 13p= 1. The solution in Ref. 16 of Eqs. 6.100-6.102 for 13p= 1 yields the correlation



Nuw PrOw4 Reds = 0.57
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for iw/le < ts (see Eq. 6.92 for definition of ts) and V**cos A < 29,000 ft/s (8840 m/s). Although Eq. 6.135 was established from calculations that employed real-air properties, the resulting coefficient and exponents are consistent with those for low-speed calculations for either constant properties or ideal gases. In terms of heat flux, Eq. 6.135 becomes
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where the recovery enthalpy



lawis given by
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and a negative q" represents heat flow into the body. An alternate form of Eq. 6.136, valid for V~ > 10,000 ft/s (3048 m/s) and having the same form as Eq. 6.130 for an axisymmetric stagnation point in airflow, is
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with the following units: q~, Btu/(s.ft2); rn, ft; Pst, atm; In SI units, this equation is
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U = VJ(10,000 ft/s).
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with q'w', W/m2; r,, m; Pst, N/m2; Tw, K; V=, m/s; and U = V=/(3048 m/s). The velocity gradient in Eq. 6.138 is obtained from Eq. 6.131, but with 1.54 changed to 1.43. In these equations, Pst and Pst are the inviscid flow conditions on the stagnation line of the swept cylinder. For an ideal gas in hypersonic flow, the inviscid flow relationships are particularly simple, and Eq. 6.138 shows that the heat flux is reduced with sweep by approximately cos 3/2A. Equation 6.138 may be extended to gases other than air by setting the quantity in brackets equal to unity and replacing the coefficient 87.3 by 0.72F0, where F0 is given in Table 6.6. Mass Transferin Stagnation Region. As on a flat plate, surface mass transfer is an effective means for alleviating convective heating in the stagnation regions of axisymmetric bodies and cylinders. The effect of surface mass transfer of a gas with the same elemental composition as the free stream will be treated initially. Consistent with the similarity requirements following Eqs. 6.100-6.102, the surface mass transfer rate is given by



pwVw=-f(O) ~gwPw[s ~p[e due dx
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In the vicinity of the stagnation region and with a uniform surface temperature, the terms under the radical sign are constants. Thus, boundary layer similarity, that is, f(0) being independent of x, requires a uniform mass injection rate along the surface rather than one varying as x -1/2 as on a flat plate. A convenient correlation parameter, as in the case of the flat plate, is
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where the subscript 0 denotes zero surface mass transfer. The effect of surface mass transfer in reducing the Stanton number is indicated in Fig. 6.24. Note that for the stagnation point on a body of revolution or an unswept cylinder, the recovery enthalpy is equal to the total enthalpy. Hence, q"-- St so that Fig. 6.24 indicates the reduction of the heat flux as well as the Stanton number. The line representing the axisymmetric stagnation point correlates all the gases listed in Table 6.5 to within a few percent [54]. Although the curves for the cylinder are based on air calculations, the correlation for the various gases for the axisymmetric stagnation point implies that the cylinder results can be applied to other gases when the injected and flee-stream gas are the same. Note that in the coordinate system of Fig. 6.24, the effect of sweep is quite small. Along the stagnation line of a swept cylinder, the recovery enthalpy is less than the stagnation enthalpy. Thus, the effect of surface mass transfer on the recovery factor, as shown in Fig. 6.25, should be considered in establishing the proper driving potential for the
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The reduction of Stanton number in stagnation regions by surface mass transfer.
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F I G U R E 6.25 The effect of surface mass transfer on the recovery factor on the stagnation line of a yawed cylinder of infinite length [48].
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heat flux [48]. The heat flux for a swept cylinder normalized by its value with zero mass transfer is



q~ q~o



st [ 1-



sin A-'. 1



(6.141)



Sto 1 - (1 - to(O)) s-~-n2~ . - ~w



Because the term containing the recovery factor depends on sin 2 A, modification of the recovery factor to account for surface mass transfer need be made only for large sweep angles. The graphic procedure for using these figures in establishing the required mass flow rate to yield a prescribed surface temperature was described on page 6.24. The evaluation of the effectiveness of a transpiration cooling system utilizing a foreign gas is quite formidable and requires the use of complex computer codes.



Heat Transfer Over a Single Cylinder and Arrays of Cylinders in Low-Speed Cross Flow. A boundary layer subjected to a significant static pressure increase in the streamwise direction thickens considerably and may eventually separate from the surface of the body. For steady separation, the velocity gradient normal to the surface vanishes at the separation point, and downstream the flow direction is reversed. Although the skin friction vanishes, significant amounts of heat transfer can occur at the point of separation. Separation is commonly encountered in cross flow over blunt bodies such as circular cylinders. The flow pattern downstream of separation is very complex and is often accompanied by unsteadiness and vortex shedding. Theoretical treatment of such flows is still in an early stage of development [63], and heat transfer predictions must rely on experimental data. The following sections summarize the experimental data available on heat transfer rates from single cylinders and arrays of cylinders in cross flow. Single Cylinder The classic experiments on the average heat transfer rates from a cylinder in cross flow were performed by Hilpert [64] for a wide range of Reynolds numbers in air. Hilpert's results are shown in Fig. 6.26 as average Nusselt number versus the cross flow Reynolds number. In Ref. 66, Morgan made an extensive review of more recent heat transfer data obtained on a cylinder in cross flow. He found that the average Nusselt number could be correlated as (6.142)
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FIGURE 6.26 Nusseltnumber for average heat transfer from circular cylinder in cross flow of air [64]. (Reprinted from Ref. 65 by permission of McGraw-Hill.)
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where A, B, n*, and m* are constants. The value of the exponent m* found in various experiments lies between 0.3 and 0.4; Zukauskas [67] recommends a value of 0.37. The data were obtained mostly in air. Depending on the Reynolds number, the scatter in Nusselt numbers calculated from Eq. 6.142, using constants from various investigations, ranges from 10 percent to 29 percent. Other types of correlations were proposed and tested by Morgan and found to be less accurate than the above. Morgan attributed the scatter in the heat transfer data to three factors: (1) aspect ratio (length/diameter) of the cylinder, (2) free-stream turbulence level, and (3) wind tunnel blockage effects. Corrections by Morgan [66] for the combined effects of free-stream turbulence and wind tunnel blockage on Nusselt numbers measured in air are shown in Fig. 6.27. Here, d/dr is the ratio of the cylinder diameter to the wind tunnel height or diameter, 8 NUd is the increase in the Nusselt number over Hilpert's measurements (Fig. 6.26), and Tu is the intensity of the longitudinal turbulent fluctuations in the free stream. In addition to these corrections, Morgan also proposed the Nusselt number correlations shown in Table 6.7 that are applicable to an extremely wide range of Reynolds numbers in air. At the higher Reynolds numbers, these Nusselt numbers are quite consistent with those of Fig. 6.26. 1.0
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F I G U R E 6.27 Correction factors to Nusselt numbers for combined effects of wind tunnel blockage and free-stream turbulence [66]. (Reprinted by permission of Academic Press.)



Local heat transfer rates from the surface of a cylinder in cross flow in air were measured by Schmidt and Wenner [68] and are shown in Fig. 6.28. The local Nusselt number is based on the local heat transfer coefficient and the cylinder diameter. Note that for subcritical Reynolds numbers (Red < 170,000), the local Nusselt number decreases initially along the surface from the forward stagnation point to a minimum at the separation point and subsequently reaches high values again in the separated portion of the flow on the back surface. For
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Correlation of Cross-Flow Forced Convection From Cylinders in Air [66]



T A B L E 6.7



NUd =



D2 Re,7'



Red From



To



D2



nl



10-4 4 x 10-3 9 x 10-2 1 35 5 X 103 5 X 104



4 X 10-3 9 X 10-2 1 35 5 × 103 5 X 104 2 x 105



0.437 0.565 0.800 0.795 0.583 0.148 0.0208



0.0895 0.136 0.280 0.384 0.471 0.633 0.814



Reynolds numbers above the critical value, transition from laminar to turbulent flow in the upstream attached boundary layer causes a dramatic increase in the local heat transfer, followed by a sharp decrease in the separated flow region. The local heat transfer distribution is extremely sensitive to the free-stream turbulence intensity according to the measurements of Kestin and Maeder [69]; this is reflected in the correction terms shown in Fig. 6.27 for the average Nusselt number. Arrays of Cylinders. The heat transfer behavior of a tube in a bank differs considerably from that of a single tube immersed in a flow of infinite extent. The presence of adjacent tubes in an array and the turbulence and unsteadiness generated by upstream tubes generally tend to increase the overall heat transfer from a particular tube. After the flow has passed through several rows of tubes, however, the heat transfer from individual tubes becomes independent of their location and just a function of the Reynolds number with a parametric dependence on the array geometry. Average and local heat transfer data for tube banks have been summarized by Zukauskas [67].
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FIGURE 6.28 Distribution of local heat transfer on the surface of a circular cylinder in cross flow in air [66]. (Reprinted from Ref. 65 by permission of McGraw-Hill.)
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The overall heat transfer data for a tube in an infinite array are correlated by Kays and London [70] as: St = ch Pr -2/3 Re~ °'4



(6.143)



NUd = Ch P r -1/3 R e °'6



or



(6.144)



The Reynolds number in this correlation is based on the flow velocity at the minimum area section normal to the flow direction. A typical correlation for Ch is shown in Fig. 6.29 for the case of a staggered array. For effects of array geometry, Refs. 67 and 70 should be consulted.
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~t F I G U R E 6.29 Correlation of coefficient in Eq. 6.143 or 6.144 for an infinite bank of staggered array, 300 < Red < 15,000 [70]. (Reprinted by permission of McGraw-Hill.)



For a tube located near the front of the bank, the overall or average heat transfer is lower than that predicted by correlations for infinite arrayr~ The necessary correction factor as a function of row number in an array as presented by Kays and London [70] is shown in Fig. 6.30. 1.00 J 0.9O
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FIGURE 6.30 Correlation factor to account for row-to-row variation in heat transfer from a tube in a staggered or in-line bank [70]. (Reprinted by permission of McGraw-Hill.)
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TWO-DIMENSIONAL TURBULENT BOUNDARY LAYER Turbulence Transport Mechanisms and Modeling In turbulent flows, the transport of momentum, heat, and/or individual species within gradients of velocity, temperature, and concentration is caused predominantly by the chaotic motion of elements of fluid (eddies). This mixing process transports properties much more effectively than the molecular processes identified with viscosity, thermal conductivity, and diffusion. A rather complete description of these processes is given in Refs. 71-73. Currently there exist computers with sufficient storage capacity and speed to allow computation of these time-dependent motions for rather simple flows with finite difference meshes sufficiently fine to resolve the larger eddies of the motion. Even with such computations, however, it is necessary to model the effects of the eddies that are too small to be resolved. It is believed that since the transport of properties is governed by the larger eddies, the modeling process is less critical in these computations than where the entire turbulence is modeled. These "turbulence simulations" are still too costly for routine engineering computations and are used primarily to study the "physics" of particular turbulent flows. In fact, the results provide much more information than an engineer may ever want or need. In engineering computations, the turbulent transport of properties is usually treated in a statistical manner, where computations are concerned with the mean velocities, temperatures, and/or concentrations. This statistical approach, however, masks many of the actual physical processes in the dynamic flow field, which must be recovered by the modeling at some level of the turbulence statistics. This modeling was originally guided by the results from experiments, but currently this guidance can rely on "simulations" as well. The statistical turbulence models generally employed at present are based on timeaveraging, at a single point in space, the instantaneous dynamic equations representing the conservation of mass, momentum components, energy, and species concentrations. These equations, in their most general form, apply to compressible, viscous, heat-conducting, and diffusing fluids. The statistical representation is initiated by expressing the dependent variables as the sum of a mean and fluctuating quantity, e.g.,



u=-~+U ~



p=~+p' K~ =



p



Ki +



K;



Substitution of such a decomposition of the dependent variables into the basic conservation equations is then followed by time-averaging the equations according to the following definition:



lfo'



f= im T I(r) dr It is seen that this definition of mean quantities eliminates terms that are linear in the fluctuating quantities. Moments of the fluctuating quantities that are retained in a boundary layer are p'v', (pv)'u', (pv)'w', (pv)'i', and (pv)'K~, which represent the turbulent flux of mass, momentum, heat, and species concentration in the direction normal to a surface. These quantities are added to their molecular counterparts. Details of these derivations can be found in several sources, e.g., Refs. 65, 71, 74, and 75. The evaluation of these statistical second moments is the goal of turbulence models. These models fall into two categories. First are models in which the turbulent fluxes are expressed in the same functional form as their laminar counterparts, but in which the molecular properties of viscosity, thermal conductivity, and diffusion coefficient are supplemented by corresponding eddy viscosities, conductivities, and diffusivities. The primary distinction is the recognition that the eddy coefficients are properties of the turbulent flow field, not the
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physical properties of the fluid. The second category of turbulence models includes those that express the turbulent moments in terms of partial differential field equations. When this is done, new moments (some of higher order, others involving pressure fluctuations, and still others involving space derivatives of the fluctuating quantities) appear in these equations. The number of moments grows faster than the number of the additional moment equations; thus, the set of equations cannot be closed. References 73 and 76 demonstrate this closure problem in detail. The classical turbulence models express the eddy viscosity algebraically in terms of a turbulence scale and intensity that are related, respectively, to the characteristic length dimensions of the flow field and the local mean velocity gradients. This implies an equilibrium between the local turbulence and the mean motion. This requirement of equilibrium has been relaxed in some eddy viscosity models where the intensity and scale of turbulence used to evaluate the eddy viscosity are expressed by partial differential equations for the turbulence kinetic energy and its dissipation rate. This latter class of models is presented in detail, for example, in Refs. 76 and 77. A 1982 conference held at Stanford University [63] was devoted to assessing the merits of existing turbulence models in the prediction of the mean velocity fields for both simple and complex turbulent flows. The flow fields employed as standards for comparison were selected on the basis of their being well-documented experimentally. It was found that the field models of turbulence, the second-order closure of the Reynolds stress equations or the twoequation eddy viscosity models, while having a broader range of application than particular algebraic eddy viscosity models, did not show dramatic improvement in accuracy over the simpler models for flow situations similar to those experiments on which the simpler models were based. In view of these observations, and the analytical advantages of the simpler models in the analysis of convection, classical algebraic eddy viscosity models will be used to represent turbulent transport in this chapter. The turbulent flux vector for the local shear stress is given by x, = 15eM~



oy



=-(pv)'u'



(6.145)



and the heat flux by D



~T
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(6.146)



The quantity eM is called the eddy diffusivity for momentum, and e~/is the eddy diffusivity for heat. They are related through the turbulent Prandtl number Pr, = eM/e/4. Although these eddy diffusivities act in the same manner as the kinematic viscosity and thermal diffusivity in laminar flow, the critical difference is that the eddy diffusivities are not properties of the fluid but are dependent largely on the dynamic behavior of the fluid motion. In this section the fluid dynamic bases for evaluating these eddy diffusivities are given. They will then be used in a variety of convective heating situations to yield formulas useful in engineering computations.



Mean Velocity Characteristics for Constant Fluid Properties.



Mean velocity distributions measured in turbulent boundary layers when the fluid properties are uniform (low speeds and small temperature differences between the free stream and surface) are described in the reviews of Refs. 78 and 79. At a given station, the turbulent boundary layer is composed of two regions with velocity profiles described by the "law of the wall" and the "law of the wake" after Coles [80, 81]. Wall Region. The region near the wall possesses a universal velocity profile when the data are correlated in terms of the coordinates u ÷ = u/u* and y+ = u*y/v. T h e quantity u* = X/~w/p is called the friction velocity and is the appropriate characteristic velocity in this region. The corresponding characteristic length is v/u*.
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The near-wall region is composed of three layers as shown in Fig. 6.31. The layer immediately adjacent to the surface (y+ ~< 5) is called the laminar sublayer where, because of the presence of the surface, the turbulence has been damped into a fluctuating laminar flow. In this layer, viscosity predominates over the eddy viscosity, and the velocity distribution may be approximated by u÷:y +



(6.147)



40, ° oeo•



• •



•



30



o• ° o o



•



•



I +



20



S 1



I



2



5



I



zo



,



I



~o



~oo



I



200



,



~o~c~z&o



so~o~o,ooo



y* FIGURE 6.31 Universal velocity profile for an incompressible turbulent boundary layer near the surface ("law of the wall") [79]. (Reprinted by permission of Academic Press.)



For y+ > 50, the turbulent processes completely dominate the local shear, and the resulting correlation can be represented by 1



u ÷ = - In y÷ + B K



(6.148)



The parameter ~: is called the von K~irm~in constant, and the value that fits most of the data is 0.41. The corresponding value of B is 5.0. Intermediate between these layers is the buffer layer, where both shear mechanisms are important. The essential feature of this data correlation is that the wall shear completely controls the turbulent boundary layer velocity distribution in the vicinity of the wall. So dominant is the effect of the wall shear that even when pressure gradients along the surface are present, the velocity distributions near the surface are essentially coincident with the data obtained on plates with uniform surface pressure [82]. Within this region for a flat plate, the local shear stress remains within about 10 percent of the surface shear stress. It is noted that this shear variation is often ignored in turbulent boundary layer theory. Wake Region. The experimental data toward the outer edge of the boundary layer do not correlate in a plot of u +(y+). Correlation of these data can be achieved by utilizing the boundary layer thickness 8 as the characteristic dimension and expressing the velocity as a decrement relative to its value at the boundary layer edge. Such a "wake" correlation is shown in Fig. 6.32 for a plate with uniform pressure. Although ~5 is rather arbitrary because of the asymptotic approach of the velocity to its free-stream value, no serious error results in these correlations if a consistent definition such as u(8) = 0.995Ue is adopted. The velocity distribution for the combined wall and wake region of a fully developed turbulent boundary layer was formulated by Coles [81] as
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(6.149)
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where w(y/6) is the wake function indicated in Fig. 6.33. This function is approximated quite well by 1 - cos (ny/8). Equation 6.149 applies to equilibrium boundary layers, as defined by Clauser [79], where (6*/%) dP/dx is constant along the surface. Under these conditions and at large Reynolds numbers, the parameter ~t in Eq. 6.149 is independent of position.



,.,.~



i



I



~o _



I



o x = 0 5 rn x = I.Om



,.



•



x"b,,,



•



x=



I.Sm



x:2.5 m • x:3.2 m x



'~,,



• x= 3.9 m



~' ¢ ~ ~ o X



, x= 5.3 m



I 5



i



o



05



1.0



1.5



2.5



2.0



2 + IOglo(y/8)



FIGURE 6.32 Velocity decrement for an incompressible turbulent boundary layer away from the surface ("law of the wake") [83].
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Coles [84] used Eq. 6.149, with ~: = 0.41 and B = 5.0, to evaluate cl/2, 6, and ~ from a large set of equilibrium boundary layer data. In this evaluation, Coles excluded data for y+ < 50, where Eq. 6.149 does not apply, and data for values of y near the boundary layer edge, where Eq. 6.149 provides poor values of the slope du÷/dy÷. For flat plates with uniform free-stream velocities, Coles found agreement with the data when ~ = 0.62. On the other hand, if experimental skin friction data obtained at very high Reynolds numbers are used to define ~, a value of 0.55 is favored. The use of these different values of ~ produces differences of only a few percent in the skin friction and boundary layer integral parameters, such as the displacement thickness
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yl~ FIGURE 6.33 Eq. 6.149 [81].



Coles' "law of the wake" function in



The value of ~ recommended tive p r e s s u r e g r a d i e n t s is
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5* dP = 0.55 + 0.47 m ~ % dx



(6.152)



In regions of negative pressure gradients, ~ can be estimated by doubling the constant 0.47 in Eq. 6.152. The parameter ~ is influenced by low Reynolds numbers even when the boundary layer is fully turbulent. In zero-pressure-gradient flow, ~ can be represented approximately by x = 0"6(Re°Re0470) °85



(6.153)



for Re0 < 5000; ~ = 0.55 for Re0 > 5000. If Eq. 6.149 is used throughout the boundary layer to define the integral parameters, the displacement thickness becomes 5*
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fc r



(6.154)



and the shape factor is g* ( 2 + 3.179~ + 1.5 x2 cX~f/2) -1 H = --~- = 1 1+~



(6.155)



The approximations introduced in the integrations leading to these equations, that is, utilizing Eq. 6.149 throughout the sublayer and buffer layer and ignoring the nonzero value of ~gu÷/Oy÷ near the outer edge of the boundary layer, are valid at Reynolds numbers of practical interest. Equation (6.149) also leads directly to the skin friction expression 1
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For 2000 < Re0 < 50,000 and 0.55 < ~t < 2.0 and with ~ = 0.41 and B = 5.0, Eqs. 6.155 and 6.156 yield skin friction coefficients within +10 percent of the well-established Ludwieg-Tillman correlation equation [82] Cr= 0.123 2



x 10 -0"678H Re0-°268
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Given the momentum thickness at some location on a body with streamwise pressure gradients, the evaluation of the local skin friction coefficient from Eq. 6.157 requires knowledge of the shape factor H. Alternatively, the same input information can be used to evaluate both the skin friction coefficient and the shape factor by solving Eqs. 6.152-6.156 iteratively. Clauser [79] made two observations regarding turbulent boundary layer velocity profiles that have direct influence on convective heating analyses. First, he noted that the region characterized by the "law of the wall" equilibrates very quickly after it is disturbed by some external force. Thus, this region is nearly in equilibrium with its local surface boundary conditions. In contrast, the region characterized by the "law of the wake" possesses a long memory of the upstream events. Clauser also found that the eddy diffusivity in the wake region is essentially independent of the distance from the surface y and is related to the local boundary layer thickness, which reflects the growth of the boundary layer from the leading edge. The resulting expression for the eddy diffusivity in the wake region on a flat plate or a surface with an equilibrium turbulent boundary layer ((5*/xw)(dP/dx)= constant) is -~ V
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Flat Plate With Zero Pressure Gradient. 6.154 and 6.155 reduce to



With values of ~ = 0.41, B = 5.0, and R = 0.55, Eqs.
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The skin friction in the range 5000 < R0 < 50,000 can be expressed as c~= 2.44 In Re,, + 4.4



(6.161)



A convenient relationship expressed explicitly in terms of the momentum-thickness Reynolds number that agrees with Eqs. 6.160 and 6.161 within a few percent in the range 5000 < Re0 < 50,000 is given by cI _ 1 2 (2.43 In Re0, + 5.0) 2



(6.162)



This form of equation originated with von K~irm~in; however, the coefficients appearing here are slightly different because they are based on more recent data. It is often convenient to evaluate the local skin friction coefficient with the following simpie equations: cI 2
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after Blasius and Falkner [85], respectively. Equations 6.162--6.164 are compared with high-Reynolds number data [86] in Fig. 6.34. 10-2
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FIGURE 6.34 Comparison of local skin friction coefficients predicted by Eqs. 6.162-6.164 with the experimental data of Ref. 86.
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On an impervious flat plate with uniform pressure, the momentum integral equation is
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(6.165)



dx



This equation leads directly to an expression for the local length Reynolds number, Rexe =



foRe0~ dRe0e cfl2



(6.166)



If the laminar and transitional zones are short, the turbulent boundary layer can be assumed to begin at the leading edge of the plate. In this case, for surface length Reynolds number of a few million, Eq. 6.163 can be employed in Eq. 6.166 to establish the following simple relationship: cy_ 0.029__~6 2 R ~Xe -1/5



(6.167)



For length Reynolds numbers in the tens of millions, the upstream portion of the boundary layer is not significant, and Eq. 6.164 may be used in Eq. 6.166 all the way from Re0e = 0 tO yield cI_ 0.013____~1 2 R ~Xe -1/7



(6.168)



A more general equation proposed by Schultz-Grunow [83] that covers the full Reynolds number range is given by Q = 0.185 2 (log Rexe) 2-584



(6.169)



Eddy Diffusivity Models. The mean velocity data described in the previous section provide the bases for evaluating the eddy diffusivity for momentum (eddy viscosity) in heat transfer analyses of turbulent boundary layers. These analyses also require values of the turbulent Prandtl number for use with the eddy viscosity to define the eddy diffusivity of heat. The turbulent Prandtl number is usually treated as a constant that is determined from comparisons of predicted results with experimental heat transfer data. The presence of "wall" and "wake" regions in the turbulent boundary layer is reflected in the distribution of the eddy viscosity. In the outer wake region, Clauser's empirical form (Eq. 6.158), has been adopted for finite-difference boundary layer computations, although Ref. 87 suggests that the constant in Eq. 6.158 be altered to 0.0168. In analyses, however, the need for defining the wake region eddy viscosity has not been critical, largely because of the nearness of the value of the turbulent Prandtl number to unity and the use of the Crocco transformation, as demonstrated in the next section. Evaluation of the wall region eddy viscosity has been facilitated by the fact that the shear stress remains essentially constant across the wall layer. On a fiat plate with uniform free-stream conditions, the shear stress drops less than 10 percent from its wall value across the wall layer. The equation governing low-speed flow on a flat plate in the absence of a pressure gradient is U ~~9u +V
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(6.170)



If the shear is equal to the wall shear throughout the region of interest, Eq. 6.170 reduces to the Couette flow approximation
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Expressed in near-wall coordinates, u ÷ = u/u* and y÷ = u * y / v , Eq. 6.171 becomes eM D
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(6.172)



Equation 6.172 directly relates the mean velocity data to the eddy viscosity. From Eqs. 6.147 and 6.172, it is seen that the sublayer is physically identified with zero eddy viscosity or no turbulent transport. Beyond y÷ = 50, Eqs. 6.148 and 6.172 indicate EM P
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For 5 _ M 2 , am = 0.6 when M1 < M2. The graphic technique for using this figure to establish pwVw is to determine the intersection of the curves in Fig. 6.44 with a straight line drawn from the origin with slope



ilw-- ilc ( Ml lam i2~w- i2w \---~2 ] In an ablating system, the change in the enthalpy of the coolant, ilw- ilc, includes the effective heat of ablation, the heat absorbed by phase change, and the chemical processes that take place in the char, if present. In evaporating systems, ilw - i~c includes the heat of vaporization.



SurfaceRoughness.



Up to this point, the turbulent boundary layer has been assumed to form on a surface that is aerodynamically smooth, namely, a surface whose roughness elements are small compared with the thickness of the viscous sublayer. As many surfaces in practical appli-
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cations are not aerodynamically smooth, the effects of surface roughness must be accounted for in describing the hydrodynamic and thermal behavior of turbulent boundary layers Skin Friction. The earliest investigation of the effects of surface roughness was conducted by Nikuradse [127], who determined the friction factors for flow through artificially roughened pipes. The pipes were coated with various sizes of sand grains in dense arrays. Nikuradse found that the friction factor could be correlated with two parameters, Red and ks~d, where ks is the size of the sand grains. For a given roughness, the friction factor becomes independent of the Reynolds number when the latter is sufficiently large. Similar behavior is observed in a turbulent boundary layer over a rough flat plate, where Prandtl and Schlichting [128] showed that the important parameter is ks/x. The local skin friction coefficient is shown in Fig. 6.45 as a function of Re/with x/ks as a parameter. The lowest curve represents the skin friction for a smooth flat plate (Eq. 6.167). The other curves apply for rough plates with ueks/v and x/ks as parameters. The region above the dashed line is defined to be "fully rough." At a point on a moderately rough surface where x and x/ks are fixed and the Reynolds number is low, the skin friction coefficient is the same as on a smooth surface. An increase in velocity or Reynolds number causes the skin friction coefficient at that point to rise from its smooth-surface value. When the Reynolds number reaches a critical high value, the skin friction coefficient increases asymptotically to a constant value. The dashed line defines the critical Reynolds numbers, above which fully rough conditions exist. With uniform roughness and fixed unit Reynolds number, the skin friction coefficient along the plate behaves as indicated by the curves generally parallel to, but higher than, the smooth-plate curve. Schlichting [65] gives the following correlations for local and average skin friction coefficients in the fully rough regime:
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FIGURE 6.45 Variation of local skin friction coefficient along a sand-roughened flat plate [65]. (Reprinted by permission of McGraw-Hill.)



Effects of surface roughness are also evident in the boundary layer mean velocity profiles shown in Fig. 6.46. The profiles still exhibit a near-wall logarithmic behavior, but with a dependence on the roughness Reynolds number k ÷ = ksu*/v. The law of the wall for a rough surface may be written as u + = - 1I n Y+ +5.0 _ Au+ K
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~ o °°°° 70. For surfaces having a wide distribution of particle size, Au + remains nonzero even for small k ÷ based on average particle size. For this geometry, even a small number of large particles disturbs significantly the near-wall flow. For larger values of k ÷, Au+ becomes proportional to In k ÷ with the proportionality constant nearly equal to 1/~:. The law of the wall then becomes u ÷ = --1 In y + B*



25I 2(



• a ....



(6.233)



W L. Moore F.R. Homo ProndtI-Schlichting sond groin roughness Colebrook, White • 95% smooth, 5% Iorge groins O 48% smooth, 47% fine groins, 5% lorge groins o 9,5% uniform sond, 5% Iorge groins • 97.5% uniform sond, 2.,5% Iorge groins A uniform sond



....



I0



I00 k+



I000



I0,000



FIGURE 6.47 Effect of roughness size and type on universal velocity profiles in a turbulent boundary layer over a rough flat plate [130]. (Reprinted by permission of Hemisphere Publishing.)



where B* is a function of the surface geometry but independent of k + provided k + > 70. The behavior of the velocity profile (Eq. 6.233) and the constant value of the skin friction coefficient in the fully rough regime suggest that the integral parameters also attain unique values. Based on the data of Ref. 131, Kays and Crawford [74] recommend the following correlation for the skin friction coefficient on a fully rough flat plate: cI = 0.168 2 [In (864 0/ks)I:



(6.234)



where 0 is the m o m e n t u m thickness. Heat Transfer The Stanton number over a rough surface behaves similarly to the skin friction coefficient; at sufficiently high roughness Reynolds numbers k ÷, the Stanton number becomes independent of the free-stream velocity. At a given Rex or Rea, roughness causes an increase in local Stanton number over the smooth-plate value. These effects are shown in Fig. 6.48 for five values of the free-stream velocity. The geometry of the rough surface used in these experiments was the densest array of spheres of radius r as shown in Fig.
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FIGURE 6.48 Rough-surface Stanton number versus energy-thickness Reynolds number [129]. (Reprinted by permission of the authors.)



20.24 of Schlichting [65]. For a smooth plate, data for all five velocities collapse on a single correlation: St = 0 . 0 1 2 9 R e r -°'25 Pr -°'4 =



0.0153Rer-°25



for air at room temperature



(6.235)



The effect of roughness is seen as an increase in the local Stanton number with increasing Ue at a fixed value of the Reynolds number based on energy thickness Rere. The roughness Reynolds number range corresponding to the five values of Ue is also shown in Fig. 6.48. The same data plotted as St against FE/r in Fig. 6.49, however, follow a single correlation showing no dependence on Ue. The Stanton number data of Ref. 131 in the fully rough regime on the same test surface can be correlated as St = 0.00317
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in t h e r a n g e 1.5 < F/r < 10.0.
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FIGURE 6.49 Rough-surface Stanton number versus normalized energy thickness for a flat-plate boundary layer [129]. (Reprinted by permission of the authors.)
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Streamwise Curvature. Streamwise surface curvature, e.g., on a highly cambered turbine blade, has a significant effect on the local rate of convection. Convex surfaces tend to reduce convection rates from those on a flat surface experiencing boundary layers with the same thickness and edge conditions, whereas concave surfaces tend to increase convection rates In laminar boundary layers, these effects can be evaluated by transforming the cartesian coordinates of the analysis to an orthogonal set with x representing the distance along the curved surface and y locally normal to the surface. The principal change in the governing equations is that a(). 1 Oy IS replaced by 1 + y/r~



~



o



a( ) Oy '



where rc is the local streamwise radius of curvature of the surface. Here, it is assumed that the boundary layer is very thin compared with re, which is positive for a convex surface and negative for a concave one. At sufficiently small values of 8/r~, the instabilities inherent in flow over a concave surface do not generate Taylor-GOrtler vortices, and the change in convection, or skin friction, for positive or negative r~ is similar but of opposite sign. For boundary layers that are somewhat thicker, the next level of approximation requires additional terms identified with second-order boundary layer theory; see Ref. 132, where it is shown that the skin friction coefficient for a laminar boundary layer on a curved surface is related to its flat-plate counterpart by cf C/flat plate
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(6.237)
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When Taylor-Grrtler vortices develop, the boundary layer on a concave surface possesses an additional mixing mechanism and is capable of transferring heat and momentum at a greater rate than suggested by Eq. 6.237. The early heat transfer experiments by Thomann [133] demonstrated that a turbulent boundary layer behaves qualitatively the same as a laminar boundary layer, but that the magnitude of the curvature effect is about an order of magnitude greater. Bradshaw's careful review [134] of this topic identified the relatively large effect of the streamwise curvature in a turbulent boundary layer as not due to the geometric effects on the mean motion but due to extra rates of strain on the turbulence production. In this view, as the surface curvature changes, the local turbulence and mean motion are out of equilibrium, which implies a breakdown of the eddy viscosity concept. Others [135, 136] have retained the eddy viscosity approach by modifying it empirically to alter its magnitude--a new mixing length formmand allowing for nonequilibrium of the mean motion and the turbulence through an empirical lag equation. This approach employs finite difference calculations of the boundary layer equations in partial differential form. It has been shown [137] that finite difference computations of the mean conservation equations that utilize the transport equations for the components of Reynolds stress lead to solutions for skin friction that represent curvature effects without model modifications but merely through geometric changes appropriate to thin layers. Free-Stream Turbulence a n d Unsteadiness. It was shown in Fig. 6.27 that the free-stream turbulence level significantly affects local and overall heat transfer from single cylinders in cross flow. This is caused primarily by early transition of the laminar boundary layer on the forward portion of the cylinder and subsequently by delayed separation of the turbulent boundary layer from the surface of the cylinder. Free-stream turbulence and unsteadiness also affect, to varying degrees, the heat transfer behavior of a turbulent boundary layer in the absence of transition-point shift and separation. A summary of the available experimental data on the effects of free-stream turbulence on heat transfer was presented by Kestin [138]. The experiments of Refs. 139-141 showed that for free-stream turbulence intensities ranging from 0.75 percent to about 4 percent, the skin friction and heat transfer coefficients at a fixed Rex remained practically unchanged. A later study by Hancock [142] revealed a significant dependence of the boundary layer momentum thickness on the free-stream turbulence level. Consequently, significant effects were observed when skin friction data were compared at the same momentum-thickness
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Reynolds number Re0. The correlated data are shown in Fig. 6.50, where the increase in the skin friction is plotted versus a parameter that accounts for both the intensity and the scale of the free-stream turbulence. The effect of free-stream turbulence is primarily in the outer region of the boundary layer, where the law of the wake is modified, and, hence, the boundary layer integral thicknesses are modified. I
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FIGURE 6.50 Effect of free-stream turbulence on skin friction for a fiat-plate turbulent boundary layer [142]. (All details about different data points are given in Ref. 142.) (Reprinted by permission of the author~)



The problem of turbulent boundary layers with an oscillatory free stream has received considerable attention recently. Such flows are encountered with turbine blades, reciprocating cylinder walls, and helicopter rotor blades. The experiments of Refs. 143-146 have shown that even at amplitudes as large as 40 percent of the mean and frequencies ranging from quasi-steady to twice the bursting frequency, approximately ~ u/6, the mean velocity and turbulence intensity profiles in the boundary layer remain unaffected and are indeed the same as those measured with free-stream velocity distributions held steady at the mean value. This shows that there is apparently no energy transfer between the imposed organized oscillations and the random turbulent fluctuations in the boundary layer. This being the case, the behavior of unsteady turbulent boundary layers can be predicted satisfactorily using turbulence models developed for steady flows [145].



TRANSITIONAL BOUNDARY LAYERS Transitional Boundary Layers for Uniform Free-Stream Velocity Because the transition zone from a laminar to a turbulent boundary layer often covers a major portion of the exposed surface of a body, it is necessary to be able to predict the rapidly



FORCEDCONVECTION, EXTERNAL FLOWS 6.73 changing convection rate in this zone. The position of the onset of turbulence and the extent of the transition zone for a specific configuration depend on many factors such as the scale and spectral content of the free-stream turbulence and sound field, the free stream Mach number, and the surface characteristics of smoothness, waviness, temperature, compliance, and mass transfer. To date, there is no universal correlation of these factors that will permit the prediction of the position and extent of the transition zone. What is presented here is a technique for predicting transitional boundary layer convection on a plate, given the position of the transition region. If the transition zone is not well known, one design approach is to arbitrarily assign a series of positions of the onset of turbulence and to set the length of the transition zone equal to the length of the fully laminar boundary layer. The sensitivity of the final design to changes in the position of transition must be determined; a high degree of sensitivity suggests the need for careful experimentation with prototype models. The contents of this section are an extension of the work of Ref. 147 to include the effects of variable fluid properties. The ideas employed are based on the observations of Ref. 148 that on a flat plate the distribution of 13, the fraction of time a surface point is covered by a fully turbulent boundary layer, is closely approximated by a Gaussian integral curve throughout the transition zone, i.e.,
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where ~ is the standard deviation of the transition location about its mean ~t, and P(st) is the probability that transition initiates between st and st + dst:
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Use of Eq. 6.239 requires that the transition take place sufficiently downstream so that the boundary layer is fully laminar at all times near the leading edge (st > 2~). If the term q';t(x, s,) is defined as the heat flux at point x in a turbulent boundary layer with instantaneous transition from laminar to turbulent flow at st, and q'~t(x) is defined as the heat flux at point x with a laminar boundary layer beginning at the leading edge, the heat flux caused by the intermittency of turbulence in the transition zone is then ,,
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qw(X) = [1 - ~(x)]qwl(X) + 30 (st)qwt(X, st) .~



(6.240)



The first term is the product of the laminar heat flux and the fraction of time the boundary layer is laminar at x. The second term accounts for both the fraction of time the boundary layer is turbulent and the effect of the moving transition location. The term q",(x, st) is sufficiently complex mathematically that Eq. 6.240 is normally solved by numerical integration. If it is assumed that the energy thickness remains unchanged as the laminar boundary layer changes instantaneously into a turbulent boundary layer, then
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The form of Eq. 6.241 applies for Re/, < 4 x 10 6, where the Blasius skin friction equation (Eq. 6.16) is reasonably accurate and 2 S t / Q = P r -2/3 a n d P r -°4 for laminar and turbulent flow, respectively. It also uses the laminar reference enthalpy approach to define l.t'p'/~ePe (see the section on uniform free-stream conditions) and uses the turbulent boundary layer transfor-
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mations Fc and FRO, which are assumed insensitive to Reynolds number variations (see the section on ideal gases at high temperature). Thus, given Mae, Te, Tw, -st, G, Eq. 6.240 provides the distribution of heat flux in the prescribed transition zone by techniques consistent with those for the fully laminar and fully turbulent boundary layers given previously.



COMPLEX CONFIGURATIONS The material presented earlier was confined to steady-state flows over simply shaped bodies such as flat plates, with and without pressure gradients in the streamwise direction, or stagnation regions on blunt bodies. The simplicity of these flow configurations allows reduction of the problems to the solution of steady-state ordinary differential equations. The evaluation of convective heat transfer to more complex three-dimensional configurations, characteristic of real aerodynamic vehicles, involves the solution of partial differential equations. Even when the latter are confined to steady-state problems, they require extensive use of computers in the solution of finite difference or finite element formulations. Nonsteady flows further complicate the problems by introducing another dimension, namely, time. Recent years have shown considerable progress in the development of methods for solving these more complex problems. Larger and faster computers have become more accessible and solution algorithms are more efficient. Complex flow fields undergoing chemical reactions between many species are being performed routinely. For simpler configurations, time-dependent calculations of the dynamic behavior of chaotic turbulent flows have been performed to provide numerical experiments with much more detail than can be provided by physical experiments. With regard to accuracy, laminar flows can be solved accurately provided care is given to specifying a computational mesh that can resolve shock waves and/or the regions very near surfaces. The introduction of surface mass transfer or nonuniform streamwise surface temperatures is straightforward. With transitional or turbulent boundary layers, however, the state of the art is less satisfactory. A truly predictive method of computing the flow over practical three-dimensional shapes, where the laminar, transitional, and turbulent boundary portions of the flow have been computed in a time-dependent manner and with mesh spacing that resolves all the significant eddies, is not currently available and is likely to be too expensive for general engineering use far into the foreseeable future. Practical mainstream studies of turbulent flows have been confined to steady-state computations dealing only with mean motions. Experimental guidance has been used to define the transition regions and the turbulent regions have been computed with a hierarchy of turbulence models ranging from the simple algebraic eddy viscosity models presented here to second-order models where the concept of the eddy viscosity can be dropped and the Reynolds stresses themselves are evaluated with field equations. Second-order turbulence models depend on partial differential equations describing measures of the turbulence, i.e., the kinetic energy, the dissipation rate, and/or the individual Reynolds stresses. Thus the number of field equations defining a flow field is increased significantly. Two-equation models that define the eddy viscosity in terms of the turbulence kinetic energy and the dissipation rate (or a dissipation rate per unit kinetic energy) add two partial differential equations to the system and represent a 20 to 40 percent increase in computer storage needs; in addition, these models often reduce convergence rates because of their stiffness. Reynolds stress computations more than double computational costs for similar reasons. Despite their complexity and cost, the second-order models become advantageous for flows involving steep pressure gradients, separated boundary layers, or surface curvature. The models also often lack universality, working very well for one or more flows but then failing when applied to some other type of flow. As a consequence, codes with particular turbulence models must be verified by comparing their results with data from physical or numerical experiments for similar flow fields. Only when an algorithm, a mesh field, and a
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turbulence model have been verified for a particular shape and set of flow conditions can the technique be applied with confidence to other generally similar configurations and freestream flow conditions. In their early stages of development, these codes should be applied to flat plates and stagnation regions and compared to the time-tested methods shown in the previous sections as a first step in the code verification process. Also, because computations with these codes are costly, they are used sparingly. For example, in the computation of the total heat transferred to a body on a trajectory, standard practice is to employ these codes at specific, but widely separated, intervals and then to interpolate for the times between these solutions with guidance for the influence of various parameters from formulas such as those presented earlier.
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Ch Cmi



constant, Eqs. 6.119, 6.142, and 6.201 coefficient, Eq. 6.132, Table 6.5 van Driest wall damping parameter, Eq. 6.178 coefficient, Eq. 6.124 constant in reference enthalpy method exponent, Eq. 6.122, Table 6.3 molecular weight ratio exponent, Fig. 6.44 constant, Eq. 6.142 function, Eq. 6.201, Fig. 6.39 coefficient, Eq. 6.132, Table 6.5 coefficient in law of the wall, Eq. 6.148 surface geometry function, Eq. 6.233 blowing function, Eq. 6.218 blowing function, Eq. 6.225 blowing function, compressible flow, Eq. 6.140 exponent in viscosity law for liquids coefficient, Eq. 6.124 constant in reference enthalpy equation blowing function, Eq. 6.220 constant value of Cr, Eq. 6.43 normalized viscosity-density product referred to boundary layer edge conditions Chapman-Rubesin constant, Eq. 6.53 normalized viscosity-density product referred to conditions at r, Eq. 6.39 constant in reference enthalpy equation local skin friction coefficient average skin friction coefficient local skin friction coefficient in terms of wall properties, Eq. 6.105 coefficient, Eqs. 6.143 and 6.144 mass transfer coefficient for species i
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specific heat at constant pressure: J/(kg.K), Btu/(lbm'°F) specific heat at constant volume: J/(kg.K), Btu/(lbm-°F) cross flow forced convection coefficient, Table 6.7 diffusion coefficient: m2/s, ft2/s binary diffusion coefficient: m2/s, ftE/s body or tube diameter: m, ft exponent in power-law velocity profile, Table 6.4 wind tunnel diameter or height: m, ft coefficient for turbulent boundary layer, Eq. 6.175 Eckert number, V2/2i dimensionless boundary layer stream function, Eq. 6.41 turbulent boundary layer transformation function, ?s/cl, Table 6.8 turbulent boundary layer transformation function, Rexe/Rexe, Eq. 6.209 turbulent boundary layer transformation function, Re0e/Re0e, Table 6.8 function, Table 6.6: (W/m2)[m/(N.m2)] in, [Btu/(s.ft2)](ft/atm) la, Eq. 6.134 Blasius stream function, Eq. 6.12 denotes function of x form factor in two-dimensional flow, 8*/0 local heat transfer coefficient: W/(m2.K), Btu/(h.ft2.°F) average heat transfer coefficient for row of tubes: W/(m2.K), Btu/(h-ft 2.°F) average heat transfer coefficient for infinite array of tubes: W/(mE.K), Btu/(h.ft 2-°F) total enthalpy per unit mass: J/kg, Btu/lbm, I = i + (u 2 + v 2 + w2)/2 normalized total enthalpy, Eq. 6.39 normalized total enthalpy, Eq. 6.45 enthalpy per unit mass: J/kg, Btu/lbm diffusion flux: kg/(m2.s), lbm/(ftE.s) mass concentration of species i thermal conductivity: W/(m.K), Btu/(s.ft.°R) roughness Reynolds number, wall layer coordinates index, Eq. 6.76 roughness size: m, ft length of porous section in film cooling: m, ft reference length, e.g., Eq. 6.76 and Eq. 6.89: m, ft free-stream turbulence length scale, Fig. 6.50: m, ft Lewis number, pSOcp/k, or ~o/~i~ mixing length: m, ft normalized mixing length, lu*/v molecular weight: kg/kmol, lbm/lbm-mol mean molecular weight of coolant: kg/kmol, lbm/lbm-mol Mach number exponent, Eq. 6.119 constant, Eq. 6.142
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Nusselt number, St ReL Pr



Nu



mean or average Nusselt number, St Ret Pr number of species constant, Eq. 6.142 Deissler empirical constant exponent, Table 6.7 pressure: N/m E, lbf/ft 2 (atm)



n n* nD nl



P



P( ) Pr PrF PrM Prr Pr, q,,



probability function of transition, Eq. 6.239 Prandtl number, ktcp/k, single gas or liquid frozen Prandtl number, gas properties weighted over all species present effective Prandtl number, Eq. 6.182 Prandtl number based on total properties for gas in chemical equilibrium turbulent Prandtl number, eM/e, heat flux: W/m E, Btu/(s.ft 2)



q"



average heat flux (over space): W/m E, Btu/(s-ft 2)



R



enthalpy profile function, Eq. 6.195 universal gas constant: mE/(s2.K) or J.kmol-l.K -1, ft2/(s 2-°R)



R



Reynolds number based on diameter d effective Reynolds number, Eq. 6.202 Reynolds number based on length L; L = x, 0, 5*, 5, or F ReL r radius of spherical roughness: m, ft r dimensionless temperature variable, Eq. 6.28 r(O) recovery factor streamwise radius of curvature: m, ft rc !,. nose radius: m, ft S enthalpy profile function, Eq. 6.181 St local Stanton number, h/pcpUe St average Stanton number, h/pcpue St (x, s) local Stanton number on a plate with a temperature jump at x - s S distance to location of surface temperature discontinuity: m, ft Sj downstream of surface temperature jump: m, ft sj upstream of surface temperature jump: m, ft distance from leading edge to transition from laminar to turbulent flow: m, ft St T temperature: K, °R constant in viscosity law for liquids: K, °R Tc T~ Sutherland constant: K Tu intensity of turbulence, U'/Ve porous section temperature Tw~ t time: s normalized local enthalpy, Eq. 6.91 t+ normalized temperature parameter, Eq. 6.184 normalized free-stream enthalpy, Eq. 6.93 ~e Red
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U. U U U* U+ AU + U Ue t Ue Ui



V. 1;



v~ W W W X X



Xeff Xi Xt X+



Yo(rl) Y y+



normalized free-stream enthalpy, Eq. 6.92 velocity component normal to leading edge of yawed cylinder, Fig. 6.18 normalized free-stream velocity: V../(10,000 ft/s), V~./(3048 m/s) velocity component in x direction: m/s, ft/s friction velocity, V~w/p: m/s, ft/s normalized velocity, u/u* shift in normalized velocity due to roughness internal energy per unit mass: J/kg, Btu/lbm free-stream velocity component in the x direction: m/s, ft/s free-stream RMS fluctuation of velocity: m/s, ft/s velocity component in the xi direction: m/s, ft/s free-stream velocity: m/s, ft/s velocity component in the y direction: m/s, ft/s velocity component in the y direction at surface normalized by u* velocity component in the z direction: m/s, ft/s normalized cross flow velocity, Eq. 6.90 Coles wake function, Fig. 6.33 rectangular coordinate: m, ft dimensionless tube spacing in the free-stream direction effective distance, laminar flow, Eq. 6.110 generalized orthogonal coordinate: m, ft dimensionless tube spacing normal to the free-stream direction normalized Xl distance, Eq. 6.187 dimensionless temperature function, Eq. 6.19 rectangular coordinate, normal to surface: m, ft normalized distance from wall, u*y/v



Greek Symbols



m



F F Au +



6r E qED i



van Driest function, Table 6.8 fraction of time a surface point is covered by a fully turbulent boundary layer, Eq. 6.238; van Driest function, Table 6.8 Prandtl number function, Eq. 6.191 pressure gradient parameter, Eq. 6.94 normalized temperature parameter, Eq. 6.200 function, Eq. 6.192 energy thickness, Eq. 6.228b: m, ft roughness effect on velocity profile boundary layer thickness: m, ft; or incremental value displacement thickness, two-dimensional flow, Eq. 6.150: m, ft thermal boundary layer thickness: m, ft sum of molecular kinematic and eddy viscosities turbulent eddy diffusivity for species i: m2/s, ft2/s
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thermal eddy diffusivity: m2/s, ft2/s normalized thermal eddy diffusivity, Eq. 6.187 momentum eddy diffusivity; momentum eddy diffusivity in the x direction: m2/s, ft2/s normalized momentum eddy diffusivity, Eq. 6.187 transformed boundary layer variable, Eqs. 6.11, 6.36 and 6.89 function, Eq. 6.89 transformed boundary layer variable, Eqs. 6.11, 6.36, and 6.89 modified transformed boundary layer variable, Eq. 6.43 thermal boundary layer thickness parameter, Figs. 6.2 and 6.3 momentum thickness, two-dimensional flow, Eq. 6.151: m, ft cone angle: tad, deg ratio of Sutherland constant to edge temperature von K~irmfin mixing length constant, Eq. 6.148 sweepback angle: rad, deg dynamic viscosity: kg/(m.s), lbm/(ft's) kinematic viscosity: m:/s, ft2/s parameter in Coles wake velocity distribution, Eq. 6.149 density: kg/m 3, lbm/ft 3 standard deviation of transition location about its mean shear stress between fluid layers: N/m 2, lbf/ft 2 shear stress at wall: N/m 2, lbf/ft 2 stream function: m2/s, ft2/s, Eq. 6.10
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adiabatic wall conditions initial coolant condition in reservoir diameter evaluated at the boundary layer edge effective value frozen properties component i of a mixture constant-property case defining orthogonal direction, Eq. 6.104 component y of a mixture laminar reference condition stagnation point on body total properties turbulent wall zero mass transfer
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INTRODUCTION The field of radiative transfer is undergoing major advances in the capability to analyze complex problems. A well-developed theoretical base exists that can be applied to the solution of most (but not all) engineering problems. Major increases in computational speed and capacity have opened the way to solutions of problems that include complex geometries, spectral effects, and inhomogeneous properties. The need for such a capability is driven by applications that include high-temperature manufacturing processes and materials processing, improved efficiency, and more accurate design methods necessary for energy conversion devices, the use of new materials, hypersonic flow analysis, and others. Some areas of radiative transfer analysis that had seen sparse research for some time have undergone a renaissance. This is true for radiative transfer among surfaces with no participating medium. The need to provide fast and accurate computer visualization for use in data depiction, virtual reality, real-time animation, and other areas requiring accurate modeling of radiative transfer has revived research on surface radiative transfer algorithms. These same needs have brought forth new research on surface property measurement and modeling so that accurate spectral and directional effects can be included in computer visualization. Other areas of radiative transfer have been driven by increased capability of analysis due to the great strides in computer capability. Just a few years ago, two-dimensional problems of radiative transfer in enclosures with a participating medium were at the edge of computational capability. Now, these are routine, and many three-dimensional cases have been analyzed. Because of the need in applications such as utility steam generator design to analyze three-dimensional geometries with up to tens of thousands of surface and volume computational elements, much research is now focused on further increases in computational speed. Massively parallel computers may well provide the required computational capability for such problems. In this chapter, we present the fundamentals of radiative transfer analysis. We begin with a review of the properties of the ideal radiating body, the blackbody, by describing radiative exchange among ideal (black) surfaces and then extending the analysis to surfaces with real radiative properties. We further extend the analysis to the case of a medium between the bounding surfaces that can absorb, emit, and scatter radiation. We provide information on the radiative properties of such participating media and conclude with a discussion of methods 7.1
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CHAPTER SEVEN for treating combined-mode heat transfer problems in which radiative transfer is important. We present the bounds of applicability of the theory based on current state-of-the-art and available data. Additional information can be found in the recent texts by Siegel and Howell [1], Brewster [2], and Modest [3].



Radiation Intensity and Flux Any substance at a finite temperature emits electromagnetic energy in discrete energy quanta called photons. The energy of each photon is equal to hv = hc/~,, where h is the Planck constant, c is the speed of light, and v and ~, are the frequency and wavelength of the emitted energy, respectively. As it will be outlined below, with decreasing wavelength, or increasing frequency, the energy associated with photons increases. Thermal radiation is associated with a temperature range of approximately 30 to 30,000 K and wavelength range of 0.1 to 100 ~tm. For most practical purposes, however, we are interested in a wavelength range of 0.4 (near-UV) to about 15 ~tm (near-IR). The photons whose energies correspond to this wavelength/temperature range are capable of changing the discrete vibrational, rotational, and electronic energy states of atoms and molecules of the material on which they are incident, and this, in turn, changes the internal energy and the corresponding temperature of the material. As a result of this, energy is transferred from a hot object to a colder one via thermal radiation as opposed to transfer by phonons when the objects are in contact. Radiative heat transfer from one small volume or surface element to another is determined by accounting for the energies of photons of all wavelengths, emitted in all directions over a certain time interval. Depending on the location of each element and its orientation with respect to others, the amount of radiant energy exchange between elements will vary. In order to determine the contribution of each element to the radiation balance, we introduce a fundamental and mathematically convenient quantity termed radiation intensity. By definition, the fractional radiant energy de~ propagating through (or originating from) an infinitesimally small area dAn in the direction ~(0, ~), confined within an infinitesimally small solid angle df~ around fi(0, ~), within a wavelength interval d~, around the wavelength of ~,, and within a time interval of dt is called the radiation intensity: I~(~) = I~(0, ~)=
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X FIGURE 7.1 Definition of radiative intensity.
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(7.1)



The direction of propagation ~ is defined in spherical coordinates in terms of the zenith angle 0 and azimuthal angle ¢~ (see Fig. 7.1). dAn is the area normal to the direction of propagation t5 and is equal to dA cos 0, with 0 being the zenith angle (i.e., the angle between the surface normal h and ~). The solid angle is defined as the ratio of infinitesimal area normal to ~, to the square of the distance between two infinitesimal surface elements exchanging radiation (see Fig. 7.2). Note that radiation intensity may vary as a function of location ~= ?(x, y, z), direction ~ =~(0, ¢), time t, and wavelength ~,; therefore, it is a function of seven independent parameters. For most calculations of interest, the transient nature of radiation intensity is not critical. Recently, however, with the advances in femto- and picosecond pulsed lasers, the transient radiative transfer applications have started becoming important (see, e.g., Ref. 4); nevertheless, we will not cover these advances in this chapter.
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For heat transfer predictions, the radiative heat flux through a surface (with normal h) is required, which is determined by integrating the radiation intensity incident from all directions (i.e., 4n steradians) as



~(?): I,



= sinSdOd~



x Definition of solid angle.
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i~(?,h)h. h d~



(7.2)



= 4~



where h is the unit vector normal to the surface (see Fig. 7.1). Note that by replacing t5 with h. h, which is equivalent to the direction cosine for a given surface, the flux across the surface is obtained. Radiative flux on an opaque (i.e., nontransmitting) surface element is obtained by evaluating the integral over a single hemisphere (i.e., f~ = 2rt steradians). The total radiative flux is determined by integrating ~ ( ? ) over the entire wavelength spectrum.



Blackbody Radiation The blackbody is the standard against which the behavior of all real radiating materials is gauged. It has well-defined characteristics that are firmly based in theory and experiment. Here, these characteristics will be outlined, as understanding them is paramount to conceptualizing the radiative transfer phenomenon.



General Definitions and Characteristics.



The most important attributes of a blackbody can



be listed as: • A blackbody is defined as a surface or volume that absorbs all incident radiation. This includes radiation at every wavelength and from every direction. • The blackbody is the best possible emitter of radiation at every wavelength and in every direction. • Radiation emitted by a blackbody increases monotonically at every wavelength with absolute temperature. • Radiation within an isothermal enclosure with blackbody boundaries is isotropic; that is, uniform in all directions. With such qualities, the blackbody is seen to be a convenient standard for comparing the properties of real materials. All real materials will reflect some incident radiant energy and are thus not perfect absorbers. Because they do not absorb as much as the ideal blackbody, they must emit less than an ideal blackbody to remain in thermal equilibrium with their surroundings. A real surface thus emits less than the blackbody (again, at every wavelength and in every direction). It is possible to construct a nearly ideal blackbody by the artifice of defining the surface over the small entrance to a deep cavity as the blackbody. Little of the radiation crossing this fictitious "black" surface reflects back through the cavity opening, especially if the internal cavity surfaces are made as nonreflecting as possible and are oriented so as not to face the cavity opening directly. If the interior cavity surfaces are maintained at a uniform constant temperature and the cavity opening is small, then the radiation within the cavity is isotropic and the energy leaving the cavity opening will be quite close to that of a blackbody at the cavity temperature. These observations are the basis for producing experimental blackbodies used in making comparisons of radiation from real material surfaces for property measurements. To analyze radiative heat transfer, quantitative measures of the blackbody characteristics described in this section must be provided.
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CHAPTERSEVEN Blackbody Intensity, Emissive Power. It can be shown that the intensity leaving a black surface is independent of 0 and ¢; that is, the blackbody emitted intensity is isotropic [1]. This fact provides another convenient benchmark for comparing the behavior of real surfaces. For a blackbody, the spectral intensity is given by the Planck distribution of blackbody intensity [5]: 2C1 I~b = n2~5(eC~l,~r_ 1)



(7.3)



where T is the absolute temperature (in K) and C~ and C2 are constants with values



C~ = hc:o = 0.59552 • 108 W ~tm4/m2 C2 = hco/k = 14,388 lamK with



(7.4)



h = 6.626075 • 10-34 Js (Planck constant)



(7.5)



k = 1.380658 • 10-23 J/K (Boltzmann constant)



(7.6)



Co = 2.99792458.108 m/s (speed of light in vacuum)



(7.7)



and n is the index of refraction of the medium. To determine the energy leaving a black surface in all directions, l~b is integrated over the hemisphere of solid angles df~ = sin 0 dO de to give the spectral emissive power of a blackbody exb: 2/1;C1 1) =rtI~ e~b = fo~=o f;'~ =o l~b COS 0 sin 0 dO d~ = n2~5(eC2/,~r_



(7.8)



Figure 7.3 depicts the blackbody function for different temperatures, including the solar temperature of 5762 K. Equation 7.8 can be simplified by dividing by n3T 5 to give e~b _ 2rtC1 n3T 5 (n~,T)5(e c2/"~r- 1)



(7.9)



This relation is plotted in Fig. 7.4. 1 08
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FIGURE 7.3 The Planck distribution of blackbody emissive power.
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n~,T (ILU'n-K) FIGURE 7.4 Normalized and fractional blackbody emission distributions.



Note that, with decreasing temperature, the area under the curve (i.e., the total energy emitted by the blackbody) decreases. The maximum value of the curve shown in Fig. 7.4 can be found mathematically by taking the partial derivative of Eq. 7.9 with respect to wavelength and setting the result equal to zero. The maximum of the curve occurs at a fixed value of C3 = (n~][")max



-- 2897.8



~tmK



(7.10)



This relation is known as Wien's displacement law, and it provides a convenient means of determining where the wavelength of peak radiated energy occurs for a given temperature. For example, the solar radiation spectrum has a peak at about ~ = 0.5 lam, as Tsun = 5762 K. On the other hand, an object at room temperature (Troom = 300 K) would emit maximum energy at about X = 10 l,tm. It is obvious that, as absolute temperature increases, the wavelength at which the maximum emissive power occurs becomes smaller. Values of e~/n3T 5 are tabulated in many sources (usually for n = 1; see Refs. 1, 2, 3, and 6) and easily computed from Eq. 7.9. If exp(C2/n~,T) >> 1, the Planck blackbody distribution can be simplified to 2/~C1



e~b ----~n2~5 e-C2/"~T



(7.11)



This expression, known as Wien's distribution of blackbody radiation, is accurate over a wide range of wavelengths and temperatures. Equation 7.9 can be integrated with respect to wavelength to obtain the total blackbody emissive power (i.e., the rate of energy emitted by a blackbody into all directions at all wavelengths):



eb = f:--o exb d~, = n2(yT 4



(7.12)



Equation 7.12 is known as the Stefan-Boltzmann equation, and 0 is the Stefan-Boltzmann constant, which has the value



0 = 2C1~5/15C4= 2~5k4/(15h3c 2) = 5.6705" 10-s W/(m2K 4)



(7.13)
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CHAPTERSEVEN The value of ~ calculated from the accepted values of Planck's constant h, the Boltzmann constant k, and the speed of light in a vacuum Co agrees with experimentally determined values within experimental error of 1.4 parts in 10 4 [7]. Equation 7.12 shows that the rate of energy emitted by a blackbody increases in proportion to the absolute temperature to the fourth power, so that radiation will generally be the dominating heat transfer mode at high absolute temperatures. For many practical applications, the blackbody emission is needed within finite, relatively narrow wavelength intervals, rather than the entire spectrum. To calculate the blackbody energy between wavelengths ~1 and k2, we write
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C1 f~2 n2T4 ~3d ~



(7.14)



C1 [fo~2n2T4 e~3d~ fo~,n2T l 4 e~3d~ ] ~- 1 ~- 1
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e~ d~ = C---~2 ~1



e~ - 1



C4



= (Fo_,~zr- Fo_,~,r)Eo(T)



(7.16)



where ~ = C2/n)~T. Here, F0-,~r is the fraction of the energy in the blackbody distribution that lies below some given n;~T value and is called the fractional blackbody function of the first kind. This fraction is defined as ( e ~ / r ') d(~.r) F0-,~r =



e~ d;~ =



fo~(e~/TS)d(~.T)



(7.17)
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where the F fraction can be evaluated numerically and is listed in most textbooks. An analytical formulation for this integral was suggested [8], resulting in 15~[~(
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This relation converges very quickly, usually within three terms of the series except at very large values of ~. Figure 7.4 also depicts the fractional blackbody function versus n~T product.



Nonblack Surfaces and Materials No real materials act as blackbodies, so measures of their deviation from blackbody behavior are used to define the spectral, directional, and temperature dependence of real surfaces relative to those of a blackbody. The notation used is to denote a spectrally dependent property with a ~, subscript as before, and to denote a directionally dependent property with a prime ('). These symbols are omitted when the property in question has been averaged over one or both of the dependencies



Emissivity.



The ability of a surface to emit radiation in comparison with the ideal emission by a blackbody is defined as the emissivity of the surface. The emissivity can be defined on a spectral, directional, or total basis.



Directional Spectral Emissivity* ' * The prime denotesthe directionalquantity. Note that the radiation intensityI is directionalby definition.



(7.19)
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Figure 7.5 depicts the angular distribution of I~b and Ix schematically for an ideal blackbody and a typical real surface. Note that only the azimuthal angle (0) dependence is shown for the sake of clarity. Integrating the emitted energy over all wavelengths at a particular direction results in the directional total emissivity.
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Directional Total Emissivity I e' FIGURE 7.5 Schematic of angular intensity distributions leaving an ideal blackbody (Ixb)and a real surface (I~).
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Integrating the energy emitted over all directions at a particular wavelength gives hemispherical-spectral emissivity.



Hemispherical-Spectral Emissivity eX- ex -- l~2'~fov2 e~. COS 0 sin 0 dO d~ ekb ~ =0 =o



(7.21)



Integrating the emitted energy over both wavelength and direction and comparing with the similar integrated quantity for a blackbody yields hemispherical total emissivity.
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The various integrated emissivities allow calculation using data for the detailed emissivities.



Absorptivity.



The absorptivity is the property that defines the fraction of the incident energy that is absorbed by a surface. This property may also be dependent upon the direction and wavelength of the incident radiation. These properties will usually depend on the temperature of the absorbing surface (Ts); however, notation to indicate this fact is omitted.



Directional Spectral Absorptivity d3qx'a d3q~a ¢x'~- d 3qx,i Ix,i cos 0 dO



(7.23) dk



where the superscript 3 indicates that the flux q is a dependent function of three variables: wavelength ~,, direction (0, ~), and location r(x, y, z). Integrating the absorbed energy over all wavelengths at a particular direction of incidence results in directional total absorptivity.



Directional Total Absorptivity tz' -
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By integrating Eq. 7.23 over all incident directions, the energy absorbed from all directions at a particular wavelength is obtained as hemispherical-spectral absorptivity.
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Hemispherical-Spectral Absorptivity d2qLa
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(7.25)



d2qx,if,2'~fev2 =0



/~,~ cos e sin e de dO =0



Finally, integrating the absorbed energy over both wavelength and direction and comparing with the integrated incident energy gives hemispherical total absorptivity.
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Kirchhoff's Law.



Through an energy balance at thermodynamic equilibrium, it can be shown that the directional-spectral emissivity is always equal to the directional-spectral absorptivity of a surface, or ' = E~.' (XZ.



(7.27)



This relation is known as Kirchhoff's law. Equation 7.27 may be substituted into the various relationships for the integrated emissivity or absorptivity. However, it does not follow that such quantities as directional total, hemispherical-spectral, or hemispherical total emissivity and absorptivity are necessarily equal. In fact, the integrated properties are only equal if certain restrictions are met. These are given in Table 7.1. TABLE 7.1



Requirements for Application of Kirchhofrs Law



Relation



Restrictions



I: o~ = ~{ II: o~x= ¢x



None Incident radiation has equal intensity from all angles, or cx;.= G. are independent of angle Incident radiation has a spectral distribution proportional to that of a blackbody at the temperature of the surface, or o~ = e~.are independent of wavelength One restriction each from II and III above



III: (z' = ~'



IV: a = e



Reflectivity.



Reflectivity is the property of a surface that defines the fraction of incident energy that is reflected by the surface. This property depends not only on the wavelength and directional characteristics, but it must also describe the directional distribution of the reflected radiation. It therefore has more independent variables than the properties discussed so far. Integrated properties are defined by integration over incident angle, reflected angle, wavelength, and combinations of these. Many of the reflectivities are rarely used in practice; the most useful ones are defined here. Note that the same notation is used as for absorptivity and emissivity, except that a double prime indicates a reflectivity that depends on both direction of incidence and direction of reflection. The most fundamental reflectivity defines the intensity reflected into a particular direction resulting from energy incident from a given direction. At a particular wavelength, this is as follows.



Bidirectional Spectral Reflectivity P7 = IL i COS
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where double prime (") indicates the directional nature of both incident and reflected radiant energy. Integrating P'~ over all angles of reflection gives:
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Because of the reciprocity of the bidirectional reflectivity P'~, the hemispherical-directional spectral reflectivity for isotropic incident intensity P~r is equal to the directionalhemispherical reflectivity p'~. Here, a single prime (') is used to denote the directional nature of incident radiation. The fraction of the incident energy from all directions that is reflected into all directions at a particular wavelength is written as hemispherical spectral reflectivity.
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By integrating over all wavelengths, the reflectivities defined above become total values and are given as follows.



Bidirectional Total Reflectivity
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Directional-Hemispherical Total Reflectivity
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f; = 0 lz.i d~, Hemispherical Total Reflectivity
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Relations among Surface Properties.



Because incident energy onto an opaque surface is either reflected or absorbed by the surface, it follows that one unit of radiant energy incident on an opaque surface at a given wavelength and from a given direction will have a fraction absorbed and the remainder reflected, or 1 = tx~ + p'~



(7.34)



Similarly, for radiation at all wavelengths, it follows that 1 = o( + P'



(7.35)
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Total radiation onto a surface at all wavelengths and from all directions follows a similar conservation relation, 1 = (x + p



(7.36)



Kirchhoff's law (Eq. 7.27) may be used to replace the absorptivity in these relations with emissivity if the restrictions of Table 7.1 are observed. Thus, data on one of the radiative properties can often be used to generate the others, although care must be used to avoid violating the restrictions of Table 7.1. If the surface is not opaque but semitransparent, then Eqs. 7.34-7.36 need to include transmissivity x and be replaced by the following equations: 1 = (x~' + p~ + x '



1 = oc' + p' + x' 1 = (x + p + x



(7.37) (7.38) (7.39)



where x~., x', and x are defined similar to the corresponding oc equations (see Eqs. 7.23, 7.24, and 7.25). Values f o r Surface Properties. In solving radiative transfer problems involving surfaces, property values must be available. Radiative surface properties given in the literature show wide variations, because the values are altered greatly by the presence of surface contaminants (oxidation, fingerprints, etc.), the presence of surface texture or roughness (machining marks, grain structure), and tailored surface characteristics such as coatings, films, or geometric structures specifically designed to affect spectral or directional characteristics. Thus, tabulated values serve at best as rough guidelines to the properties of engineering surfaces. Tabulated property values for selected substances are given in the first two tables in App. A (Tables A.7.1 and A.7.2). The available data for radiative properties of metallic and nonmetallic surfaces can be found in a number of data bases [9, 10]; they are too extensive to be included in this chapter. Also, the reader is referred to a number of recent handbooks and reviews for more detailed data [ 1 1 - 1 7 ] . In the absence of tabulated or measured properties for a given surface, various options are available. The behavior of a surface can be computed based on fundamental theories, such as Maxwell's electromagnetic wave theory; the surface characteristics can be assumed based on extrapolation from the behavior of similar surfaces; a model of the surface behavior can be constructed based on simplified assumed surface characteristics; or greatly simplified characteristics can be assumed to be accurate enough for use. In the third table in App. A (Table A.7.3), the spectral complex index of refraction data for a number of metals are listed (from Ref. 16), which can be used to determine the surface absorption, reflection, and transmission characteristics as discussed below. Computed Properties. For perfect dielectric materials and for highly conducting materials, electromagnetic wave theory can be used to predict radiative properties [1, 18]. These predictions are based on the assumption that the surface is optically smooth; that is, the surface roughness is small compared with the wavelength of the radiation (otherwise, the problem may be numerically I Ii" Ir (0) intractable). In addition, the composition of the material must be well known so that necessary properties such as the simple refractive index n and the attenuation coefficient k that comprise the complex refractive index rn = n - ik can be assigned (Fig. 7.6); this implies that the surface is not nl V contaminated by oxide films or other impurities. If these N 2 :: • ,...~. ' + . - ::, - , ; ' . ..':....".; "..-:'f.: : ::~ - c ..,:.-, . : ~ ,-"'..'.-.. restrictions are met, then properties can be computed with reasonable accuracy from the following relations, which : .:: : :.:,:- .:." .~.- .- :.'.,":i : ;:.".:.- --'..[..-.2 ,..-: apply for radiation from medium 1, assumed to be non- or weakly absorbing (i.e., nl = 1 and kl -- 0), onto the surface of FIGURE 7.6 Definition of radiative properties at absorbing/reflecting surface of medium 2: the interfaces.
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• Dielectrics (insulating materials, with n = n 2 / n l and kl = k2 = 0) --Normal-hemispherical total or spectral reflectivity p, = ( n - 1) 2 (n + 1)2



(7.40)



--Directional-hemispherical total or spectral reflectivity
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- - N o r m a l total emissivity
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--Hemispherical total emissivity
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• Metals (electromagnetically attenuating materials; for incidence on a surface through most gases, nl = 1 and k~ - 0): - - N o r m a l hemispherical reflectivity P; = ( n 2 - nl) 2 + ( k 2 - k,) 2 = ( n 2 - 1) 2 + (k2) z (n2 + nl) 2 + (k2 + kl) 2 (n2 + 1) 2 + (k2) 2
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- - N o r m a l spectral emissivity (nl = 1 and k~ = 0),
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where re is the electrical resistivity of the metal in ohm - cm and ~, is in ~m - - N o r m a l total emissivity (n~ = 1 and kl = 0) e ' = 0.578(re T) in - 0.178re T + 0.0584(re T) 3/2



(7.46)



--Hemispherical total emissivity (nl - 1 and k~ = 0) e = 0.766(re T) in - [0.309 - 0.0889 In (re T)]reT- O.Ol75(reT) 3/2



(7.47)



The relations of Eqs. 7.40-7.47 as well as Kirchhoff's law (with the restrictions of Table 7.1) may be used to find other properties from the electromagnetic theory relations. The relations given for both dielectrics and metals are for unpolarized incident radiation; if polarization is important, then more detailed analysis must be used (see Refs. 1, 3, 18, 19). Also, the refractive index and absorption index may show spectral dependence, in which case the computed radiative properties will also be spectral in nature. Property Approximations. Because of the lack of accurate radiative properties in many situations, it is common practice to invoke certain approximations for the property behavior. The most common assumptions are that the surface properties are independent of wavelength (a gray surface), independent of direction (a diffuse surface), that the surface behaves as an ideal mirror (a specular surface), or that the surface is black. The assumption of a graydiffuse surface is the most commonly invoked. For a surface that is truly both gray and diffuse, Kirchhoff's law applies for all of the property sets; that is, tx = e, and the computation of radia-
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CHAPTERSEVEN tive exchange among surfaces and in enclosures is considerably simplified. However, for surfaces with directional or spectral property variations, these assumptions can introduce considerable error into the energy exchange calculations, particularly when radiation is the dominant heat transfer mode.



RADIATIVE EXCHANGE: ENCLOSURES CONTAINING A NONPARTICIPATING MEDIUM In this section, we deal with energy exchange among surfaces and in enclosures when no medium is present between the surfaces that affects the transfer; that is, no scattering, absorption, or emission occurs within the medium. Such effects are covered in the next major section of this chapter.



Black Surfaces The radiative exchange between two black surfaces depends only on the absolute temperatures of the surfaces and their shapes and relative positions. If the fraction of blackbody energy leaving area element d A j and incident on area element d A k is defined as dFdj-dk, then the energy emitted in wavelength interval d~, around ~, by black element j and incident on element k is d3q~,dj_dk and given by (see Fig. 7.7)
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FIGURE 7.7 Nomenclatureand schematicfor radiative exchange between two surfaces.



d3q~.,dj--, ak = e ~ , j d A j d F a j _ a k d ~



(7.48)



where, again, the superscript 3 means that the flux is a function of three independent parameters, wavelength, direction, and spatial coordinate. The dFdj-dk is called the configuration factor, shape factor, view factor, or angle factor. It is independent of wavelength because for black surfaces, the directional distribution of emission from a surface does not depend on wavelength but is diffuse at every wavelength. Equation 7.48 gives the energy leaving surface j that is incident upon (and therefore absorbed by) black surface k. The energy leaving k and absorbed by j is given by a similar equation: d 3q~,,dk --, dj = e~b,k d A kdFdk - dj d~,



(7.49)
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The net exchange between the two surface elements d3qx, dj_dk (instead of d3qk,d]~dk) is then



d3qk,dj-dk = d3qk,dj-~dk -- d3qk,dk ~dj = exb,jdAjdFdj_dkd~,- exb,kdAkdFdk-djd~,



(7.50)



If surfaces j and k are at the same temperature, then the net energy exchange must be zero, and it follows from Eq. 7.50 that



dAkdFdk-dj = dAjdFdj_dk



(7.51)



Substituting this reciprocity relation into Eq. 7.50 results in



d3q~,dj-dk = (exb,j - exb,k)dAjdFdj-dkd~,



(7.52)



Integrating over all wavelengths gives



d2qd~-dk = (eb,~- e~k )dAjdFdj-dk = 6( T~- T~)dAjdFdj_dk



(7.53)



If surface k is finite in extent and dAk is an element of that surface, then Eq. 7.53 can be integrated over the entire area of surface k to find the net energy exchange of surface element j with surface k:



dqdj-k = t~ ~ [T 4- T~] dFdj-dk dAj



(7.54)



"A k



Isothermal Surfaces.



where



If surface k is isothermal, Eq. 7.54 can be easily integrated to obtain



dqdj-k = ~[T 4- T~,]Fd~_kdA~



(7.55)



Fdj_ k = ~ dFdj_dk



(7.56)



"A k



If surface j is also isothermal, then Eq. 7.55 can be integrated to give



dqj-k = c~[T~- T~] ~ dFdj_k dA~ = c~[T4"A J where



T4IF~_~Ai



(7.57)



1



Fj_k=-~j fAj Fdy-k dAj



(7.58)



By writing the net radiative energy flux on surface k (rather than j), it is easily found that



A~dF~_dk = dAk Fdk-j AkdFk- dj = dAj Fej_ k AkFk_j= AjFj_k



(7.59)



These reciprocity relations will be used in later sections. If there are N surfaces forming an enclosure, then the net radiative energy flux on surface j is given by summing the contributions from all surfaces forming the interior of the enclosure: N



dqj= ~ ~. (T~- T4k)dFdj_kdaj



(7.60)



k=l



A total of N temperatures and radiative energy fluxes must be known to solve for the others. If the temperatures of all of the N surfaces are available, then the radiative fluxes at all surfaces are easily computed from Eq. 7.60. If radiative energy fluxes are given at M of the N surfaces, and temperatures are given at the others, then the set of M linear equations must be
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CHAPTERSEVEN solved for the unknown temperatures. The methods given in the section "Exchange among Gray Diffuse Surfaces" can be used. Nonisothermal Surfaces. If the temperature of a surface varies, determination of the radiative energy flux or temperature profile on all surfaces of an enclosure requires the solution of integral equations (see Eq. 7.54). For the general case of all surfaces having varying temperatures, the relation for an element on surface j becomes



dq(rj)dj_~ = ~ fA [T4(rj) - T~,(r~)] dFdj-dk dAj



(7.61)



k



and, summing over all surfaces in the enclosure, N



dq(rj)dJ: O ~l= fAk [T4(rj) - T4(rk)] dFdj_ak dAj



(7.62)



Configuration Factors. To solve for the radiative transfer among surfaces using the previous black-surface equations, expressions for the configuration factors must be available. Many factors for common geometries have been derived and presented in the literature. Compilations are given in Siegel and Howell [1] (42 factors and references to 234 factors available in the literature); Brewster [2] (13 factors); Modest [3] (51 factors); and Howell [20] (over 278 factors with an annotated bibliography). Some useful factors are illustrated in App. B. Configuration Factor Algebra. When the configuration factor FA-, between two surfaces is known, the reciprocity relation (Eq. 7.59) can be used to find FB-A. Other relations can also be developed that allow simple calculations of new factors from known factors. If surface B can be subdivided into N nonoverlapping surfaces that completely cover surface B, then N



Fa_B : FA-1 + FA-2+ FA-3+"" + FA-N= ~, FA-n



(7.63)



n=l



because all energy fractions from surface A to parts of surface B must equal the fraction of the total energy leaving A that is incident on all of B. Suppose that surface 1 is completely enclosed by a set of M surfaces. In that case, all energy leaving surface A must strike some other surface forming the enclosure. In terms of configuration factors: M El_ 1 -~- El_ 2 -~- El_ 3 - k - . ' ' d- FI_ M = ~ F1-m---m=l



FIGURE 7.8 Perpendicular right isosceles triangles joined along their short sides.



1



(7.64)



Note the term FI_I must be included in the summation if surface A is concave to account for the fraction of energy leaving surface A which is incident on itself. The reciprocity relations plus Eqs. 7.63 and 7.64 form the basis of what is called configuration factor algebra. Using these relations, new factors can be computed from a set of known factors; sometimes, factors can be generated from the algebra alone. The procedure is best illustrated by example. Consider two right isosceles triangles that are joined along a short side, as shown in Fig. 7.8. The triangles are perpendicular to one another. To find F1_2, note that an enclosure can be formed by first joining the free corners of the triangles by a line of length I as shown in Fig. 7.9. This forms a corner cavity with the third congruent triangle. The enclosure is completed by placing an equilateral triangle of side l
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FIGURE 7.9 Construction of corner cavity by addition of line connecting free corners of triangle.



FIGURE 7.10 Completion of enclosure by addition of equilateral triangle, surface 4.



(and area A4) over the cavity formed by the three isosceles triangles, which have equal areas A1, A2, and A3. This is shown in Fig. 7.10. Now, apply configuration factor algebra. Eq. 7.64 gives El-1 + El-2 + El-3 + F1-4 = 1



(7.65)



Because surface 1 is planar, F~_~= 0. By symmetry, F~_2= F~_3. Thus, Eq. 7.65. reduces to 2F1_2 + Fl_4 = 1



(7.66)



For surface 4 of the enclosure, Eq. 7.64 plus the use of symmetry gives F4_~ + F4-2 + F4-3 + Fan = 3F4_1 = 1



(7.67)



Using reciprocity, Eq. 7.59 results in



A4



A4



F~_4 = ~ - F4-1- 3A~



(7.68)



1 - F,_4 1 - (A4/3A,) F~_2 = ~ = 2



(7.69)



Substituting into Eq. 7.66 results in



Using geometry, A1 =



h2/2 and A4 = X/-312/4 = k/3h2/2, giving F1-2 =



1 - (lIVe)



2



-- 0.21132



(7.70)



This is the desired answer. The other configuration factors can be d e t e r m i n e d in a similar manner. Siegel and Howell [1] note on p. 220 that, for an N-surfaced enclosure of all planar or convex surfaces (i.e., Fi_i = 0 for all i), N ( N - 3)/2 factors must be found from a catalog of factors or by calculation. The remaining factors can then be d e t e r m i n e d by configuration factor algebra. If M of the surfaces (M < N ) are concave (i.e., have Fi_i > 0), then [ N ( N - 3)/2] + M factors must be known before configuration factor algebra can determine the remaining factors. The presence of symmetry may further reduce the n u m b e r of factors that must be known before the rest can be determined.
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CHAPTERSEVEN When the values of certain factors are known only approximately, then the constraints imposed on the factors by reciprocity and conservation in an enclosure can be used to refine the known values. Methods for this purpose have been proposed in Refs. 21-24.



Exchange Among Gray Diffuse Surfaces When an enclosure can be assumed to be made up of a set of black or gray diffuse surfaces, well-developed techniques are available for determining the exchange among the surfaces. In general, one boundary condition (either surface temperature or heat flux) must be specified for every surface of the enclosure. It is possible by more advanced techniques to obtain solutions for the case when some surfaces have both conditions prescribed and others have neither condition specified. This situation causes the solution methods described here to fail, as the equation set is then ill-conditioned. So-called inverse solution methods must be invoked. Methods of handling such a problem are given for black-surfaced enclosures in Ref. 25 and for enclosures with black or gray diffuse surfaces in Refs. 26, 27, and 28. Use o f Configuration Factors. For diffuse nonblack surfaces, the radiation leaving the surface is made up of both diffusely emitted and diffusely reflected energy. Thus, the directional distribution of all radiation is diffuse. It follows that we can continue to use the concept of configuration factors to determine the fraction of the leaving radiation that strikes another surface. Thus, all of the information generated about configuration factors for black surfaces also applies to the more general case of diffusely reflecting and emitting surfaces. If the surfaces are diffuse and have wavelength-dependent properties, the methods to be outlined here will apply for energy exchange at each wavelength; a final summation or integration over all wavelengths will then be necessary to compute total radiant exchange. The outgoing radiation energy flux from a given location on surface k, qo,k is made up of the emitted and reflected flux from that surface, or qo,k = Ek(ST2 + Pkqi,k



(7.71)



where all quantities are evaluated at a particular location on surface k. The quantity qi,k is the radiation flux incident at the given location from all other surfaces in the enclosure, including surface k itself, if it is concave. The quantity qo,k is often called the radiosity of the surface, and qi,k, the irradiance. Note that, contrary to the practice in most of heat transfer, these energy fluxes carry a directionality--the radiosity is the portion of the radiant energy flux with the component away from the surface, while the irradiance is the portion directed toward the surface. The net radiative heat flux leaving surface k(qk) is the difference between the radiosity and the irradiance, or qk =qo, k--qi, k



(7.72)



This flUX corresponds to the usual concept used in heat transfer, as the net energy flux is taken as positive if in the direction parallel to the surface normal of the position on k. The final equation for energy transfer quantifies the irradiance as the sum of the radiant energies reaching a location on surface k from all other areas on the enclosure surface. This relation can have various forms depending on the degree of approximation used in the analysis. Circuit Analogy. Simple problems in radiant transfer can be diagrammed and formulated in analogy with a simple electrical circuit [29]. This is done by observing that Eq. 7.57 for black surfaces is in the form of Ohm's Law if dqj_k is analogous to the current and (T 4- T 4) is analogous to the driving potential difference. In this case, the corresponding resistance is 1/(~Fj_kAj). The analogy can also be extended to gray diffuse surfaces. In making this analogy, all of the usual assumptions are still present: all surfaces are gray and diffuse, and the
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radiosity leaving each surface is uniform over the surface (implying that the temperature, heat flux, and incident radiation are uniform over each surface). The circuit analogy is not a useful approach when more than about four surfaces are treated, and it will not be elaborated here. For more details, see Refs. 1 and 3. Net Radiation Method. A more powerful method for describing radiative transfer is the net radiation method. In this method, radiative energy balances are constructed for each surface, and the resulting set of equations is then solved. (Some equations as written may fail in the limit of black surfaces and must be slightly modified starting from the original relations.) U n i f o r m Surface Radiosity. Here, first, we limit consideration to gray diffuse surfaces with uniform radiosity. In that case, Eqs. 7.71 and 7.72 apply. Because of the assumption of gray diffuse surfaces, Eq. 7.71 can be rewritten as qo,k = Ek(YT~ + (1



-



(7.73)



Ek)qi, k



An additional equation for the radiative energy incident on surface k is N



qi, k a k = ~ qo, jajFj_k = Ak ~" qo, jFk-j



(7.74)



j=i



The three equations, 7.72-7.74, can be written for each of the N surfaces in the enclosure. If either Tk or qk is prescribed for each surface, this results in 3N equations in 3N unknowns: the unknowns being q~,k, qo,k, and either qk or Tk values for each surface. For m of the N surfaces in the enclosure having specified temperatures and the remaining N - m surfaces having specified heat flux, q~.k can be eliminated to give the useful forms N



[Skj -- (1 -- ek )Fk-j]qo, j = Ek(YT4



1O m



qr -- X Wm '~m' Im; m



~m < 0



(7.134)
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q: = Z w.,l~.,11~; ~,. < 0



(7.135)



m



In this formulation, the angular derivative term (i.e., the second term in Eq. 7.133) is the most difficult to evaluate. Since the original work of Carlson and Lathrop [33], a direct differencing procedure has been used to simplify this term, such as: -- ~ r



~)



(7.136) r



Wm



As mentioned by Jamaluddin and Smith [59], the m _+ 1/2 directions correspond to the angular range of Wm. An explicit relation can be obtained assuming a uniform radiation field in the corresponding angular domain: (7.137)



or,, +,/2 - a,,_ ,/2 = w,,~,,



If Eq. 7.133 is multiplied by 2rtrdrdz and integrated over the ring-shaped volume element, a difference formulation of the RTE is obtained:



Cm(Ai+ ,Ii+1 - A,Ii) - (A,+ , - A,)[(0tm + 1/21,,, + 1/2 -- am-,/21m-1/2)/Wm] + gm(Bj+, lj+ i -- Bjlj)



~v~



= - ( K + ~) Vplm + ~:Vplh + ~



~ OP(UZ, PZ')Wmlm



(7.138)



tt!



Here, let us assume that the phase function is a linearly-anisotropic one, expressed as: • (~, f£) = 1 + a0 cos ¢ = 1 + ao(¢m¢', + grog:,)



(7.139)



Using a central-differencing scheme, the intensities can be related to Im li + li +, = L,, +,/2 + Ira-,/2 = lj + lj +, = 2Im



(7.140)



where Im is the intensity at the center of the volume element: Im = { , , A L + fJml,,_ ,/2 + gmBlj + Vp('~l b Jr Ols) ¢,,,A + f5,,, + lamB + Vp(~ + cy)



with



(7.141)



A = Ai + A~ + 1 B = Bj+ Bj+I [~m = --((/'m + 1/2 + 0 { : m - , / 2 ) ( A i +



l - Ai)/Wm



[ l + ao(~m~'m + bt.,~'m) ] g = ~" w,,,L,, m



4rt



Equation 7.141 is written for positive ~,, and It,, values. For other combinations, similar equations need to be developed. Note that Vp is the volume of the computational cell. For the solution of the governing equations, an iterative scheme is followed [69]. After determining the intensity at a cell center (see Eq. 7.141), the intensity downstream of the surface element can be determined via extrapolation using Eq. 7.140. The central differencing used in Eq. 7.140 may result in negative intensities, particularly if the change in the radiative field is steep. A numerical solution to this problem was recommended by Truelove [67], where a mixture of central and upward differencing is used:



li+ l =(1 + f)Im -- f L



(7.142)
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where 0 < f < 1 and ~m,~l,m> 0. I f f i s 1.0, it is central differencing, and if f = 0.0, it is upwind differencing, and the intensity is always positive. For a scattering medium, the first solution excludes the in- and out-scattering terms; they are included in further iterations. Tables 7.2 and 7.3 list the quadratures used for the $2 and $4 approximations.



The Ordinates and Weights for the $2 Approximation in Axisymmetric Cylindrical Enclosures



TABLE 7.2



SN Point (m)



~t



Ordinates rl



~



Weights w



1 2 3 4



--0.5 0.5 -0.5 0.5



0.7071 0.7071 0.7071 0.7071



-0.5 -0.5 0.5 0.5



n n n n



TABLE 7.3



The Ordinates and Weights for the S 4 Approximation in Axisymmetric Cylindrical Enclosures SN Point (m)



la



1 2 3 4 5 6 7 8 9 10 11 12



-0.2959 0.2959 -0.9082 -0.2959 0.2959 0.9082 -0.9082 -0.2959 0.2959 0.9082 -0.2959 0.2959



Ordinates 11 0.2959 0.2959 0.2959 0.9082 0.9082 0.2959 0.2959 0.9082 0.9082 0.2959 0.2959 0.2959



~



Weights w



-0.9082 -0.9082 -0.2959 -0.2959 -0.2959 -0.2959 0.2959 0.2959 0.2959 0.2959 0.9082 0.9082



n/3 n/3 n/3 n/3 n/3 n/3 n/3 n/3 n/3 n/3 n/3 n/3



Figure 7.17 depicts the comparison of S 2 and S 4 DO approximation predictions [69] with Monte Carlo calculations [91] in an absorbing, emitting, and scattering medium. Overall, the accuracy of the agreement is acceptable, for a wide range of optical thicknesses and single scattering albedo values considered. Note that the extension of the DO approximation to three-dimensional rectangular enclosures was attempted by a number of researchers (see, e.g., Refs. 65 and 85). Even though the formulation of the three-dimensional model will not be given here, its governing equations can be derived with little difficulty. As shown in Refs. 65 and 85, the original SN quadratures yield accurate results in three-dimensional solutions; they are listed in Table 7.4 for $2, $4, $6, and $8 approximations. By the Lambert-Beer law, the radiative transfer equation is derived from a macroscopic point of view using the principle of the conservation of radiative energy. In order to solve the RTE using any of the available methods, certain mathematical assumptions are introduced, and the physics of the problem are retained. If the assumptions are correct, then the RTE model yields physically acceptable results.
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FIGURE 7.17 Comparison of $2 and $4 predictions with the Monte Carlo results in cylindrical geometry (adapted from Ref. 69).



O n the other hand, it is possible to d e t e r m i n e the radiative energy balance everywhere in the m e d i u m by considering a large n u m b e r of photons, which originate from each volume/ surface element, p r o p a g a t e in all directions, and are absorbed and scattered. The radiative energy gain or loss in each e l e m e n t is calculated by considering the effect of an infinitely large n u m b e r of photons, as each p h o t o n affects the total energy balance. In doing so, the direction and the path length of each p h o t o n bundle are d e t e r m i n e d statistically. This procedure, called



TABLE 7.4 Ordinates and Weights for the SN Approximations in Rectangular Geometries (First Quadrant Values) SN Approximation



Point (m)



Ordinates



Weights



la



~



rl



w



$2



1



0.5773503



0.5773503



0.5773503



1.5707963



$4



1 2 3



0.2958759 0.9082483 0.2958759



0.2958759 0.2958759 0.9082483



0.9082483 0.2958759 0.2958759



0.5235987 0.5235987 0.5235987



$6



1 2 3 4 5 6



0.1838670 0.6950514 0.9656013 0.1838670 0.6950514 0.1838670



0.1838670 0.1838670 0.1838670 0.6950514 0.6950514 0.9656013



0.9656013 0.6950514 0.1838670 0.6950514 0.1838670 0.1838670



0.1609517 0.3626469 0.1609517 0.3626469 0.3626469 0.1609517



$8



1 2 3 4 5 6 7 8 9 10



0.1422555 0.5773503 0.8040087 0.9795543 0.1422555 0.5773503 0.8040087 0.1422555 0.5773503 0.1422555



0.1422555 0.1422555 0.1422555 0.1422555 0.5773503 0.5773503 0.5773503 0.8040087 0.8040087 0.9795543



0.9795543 0.8040087 0.5773503 0.1422555 0.8040087 0.5773503 0.1422555 0.5773503 0.1422555 0.1422555



0.1412359 0.0992284 0.0992284 0.1712359 0.0992284 0.4617179 0.0992284 0.0992284 0.0992284 0.1712359
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a statistical or Monte-Carlo approach, is straightforward to implement, although, computationally, it may be expensive. The Monte Carlo method seeks to replace mathematical descriptions of radiative transfer such as those described in the subsections on the zonal method and the differential and moment method with a simulation of the physical processes that are occurring. The method simulates radiative transfer by following the histories of small amounts of radiative energy, often called energy bundles. The bundles are followed throughout the series of events such as emission, reflection, scattering, and absorption that occur over the bundle lifetime. By following a sufficiently large number of bundles, the radiative flux or flux divergence distributions can be found over surfaces or within volumes of participating media. The Monte Carlo method results in statistically averaged results. The accuracy of the results depends upon the number of sample bundles chosen for study in the same way that experimental accuracy depends upon the number of replications of the experiment. This dependence on the number of samples is the greatest drawback of the method, as it requires a tradeoff between computer time and statistical accuracy of the results. Brief Outline ofthe Monte Carlo Method. Monte Carlo is based on determining the probability of a particular event in the history of an energy bundle. Whenever such an event occurs based on the physics of the problem, a choice is made such that, after many such events, the choices have the correct distribution. This is done by relating the variable being chosen to a random number R, where 0 < R _N i
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Flowchart for the Monte Carlo solution.
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CHAPTERSEVEN absorptions at positions on surfaces 1 and 2, respectively, and M is the number of Ax increments on the surfaces. For a second example, consider a gray absorbing medium with uniform properties contained between black infinite parallel plates at different temperatures. Find the heat transfer between the plates and the temperature distribution in the medium, assuming radiative equilibrium (i.e., no sources or sinks in the medium). Energy bundles are followed through their histories after emission from each surface until absorption at a boundary. Because of the assumption of radiative equilibrium, any bundles absorbed within a medium volume element must be balanced by an emission from that element; this is simulated by simply reemitting an absorbed bundle in a new direction and continuing the history until final absorption at a boundary. The medium temperature distribution is computed by equating the emission from the element to the absorption. The flow chart for this case is shown in Fig. 7.20. Table 7.6 gives the results for the net radiative flux between the plates at an optical thickness of 1.0 for various numbers of energy bundles, compared with the exact solution of this problem, which is 0.5532. The solution was programmed according to the flow chart in Fig. 7.20. Discussion of Monte Carlo methods for radiative transfer calculations have been given in Refs. 61, 93, and 94. It was used to model radiative heat transfer in large scale furnaces by, among others, Taniguchi and Funazu [95], Xu [96], Gupta et al. [91], and Richter [97]. In general, Monte Carlo techniques do yield reliable results if certain precautions are taken and sufficient numbers of photon bundles are utilized and biasing techniques are applied [61]. As mentioned by Howell [94], one of the main drawbacks of a Monte Carlo technique is the grid
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TABLE 7.6 Resultsof Monte Carlo Example Problem; Normalized Radiative Flux at Surface 1 for Various Sample Sizes N1, bundles emitted by surface 1



Radiative flux at surface 1, ql/cT 4



100 500 1000 5000 10,000 50,000



0.592 0.542 0.553 0.561 0.567 0.5564



incompatibility with the conservation of mass and energy equations. This problem, however, is likely to be eliminated with increasing computational power of computers. The main advantage of the Monte Carlo techniques is its possible application to any complex geometry. Recent work on the Monte Carlo technique includes that by Farmer and Howell [98-101], who investigated the optimal strategies for implementing the Monte Carlo technique on both serial and parallel computers. For up to 32 parallel processors, the CPU time on the parallel machines was very nearly inversely proportional to the number of processors, indicating that the method is very well suited to parallel machines. With the advancement of computers, it is theoretically possible to solve any differential or integral equation using an appropriate numerical discretization scheme. The challenge here is to devise a scheme such that the physics of the problem are retained. All the radiative transfer models developed in the past attempt to do this; however, they also take advantage of different analytical techniques to reduce the complexity of equations and the required computational power as much as possible. In numerical solution techniques, the computational requirements may be decreased by using certain numerical simplifications and/or by choosing coarser grids. In general, it is safe to say that, with the availability of supercomputers, finer grids compatible with the grid scheme used for the solution of the other conservation equations can be used with little difficulty and computational penalty. Therefore, numerical techniques are likely to have wide acceptance in the future to model the radiative heat transfer in complicated geometries, especially for nonscattering media (see Refs. 102 and 103). Raithby and Chui [103] suggested a finite volume formulation of the RTE in onedimensional planar and two-dimensional rectangular enclosures. The model is capable of handling scattering by the medium and yields very good agreement with the exact solutions. In principle, it is very similar to the discrete ordinates approximation, the main difference being the selection of the angular discretization to be used. In DO approximations, this selection is analytically determined, whereas Raithby and Chui use an arbitrary criterion for the selection. Therefore, a trial-and-error approach is required to determine the optimum angular discretization. The finite element techniques have been used to model radiative heat transfer in multidimensional enclosures. Razzaque et al. [104, 105] considered the combined conductionradiation problem in an absorbing/emitting medium. Chung and Kim [106] and Stikmen and Razzaque [107] allowed for isotropic scattering in the medium. Tan [108] introduced a product integration method, which is similar to the finite element technique. This approach requires much less computational time than the other finite element solution techniques. Burns et al. [109, 110] formulated a detailed finite element radiative transfer code that uses grids generated by commercial FEM grid generators. The code computes the local radiative flux divergence based on a given temperature distribution in the medium; the computed divergence can then be used in the energy equation in a commercial FEM code for treating
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CHAPTERSEVEN combined-mode problems. Note that the finite element approach was also used for the solution of the reduced equations of the DO approximations [73, 74, 76].



Hybrid Techniques. Almost all the methods discussed before have certain disadvantages. It is sometimes possible to combine the features of two or more methods to develop a more efficient technique to model radiative heat transfer in furnaces. For example, if the furnace geometry is very complicated, the zone method cannot be used effectively, as it is quite difficult to determine all the required exchange factors. Here, a Monte Carlo technique can be adopted, as done by Vercammen and Froment [111], to calculate the exchange factors between volume and surface elements, and then the radiative heat transfer between each element is calculated using the zonal method. Edwards [112] also suggested a similar approach where he obtained the exchange factors using a Monte Carlo technique and calculated the radiative flux distribution using a radiosity-irradiosity approach. With this hybrid approach, exchange factors in most complicated geometries can be calculated with little difficulty. Also, a significant amount of time is saved by using the zone method instead of a Monte Carlo technique to determine the radiative heat flux distribution in the medium. In addition to that, possible statistical errors due to a Monte Carlo technique are avoided. The basic principles of Monte Carlo techniques have been used by Lockwood and Shah [113] in developing the so-called discrete transfer method. Instead of choosing the direction of the intensities originating (due to emission, scattering, or reflection) from each volume/ surface element randomly, they suggested a deterministic approach. Although the method was shown to be accurate and computationally efficient for nonscattering media, it did not yield accurate results if scattering particles were present. Recently, Selquk and Kayakol [114] evaluated this approach and outlined the problems related to its implementation. They noted that, for relatively simple, homogeneous, and nonscattering media, this approach yielded about 10 percent error for the radiative source term near the corners, even if 64 rays were considered. Additionally, it required three times more CPU time than the $4 approximation to converge in three-dimensional rectangular enclosures [85]. An alternative approach similar to the discrete transfer method was reported by Taniguchi et al. [115, 116, 117]. They showed that, for nonscattering media, the method yields very good results with significant computational time savings over standard Monte Carlo techniques. Richter [97] suggested a similar semistochastic approach, where he developed a solution scheme based on the principles of a Monte Carlo technique, yet the directions of photons emitted by each volume/surface element were predetermined. He applied this approach to several large-scale furnaces and showed that, if the scattering is not accounted for, the model yields reasonable results even if as few as 10,000 photons are considered. Another hybrid approach is to combine the diffusion approximation for optically thick media with the Monte Carlo technique. The diffusion method can be applied in geometric or spectral regions that are optically thick with good accuracy; Monte Carlo is used in geometric or spectral regions with intermediate or thin optical depth and near boundaries. Farmer and Howell [98, 99] have implemented two forms of such a hybrid, finding good accuracy and greatly reduced computer time over conventional Monte Carlo.



Strategies for Choosing a Radiative Transfer Model



One of the most important decisions an engineer has to make regarding the modeling of radiative heat transfer in large-scale furnaces is the choice of an appropriate radiative transfer model. Considering the fact that the solution of the RTE requires information about the temperature and spatial distribution of radiative properties in the medium, the radiative transfer model is to be coupled with the models for flow, chemical kinetics, turbulence, and so on. Therefore, the design engineer must choose a model that will be compatible with the solution techniques for the other governing equations. The model should also be reliable and able to predict accurately the radiative flux and the divergence of radiative flux distributions in the medium. In addition, the model should be computationally efficient.
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It is not always necessary or desirable to choose the most accurate radiative transfer model available. If the accuracy of the radiative property data used in predictions is not as good as the accuracy of the model itself, it is difficult to justify the extra computational effort required by a refined model. A simpler approximate model may be more appropriate. It is important to ask the following questions before a specific model is chosen. (1) Is the medium geometry simple? (2) Are there steep temperature and species concentration distributions in the medium? (3) Are there anisotropically scattering particles? (4) If there are, what kind of scattering phase function approximations can be used for them? Having some approximate answers to these questions will help to expedite the selection process. For the solution of the radiative transfer equation, there are several different models available in the literature, as summarized in the foregoing sections. None of these models, however, can be used on a universal basis and applied to all different types of practical problems. It is up to the researcher to decide which model should be used for what type of application. In order to make such a choice, he or she should know the advantages, disadvantages, range of applicability, and versatility of each model. In this section, we will attempt to introduce some simple guidelines to make the selection procedure less time-consuming. For this purpose, the advantages and disadvantages of different models are listed in Table 7.7 to help the reader in choosing an appropriate model. As discussed previously, the radiative transfer equation is written in terms of radiation intensity, which is a function of seven independent parameters. The RTE is developed phenomenologically and is a mathematical expression of a physical model (i.e., the conservation of the radiative energy). It is a complicated integro-differential equation. There is no available analytical solution to the RTE in its general form. In order to solve it, physical and mathematical approximations are to be introduced individually or in tandem. We can consider possible approximations under three different types of broad categories: (1) simplification of the spectral nature of properties; (2) angular discretization of the intensity field; and (3) spatial discretization of the medium (for all parameters). It is important to realize that the solution of the radiative transfer equation is required only to obtain the divergence of the radiative flux vector that is a total quantity (i.e., inte-



TABLE 7.7



C o m p a r i s o n of R a d i a t i v e Transfer M o d e l s



Angular resolution Flux methods M u l t i flux a p p r o a c h e s Discrete transfer m e t h o d D i s c r e t e o r d i n a t e s approx. YIX DO E v e n p a r i t y / o d d parity D O Moment methods Moment method Spherical h a r m o n i c s approx. double/quadruple SHA Zone methods Monte Carlo techniques Numerical approaches Finite d i f f e r e n c e t e c h n i q u e s
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Potential accuracy: . . . . Very good; ° ° ° Good; ° ° Acceptable; ° Not good. (Ratings are subjective and given for applications to multidimensional complex problems; they are likely to change with the increasing availability of faster computers).
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grated over the entire wavelength range spectrum). Since eventually we need to obtain a spectrally integrated quantity, one natural way to simplify the problem is by using spectrally averaged radiative properties. The averaging over the wavelength spectrum can be performed over predefined narrow ranges or over the entire wavelength spectrum. The radiative flux itself is an integrated quantity over a predetermined hemispherical angular domain. After solving the radiative transfer equation in terms of intensity in all directions, the radiative flux is calculated. If a radiative heat transfer model based on fluxes or similar integrated quantities is developed, then the required mathematical complexity will be greatly reduced. The disadvantage of this approach is the eventual suppression of directional variations of intensity. In other words, if there are localized sinks or sources that contribute to radiative transfer, their effect cannot be predicted accurately by such an approximate model. If smaller angular divisions are employed, then the accuracy is increased. Finally, the medium is to be discretized spatially to perform the numerical calculations. It is preferable to employ the same discretization for radiative transfer calculations as for flow and other scalar field calculations. This is a very time-consuming approach if, for example, the zonal method is used. The multiflux approximations are more useful for this type of discretization. After this brief background, we can start discussing a logical procedure for selecting a radiative transfer model. If the physical system being considered is not large and has relatively simple geometry, and if a high degree of accuracy is required, then a very narrow discretization of angular radiation field can be chosen, and computations can be carried out by considering the RTE over each of these directions. If the medium is not scattering, then the integral term in Eq. 7.105 vanishes, and the problem becomes relatively straightforward and significantly simpler. This approach is likely to yield a highly accurate solution for radiation intensity. To be able to take advantage of such a detailed solution scheme, one must model the radiative property variations very accurately, and the effect of temperature on these properties should be considered. Once the divergence of the radiative flux is determined, it enters into the energy equation as a source term, which affects the temperature profile in the medium directly and the concentration distributions indirectly. Since the medium properties are dependent on the temperature and concentration distributions, the radiative properties need to be updated before each iteration in a comprehensive model. If the medium is scattering, and if the scattering phase function is not mathematically simple, then direct simulation of the radiative transfer equation becomes extremely prohibitive. There are basically two exceptions to this case. If the scattering particles are highly forwardscattering (i.e., most of the energy scattered is in the same direction as the incident beam), then the phase function may be modeled using a 8-Eddington approximation. After introducing appropriate scaling laws, the scattering is modeled with isotropic or linearly anisotropic phase functions. In this case, the problem is still tractable, although not simple. This complication is greatly reduced if the optical thickness is small (i.e., the maximum value of the integral of path-length extinction coefficient product in the medium is less than 0.1 so that a single scattering assumption can be made). The second exception is if we are interested in the propagation of a collimated light source (i.e., a laser). In this case, since only one incident direction is to be considered, the problem can be modeled by direct simulation, even for multiple scattering media up to intermediate optical thicknesses (z ~ 1). In general, the direct simulation of the radiative transfer equation is to be chosen if a fundamental understanding of radiation-combustion or radiation-turbulence interactions is required. If the level of accuracy required is not so high, then a Monte Carlo (MC) simulation of the radiative transfer equation can be considered. The MC technique can be effectively used for complex geometries, and it is possible to account for spectral property variations in detail. Its main drawback is the requirement for extensive computational time, which, probably, will not be an important issue in the near future.
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For comprehensive modeling of combustion systems, a relatively less detailed multiflux or moment method is preferable to the statistical MC approach. For example, the $4 discrete ordinates approximation has been successfully used by several researchers for both cylindrical and rectangular systems. The method allows the user to account for sufficient detail in spectral properties of combustion products and reasonably accurate discretization of the angular radiation field, and it is compatible with the finite difference schemes used for flow and energy equations. The $6 approximation yields slightly better results, and its advantage is more visible if there are large temperature gradients and scattering particles in the medium. Of course, its use can be justified only if the properties are known with good accuracy. It is computationally more costly than the $4 approximation. Because of this, an innovative strategy is to be devised to avoid computational difficulties. For example, the S: or $4 approximation can be used for the initial calculations of the radiative flux distribution, and $6 can be used only for the final iterations. This approach is likely to yield more accurate predictions with little computational penalty. For systems with uniform or fixed distributions of properties, the YIX modification of the SN method should be considered [87-90]. On the other hand, the use of even higher-order DO approximations is not warranted given the current level of the accuracy and availability of radiative properties. In multidimensional systems, moment, spherical harmonics, and hybrid multiflux approximations usually do not yield results with the accuracy or efficiency of the DO approximations. For nonscattering media, the zone method yields accurate results; however, it may not be directly compatible with the flow and energy equations. This problem has been solved by considering two separate finite difference schemes: one for radiation calculations and the other for flow and energy equations [118]. Another alternative is to solve the RTE using a finite difference or finite element scheme. This approach will guarantee the compatibility of the equations [103, 109]. Also worth consideration is the semistochastic model suggested by Richter [97], which is very fast for nonscattering media, and can easily be extended to account for scattering.



Solutions to Benchmark Problems



The choice of modeling method, particularly when a participating medium is present, is not yet a clear one. Each method discussed above has drawbacks as well as positive attributes. In an effort to clarify the choice of methods, the American Society of Mechanical Engineers has sponsored a series of workshops in the form of technical sessions and discussions. A particular series of problems was proposed by the workshop organizers, Professor Timothy Tong of Colorado State University and Dr. Russ Skocypec of Sandia, Albuquerque. Contributors were asked to provide solutions to the benchmark problems at the first workshop. The problems were simple geometries in one, two, and three dimensions. A participating medium was specified with given spectrally dependent anisotropic scattering properties and a given model for spectral band absorptance. (Edward's exponential wideband approximation for a given mole fraction of CO2 in nitrogen was specified.) A temperature distribution within the medium was given, and the bounding surfaces were specified as cold and black. Researchers were asked to apply their favorite method of solution and provide the workshop with numerical values of boundary heat flux distributions and the divergence of the radiative flux at various locations within the medium. Solutions were presented based on a generalized zonal method, three Monte Carlo solutions, a modified discrete ordinates method (the YIX method), and two specialized approaches. The conclusions noted by Tong and Skocypec [119] are that the boundary heat flux values were in better agreement than were the flux divergence values, but even the boundary fluxes varied by as much as 40 percent among investigators for two-dimensional geometries and as much as a factor of 2 for the three-dimensional geometries. The poor agreement found in this exercise has led to continued dialogue among all of those concerned. Solutions have
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been reexamined and modified among many of the researchers, and the conclusions at this time are that the major methods provide good agreement (within a few percent) for two- and three-dimensional geometries for the case of a gray medium with and without anisotropic scattering, but there remain considerable differences in the solutions when spectral effects are included. It is not clear as yet why this is the case. Recently, benchmarking attempts have been extended to more complicated L-shaped configurations [90, 120, 121,122]. Hsu and Tan [90] have also presented comparisons between different approaches and suggested that the ray effects could be minimized by increasing the order of angular quadrature used. There are not many exact solutions to the RTE in multidimensional enclosures. The few exceptions include those by Cheng [123] and Crosbie and Lee [124] for inhomogeneous media and Selquk [125] and Selquk and Tahiroglu [126] for homogeneous systems, although they are all related to "simple" geometries. Benchmarking studies against the "real" data, as those obtained from careful experiments, are still lacking!



RADIATIVE PROPERTIES FOR PARTICIPATING MEDIA The medium that interacts with radiation may contain particles and gases which absorb and scatter the radiant energy. In combustion chambers, for example, soot, char, fly-ash, coal particles and spray droplets affect the propagation of radiant energy. Among various gases, carbon dioxide and water vapor are the major participants to radiative transfer, both in combustion chambers and in the atmosphere. In this section, we will give a short review for the radiative properties of gases and then present some easy-to-use formulations.



Radiative Properties of Gases If an electromagnetic wave is incident on a gas cloud, it interacts with the individual molecules. This interaction can be considered as a radiative transition and results in a change of energy level in each molecule. If the molecule absorbs the energy from the EM wave, there may be a transition between the nondissociated molecular states (bound-bound transition), between the nondissociated and dissociated states (bound-free transition), or within the dissociated states. For most radiative heat transfer applications, the energy level of interest is such that, when the EM wave is incident on a molecule, it results in a bound-bound transition, if any. According to quantum mechanics, this means that, for an EM wave being absorbed by a molecule, it has to have just the right amount of energy to raise the molecular energy state to higher levels. It is also possible to consider this transition as the absorption of a photon (energy quantum). The energy of a photon is expressed as E - hv, where h is the Planck constant and v is the frequency of the wave, which is related to the wavelength via the speed of light: c - Co/n v X - V ~ o / n - v/~. Here, subscript o is used to denote the vacuum, and n is the real part of the complex index of refraction of the medium. It is obvious that a molecule can absorb the energy in discrete amounts of hv or h c / X , which results in a bound-bound transition. This suggests that, if a beam of radiation spanning a wavelength interval is incident on a gas cloud, it will lose its energy at certain wavelengths but will not be affected at others. For most gas molecules, there are several hundreds, even thousands, of possible molecular energy states. Therefore, one expects to find a large number of wavelengths at which the molecules absorb the incident energy, which makes the prediction of gas absorption a very difficult problem. Additionally, each of these absorption wavelengths can be broadened because of pressure and temperature as well as the uncertainty principle of Heisenberg. It is obvious that exact consideration of all these active frequencies/wavelengths may not be
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desirable for most engineering applications, although it will be within the realm of possibility with increasing availability of high-speed, large-memory computers. Even though most of the discussion given above refers only to gas absorption, it can be readily extended to emission. It should be understood, however, that the emission is related to the gas temperature, whereas absorption depends on both gas temperature and the temperature of the source. As briefly mentioned under ideal conditions above, a molecule absorbs or emits radiation at a fixed wavelength. Then, the change in the energy of the beam incident along path s within the gas cloud is written as (Eq. 7.105 with scattering neglected):



Line Radiation.



dI. ds



- Kn(Ib n -- I n )



(7.147)



where I~ is the spectral radiation intensity and 11 (=1/~,) is the wavenumber (usually expressed in units of cm-1). The absorption coefficient nv is equal to the emission coefficient based on Kirchhoff's law. The absorption and emission by gas molecules are realized not at a single frequency but over a very narrow band of frequencies. The reason for this is mainly the change in the energy level of molecular states due to molecular collisions, temperature, pressure, or relative motion of molecules with respect to the beam of radiation. The result is the broadening of absorption/emission lines; the most well known are the collision, natural line, and Doppler broadenings. The shape of these narrow spectral lines is exponential, peaked at the center, with rapid decay away from the center frequency. The corresponding line width is in the order of drl = 0.05 cm -1. Here, 11 = 1/~, is the wavenumber corresponding to the wavelength ~,; the unit cm -1 is read as "wavenumbers." For example, at wavelength of ~, = 1 lam, 11 = 10,000 cm -1, and for d~ = 0.05 cm -~, d~, = -drl/112 = 0.001 l,tm. The shape and width of each absorption line are functions of temperature and pressure of the medium. The Lorenz profile is usually used to define the shape of these lines at moderate temperatures under local thermodynamic equilibrium conditions. Although other profiles, such as Doppler or Stark profiles, can also be used to define the line shapes, the Lorenz profile, which adequately describes collision-broadened lines, is more appropriate for most applications, including those in combustion systems. For more details, the reader is referred to Siegel and Howell [1] or Modest [3]. Models. Given that detailed spectral calculations with wavelength resolution on the order of 10 -3 ktm is neither computationally efficient nor justifiable for many engineering applications, it is better to develop more affordable models. A close look at the broadened absorption lines depicts that several of them are positioned very close to each other and may overlap, especially for the vibration-rotation transitions of diatomic and polyatomic molecules. The absorption coefficients of individual lines can be added to find the absorption coefficient of the narrowband:
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Two of the best-known models used for this purpose are the Elsasser and the statistical Goody models, both of which employ the Lorenz profile for description of individual line shapes. These models give very accurate predictions over a bandwidth of approximately 50 cm -1, which is considered narrow for most practical purposes. (At ~, = 1 l.tm, this bandwidth translates to about A~, = 0.05 ktm.) Because of this, the model is called the n a r r o w b a n d m o d e l Although this technique is significantly simpler than the line-by-line models, it still requires an extensive database about the species considered and significant computational effort. Such a detailed model can be considered useful only if the species concentration distribution is known very accurately, which is usually not the case.
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Detailed discussions of narrowband models were given by Tien [127], Ludwig et al. [128], Edwards [129], and Tiwari [130]. The discussion of these approaches can also be found in standard texts [1, 2, 3].



Wideband Models. The narrowband models introduce significant simplification over the line-by-line calculations; however, the accurate predictions depend not only on the rigor of the model but also on the accuracy of input data, such as the local temperature, the temperature profile, the partial pressures of the radiating gases, and so on. In most practical systems, these data are not available with good accuracy. This suggests that even simpler approximations may be more appropriate for calculation of gas properties in practical systems. Water vapor, carbon dioxide, and carbon monoxide are the most important contributors to nonluminous radiation in combustion systems. They are the byproducts of any hydrocarbon combustion and absorb and emit radiation selectively only at certain wavelengths. Although there are other gases such as NOx and SO2 present in the combustion products, their partial pressures are very small, and their contributions can be safely neglected in radiative transfer predictions. Among these, SO2 is more important, as it has usually an order of magnitude higher concentration in large-scale furnaces than that of NO. The emissivity of SO2 is about the same order of magnitude as the H20, and, therefore, it is possible to account for the SO2 contribution easily by adding its partial pressure to that of H20 and considering only the CO2 and H20 contributions in the calculations [131]. For combustion gases such as water vapor, carbon dioxide, and carbon monoxide, the number of wavelength ranges important for thermal radiation calculations is not excessive. Figure 7.21 shows the important absorption bands of the CO2 and H20 gases at two different temperatures [132]. For H20, there are four important widebands centered at wavelengths of 1.38, 1.84, 2.7, and 6.3 l.tm. For CO2, there are bands at 2.7 and 4.3 ~tm, and, for CO, there is one band centered at 4.4 ~tm. The width of each of these so-called widebands is an adjustable parameter that is determined by assuming the absorption and emission of radiation in the wideband is equal to the effective absorption and emission of several narrowbands present within the band. Therefore, the shape of the band chosen determines the width. Edwards and his coworkers first developed basic concepts of wideband models (see Ref. 129). There are different variations of the model, such as the box or exponential wideband models. The underlying idea in these approaches is to represent the gas absorption over a relatively wide spectral band (about 0.1 to 0.5 ~tm) with a simple function. If this function is an exponential, the resulting model is called as the exponential wideband model [129,133], which is the most well-known and successful of all different models. It is possible to simplify this even further by assuming absorption remains constant over a prescribed wavelength interval. This yields the box model, which is not as good as the former one, as expected. I00.0
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FIGURE 7.21 The important absorption/emission bands of combustion gases at different temperatures [132].
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In this section, we will outline the formulation of the Edwards-Menard model, as it can be readily used for different applications.



Formulation of the Exponential Wideband Models.



In exponential wideband models, the band strength parameter, or an integrated absorption coefficient of a given wideband, is defined as: f**



- Jo ~ drl



(7.149)



where ~ is the spectral absorption coefficient, based on either line-by-line calculations or narrowband models. Note that the integration is evaluated from 0 to 0% even though the band itself is finite in size. The Edwards-Menard model assumes an exponentially decaying function for the smoothed absorption coefficient (sometimes written as ~:n - (S/d)n, where S and d are parameters defined similar to those used for individual absorption lines). The exponential wideband model assumes that for a symmetric band, ~n is given as: ~:~ = -
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where o~ is defined by Eq. (149) and co is the so-called bandwidth parameter, which is the width of the band at 1/e of the maximum intensity. Most of the absorption bands of the gases of engineering interest are symmetric, and the corresponding rio wavenumbers are listed in Table 7.8 (adapted from Ref. 3). If the bands are not symmetric, the f(rl) function is slightly modified to represent a cut band shape, which simulates the real profile more accurately. Then, either an upper limit flu or lower limit tit is used, and f(rl) is defined as (flu - rl) or (rl - rll). Note that, for only a few bands (flu or rll), values are reported in Table 7.9. (Even though these correlations were developed more than three decades ago, they are still the most convenient and accurate of all wideband model expressions, see Refs. 1 and 3 for details.) The total band absorption is defined as (7.151)



A = fband~"qd~ -- fo**( 1 - e-"X) drl with x being the path length. The normalized total band absorptance is:



A * - A/o = A*(o~, ~, %)



(7.152)



Here, x0 = ~:,~cxis the optical thickness at the band center. Table 7.8 lists all the exponential wideband model correlations as derived by Edwards and Menard for an isothermal gas. They are calculated using the equations given below:
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Exponential Wide Band Correlations for an Isothermal Gas [133]
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[3 < x0 < 1/13
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Square root regime
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(.oo,~) i(-oo'2,~.~"~.-0o~,~\."X.o3~." 4. A recent review of these techniques has been given by Manickavasagam and Mengtiq [174]. Although most particles in combustion chambers are nonspherical, because of large uncertainties in particle shape and material structure (which affects the complex index of refraction), the use of more sophisticated models to determine particle radiative properties is not always warranted. There are special applications where the exact shape and composition of the particle may be very critical to the understanding of the physical phenomena. For example, it is important to know the soot agglomerate structure to determine the soot formation mechanism in flames using laser/light diagnostics. Also important is the effect of pores and material inhomogeneity in pulverized coal particles on the radiation-combustion interaction. In other words, particle shape and structure are very critical in understanding the



RADIATION 7.57 microscale phenomena being observed in flames; however, for predicting the average radiative properties for radiative heat transfer calculations, the use of simpler models may be sufficient. Simple engineering models for coal/char particles were suggested by Buckius and Hwang [175], Viskanta et al. [176], and Mengtiq and Viskanta [177]. In Ref. 175, the coal/char radiative properties were calculated from the Lorenz-Mie theory for different size distributions and complex index of refraction values, and then a curve-fitting technique was employed to obtain simple engineering equations. It was shown that these "empirical" equations are valid for a wide variety of size distributions. The same conclusion was also drawn in Ref. 177, where analytical expressions were developed starting from anomalous diffraction theory. More recently, Im and Ahluwalia [178] and Kim et al. [179] presented a series of approximations for pulverized-coal and particulate-gas mixtures. Any of these models can be easily incorporated into complicated global computer algorithms. Skocypec and Buckius [180, 181] presented an analytical formulation to obtain the radiation heat transfer from a mixture of combustion gases and scattering particles. They considered band models for the gases and accounted for the absorption and scattering by particles. They developed charts similar to Hottel charts for combustion gases. The results presented can be used to obtain the average radiative properties if the particle loading information is not known accurately. (See also Refs. 182-184 for a discussion on the limits of this formulation.) In the following sections, we will present simple techniques to calculate the optical/radiative properties of soot, fly ash, and coal/char particles. Also, the necessary physical parameters will be summarized.



Soot Particles~Agglomerates.



Soot is one of the most important contributors to radiative transfer in combustion chambers. It is formed during the combustion of almost all hydrocarbons, and in combustion chambers it exists almost everywhere. Unlike combustion gases such as H20 or CO2, which absorb and emit only at certain wavelengths, soot participates in radiative transfer at all wavelengths. Therefore, the radiant energy emitted from a sooty flame is significantly more than, for example, a clean-burning natural gas flame. Although this can be considered as an advantage, having unburned carbon particles emitted in the exhaust is a major drawback. In order to predict the contribution of soot to overall radiative transfer phenomena in combustion chambers, one must know the soot shape, size, size distribution, and optical properties. In a combustion chamber, soot volume fraction or number densities are usually not known. It is generally accepted that the primary soot particles are spherical in shape and about 20-60 nm in diameter (see the review by Charalampopoulos [185]). However, depending on the flow and combustion characteristics of the system, they agglomerate to form irregularly shaped large particles. The shape can be clusters of spheres or cylindrical long tails attached to burning coal particles. If the agglomeration is not considered, calculation of required radiative properties of soot particles will be straightforward. Since the size of an individual soot sphere is much smaller than the wavelength of radiation, the Rayleigh limit (for small x = 7tD/~,) to the Lorenz-Mie theory can be used. Then, the soot absorption and scattering efficiency factors are given as
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Qsca,Rayleigh= 8X4(1 -- 3 -~12) where
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(7.184) M2 = 1 + 2N2
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Selamet and Arpaci [186, 187] have investigated the accuracy of the Rayleigh approximation for soot particles and proposed a simple extension based on the Penndorf approximation. According to their study, for larger particles, the extinction efficiency should be modified to: [(1_551 aext = Qabs.Rayleigh"k-2X3 U~ + -3" ~ where



M4 = 4N] + (3 + 2N2)2



4 M6 ]



6 M_M_~/_~ + ff M1 ] + 3- - ~ 1 x



(7.186)



M5 = 4(N2 - 5) + 7N3



M6 = (N2 + N3 - 2) 2 - 9N ]



N3 = (n 2 + k2)2= N] + N 2



(7.187)



These equations can be used up to size parameter of x = 0.8 for soot index of refraction range of 1.5 < n < 4.0 and 0.5 < k _> Xc, although this breaks down in certain cases. For electrons in a metal at room temperature, x is on the order of 10-14 s whereas for phonons in solids it is on the order of 10-11 s. For gas molecules, the mean free time is given as e/v where f is the mean free path and v is the molecule velocity. The mean free path depends on the number density p and collision crosssectional area > x, x~, transport is ballistic in nature and local thermodynamic equilibrium cannot be defined. This transport is nonlocal in space. One has to resort to time-averaged statistical particle transport equations. On the other hand, if L >> 2, 2 r and t = x, Xr, then approximations of local thermodynamic equilibrium can be assumed over space although time-dependent terms cannot be averaged. The nonlocality is in time but not in space. When both L = 2, 2 r and t = x, Xr, statistical transport equations in full form should be used and no spatial or temporal averages can be made. Finally, when both L >> 2, 2~ and t >> "c, xr, local thermodynamic equilibrium can be applied over space and time leading to macroscopic transport laws such as the Fourier law of heat conduction. Let us consider the last case first since that is the easiest one and it also ties the microscopic transport characteristics to the macroscopic world.



KINETIC THEORY Formulation The kinetic theory of transport phenomena is the most elementary and perhaps the first step toward understanding more complex transport theories [1]. Consider a plane z, across which particles travel carrying mass and kinetic energy. Consider two fictitious planes at z + 2z and
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FIGURE 8.1 Schematicdiagram showing energy flux across a z plane used in kinetic theory.



z - ez on either side of the z plane as shown in Fig. 8.1. Here, fz is the z component of the mean free path f which makes an angle 0 from the direction perpendicular to z. On average, the particles moving down from z + fz contain an energy density u that is characteristic of the location u(z + ez), whereas those moving up from z - fz have characteristic energy density u(z - fz). If the particles move with a characteristic velocity v then the next flux of energy in the positive z direction is



qz = 1/2Vz[U(Z - fz) - u(z + fz)]



(8.1)



where vz is the z component of the velocity and the factor 1/2is used since only half of the total number of particles at each location move up from z - ez or down from z + ez. Using Taylor expansion and keeping only the first order terms, one gets



du du qz =-Vzez -~z = - ( c ° $ 2 0)k'e dz



(8.2)



where it is assumed that fz = f cos 0 and Vz = v cos 0. Averaging over the whole hemisphere of solid angle 2r~, one gets



duI~f~n fO¢'12 ] 1 du q z -" - v ~ -~z --o --o COS2 0 sin 0 dO dq0 = - ~ vf d---z-



(8.3)



where tp is the azimuthal angle and 0 is the polar angle and sin 0 dO dip is the elemental solid angle. Assuming local thermodynamic equilibrium such that u is a function of temperature, one can write the flux as



qz =
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1 du d T . . . -~ v~ d T dz



1 dT 3 Cv~ dz



.



(8.4)



This is the Fourier law of heat conduction with the thermal conductivity being k = Cvf/3. Note that we have not made any assumption of the type of energy carrier and, hence, this is a universal law for all energy carriers. The only assumption made is that of local thermodynamic equilibrium such that the energy density u at any location is a function of the local temperature. The characteristics of the energy carrier are included in the heat capacity C, velocity v, and the mean free path 2. Neglecting photons for now, the thermal conductivity can be written as
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where the first term is the lattice contribution and the second term comes from electrons. In the case of electrons in a metal, the electron contribution is dominant, whereas for semiconductors and insulators, the phonon contribution is dominant. For gas molecules, the heat capacity is a constant equal to C = (n/2)pk8 where n is the number of degrees of freedom for molecule motion, p is the number density, and kB is the Boltzmann constant. The rms speed of molecules is given as v = V'3kBT/m, whereas the mean free path depends on collision cross section and number density as e --- (p6)-l. When they are put together, one finds that the thermal conductivity of a gas is independent of p and therefore independent of the gas pressure. This is a classic result of kinetic theory. Note that this is valid only under the assumption that the mean free path is limited by intermolecular collision.



Thermal Conductivity of Crystalline and Amorphous Solids Since the thermal conductivity depends on C, v, and e, let us investigate the characteristics of these quantities. The electron heat capacity in a metal varies linearly with temperature C = (n2pk2/2EF) T where EF is the Fermi energy of a metal and p is the electron number density. This is a consequence of the free electron theory of metals in which only electrons within an energy range ks T around the Fermi energy EF are responsible for transport phenomena [2]. Here, kB is the Boltzmann constant (1.38 x 10 -23 J/K) and T is the absolute temperature. The Fermi energy of most metals falls in the range of 3 to 10 eV whereas the thermal energy kBT is 0.026 eV at room temperature. Hence, only a small fraction of all the electrons in a metal contribute to energy transport in metals. The velocity relevant for transport is the Fermi velocity of electrons. This is typically on the order of 10 6 rrds for most metals and is independent of temperature [2]. The mean free path e can be calculated from e = VF'r,where x is the mean free time between collisions. At low temperature, the electron mean free path is determined mainly by scattering due to crystal imperfections such as defects, dislocations, grain boundaries, and surfaces. Electron-phonon scattering is frozen out at low temperatures. Since the defect concentration is largely temperature independent, the mean free path is a constant in this range. Therefore, the only temperature dependence in the thermal conductivity at low temperature arises from the heat capacity which varies as C o~ T. Under these conditions, the thermal conductivity varies linearly with temperature as shown in Fig. 8.2. The value of k, though, is sample-specific since the mean free path depends on the defect density. Figure 8.2 plots the thermal conductivities of two metals. The data are the best recommended values based on a combination of experimental and theoretical studies [3]. As the temperature is increased, electron-phonon scattering becomes dominant. The mean free path for such scattering varies as e o~ T-" with n larger than unity. The mean free path of electrons at room temperature is typically on the order of 100 A. The mean free path depends on the material but is independent of the sample, since electron-phonon scattering is an intrinsic process. As a result of electron-phonon scattering, thermal conductivity of metals decreases at higher temperatures. Although the lattice heat capacity in a metal is much larger than its electronic contribution, the Fermi velocity of electrons (typically 10 6 m/s) is much larger than the speed of sound (about 10 3 m/s). Due to the higher energy carrier speed, the electronic contribution to the thermal conductivity turns out to be more dominant than the lattice contribution. For a semiconductor, however, the velocity is not the Fermi velocity but equal to the thermal velocity of the electrons or holes in the conduction or valence bands, respectively. This can be approximated as v -- X/3kBT/m*, where m* is the effective electron mass in the conduction band or hole mass in the valence band. This is on the order of 105 m/s at room temperature. In addition, the number density of conduction band electrons in a semiconductor is much less than
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FIGURE 8.2 Thermal conductivity of aluminum and copper as a function of temperature [3]. Note that at low temperature, the thermal conductivity increases linearly with temperature. In this regime, defect scattering dominates and the mean free path is independent of temperature. The thermal conductivity in this regime depends on the purity of the sample. The linear behavior arises from the linear relation between the electronic heat capacity and temperature. As the temperature is increased, phonon scattering starts to dominate and the mean free path reduces with increasing temperature. To a large extent, the thermal conductivity of a metal is independent of the purity of the sample.



the electron density in metals. Hence, the electronic heat capacity is also lower than that of metals. This leads to the fact that electrons play an insignificant role in heat conduction in semiconductors. Therefore, as far as heat conduction is concerned, semiconductors and insulators fall in the same class of materials. Phonons are quanta of crystal vibration [2,4]. The physics of phonons is quite similar to that of photons in that they follow Bose-Einstein statistics. However, there are some key differences, namely: (1) phonons have a lower cut-off in wavelength and upper cut-off in frequency whereas photon wavelength and frequency are not limited; (2) phonons can have longitudinal polarization whereas photons are transverse waves; (3) p h o n o n - p h o n o n interaction can emit or annihilate phonons and thereby restore thermodynamic equilibrium. Despite these differences, heat conduction by phonons can be studied as a radiative transfer problem. Figure 8.3 shows the thermal conductivity of crystalline diamond samples with different defect concentrations [5]. At low temperatures, the thermal conductivities of all the samples are nearly equal and follow the T 3 behavior [2,4,6]. This arises from the Planck distribution of phonons at low temperatures. The dominant phonon wavelength at low temperatures can be very large as suggested by the relation ~,dom= hvs/3kBT. This is essentially the Wien's displacement law applied to phonons. Hence, the dominant wavelength at low temperatures can be much larger than crystal imperfections such as point defects, dislocations, and grain boundaries. Therefore, mean free path is not limited by the defect scattering but by the size of the crystal. Hence, the mean free path at very low temperatures is temperature-independent.
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Phonon velocity is constant and is the speed of sound for acoustic phonons. The only temperature dependence comes from the heat capacity. Since at low temperature, photons and phonons behave very similarly, the energy density of phonons follows the Stefan-Boltzmann relation t~Ta/vs, where 0 is the Stefan-Boltzmann constant for phonons. Hence, the heat capacity follows as C o~ T 3 since it is the temperature derivative of the energy density. However, this T 3 behavior prevails only below the Debye temperature which is defined as 0o = hcoo/kB. The Debye temperature is a fictitious temperature which is characteristic of the material since it involves the upper cutoff frequency coo which is related to the chemical bond strength and the mass of the atoms. The temperature range below the Debye temperature can be thought as the quantum requirement for phonons, whereas above the Debye temperature the heat capacity follows the classical Dulong-Petit law, C = 3~kB [2,4] where 11is the number density of atoms. The thermal conductivity well below the Debye temperature shows the T 3 behavior and is often called the Casimir limit.
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As the temperature is increased, ~,dombecomes comparable to the defect sizes and, hence, the defect concentration in the crystal determines the thermal conductivity. This is the regime near the peak of the thermal conductivity which occurs when the temperature is on the order of T = 0o/10. Although defect scattering is temperature-independent, phonon-phonon interactions are highly temperature-dependent. There are two types of phonon-phonon interactions, namely, normal and Umklapp. Normal or N-scattering conserves energy and momentum during collision of two or more phonons, whereas Umklapp or U-scattering conserves energy but does not conserve momentum. Although normal scattering does not directly pose any resistance, it distributes the phonon energy to higher frequencies~ As the temperature is increased beyond 0o/10, C becomes a constant (=3rlkB). Also, the phonon density at high frequency and large wave vectors becomes sufficiently high that phonon-phonon Umklapp scattering dominates and determines the phonon mean free path.
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CHAPTEREIGHT Hence, the mean free path decreases drastically with temperature which results in a sharp drop in thermal conductivity with increasing temperature. Figure 8.4 shows the thermal conductivity for quartz (crystalline SiO2) and amorphous silica (a-SiO2) [7]. The quartz data follows the T 3 behavior at low temperature, peaks at about 10 K, and then drops with increasing temperature. As discussed before, this is the expected trend for a crystalline solid. However, amorphous silica behaves very differently. The value of the thermal conductivity is much lower than that of the crystalline sample for all values of temperature. In addition, the temperature dependence of the conductivity is also vastly different. Hence, the model proposed for crystalline solids cannot be applied for such a case. Note that the relation k = Cve/3 is still valid although the heat capacity and the mean free path cannot be determined by relations used for crystalline solids. In 1911, Einstein proposed a model for heat conduction in amorphous solids. In this model, he assumed that all the atoms vibrate as harmonic oscillators at the same frequency toE. In addition, he also assumed that a particular oscillator (or atom) is coupled to only first, second, and third nearest neighbors. Hence, the vibrational energy of the oscillator can only be transferred to these atoms. A further assumption was that the phases of these oscillators were uncorrelated and were completely random. Using these assumptions, he derived the thermal conductivity to be
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where 11 is the number density of oscillators, 0E is the Einstein temperature, and x = 0e/T. The Einstein temperature is defined as 0E = hWF./kB. Unfortunately, the predictions of this theory
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FIGURE 8.4 Thermalconductivityof quartz and glassysilica as a function of temperature [7]. The quartz thermal conductivity exhibits a T 3 behavior at low temperature, a peak at about 10 K, then reduction at higher temperatures. This is typical of a crystalline solid. For amorphous glass the thermal conductivity increases as T2 plateaus between 1 to 10 K and then increases monotonically with temperature. Also plotted are the predictions of the Cahill-Pohl and Einstein models. The CahillPohl model provides accurate predictions for temperatures higher than 50 K but cannot predict the low temperature behavior. The Einstein model predictions are much lower than the measured values.
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were far below those of the measured data as can be observed in Fig. 8.4. The major flaw in this theory was in the assumption that the phases of the neighboring oscillators were uncorrelated. The success of the Debye theory was based on the fact that it considered the coherence of a crystal wave for a distance on the order of a mean free path. Cahill and Pohl [8,9] recently developed a hybrid model which has the essence of both the localized oscillators of the Einstein model and coherence of the Debye model. In the CahillPohl model, it was assumed that a solid can be divided into localized regions of size ~,/2. These localized regions were assumed to vibrate at frequencies equal to 0)= 2rtVs/~ where vs is the speed of sound. Such an assumption is characteristic of the Debye model. The mean free time of each oscillator was assumed to be one-half the period of vibration or x = rt/o~. This implies that the mean free path is equal to the size of the region or ~./2. Using these assumptions, they derived the thermal conductivity to be
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where x = Oi/T and 0 i = vsi(h/kB)(6rrq) v3 is a characteristic temperature equivalent to the Debye and Einstein temperatures. The summation is over the two transverse and one longitudinal polarizations for which the speeds of sound can be different. Note that the agreement between the Cahill-Pohl model and the measured thermal conductivity above 50 K is excellent. The validity of the model is further verified by comparing the measured and predicted thermal conductivities of several amorphous solids at 300 K. Below 50 K, there exists a plateau in the thermal conductivity and a sharp drop at temperatures below 10 K. In the limit T > x, xr is assumed, then the most common simplification is to drop the time-varying term in Eq. 8.12. In addition, if L >> e, er is assumed, then the gradient term can be approximated as Vf = Vf0 such that in the one-dimensional case, the BTE can be solved to yield /)f0 f = f o - "CVx bx



(8.16)



where Vx is the x component of velocity. This can be called the quasi-equilibrium approximation. The only term that contains lack of equilibrium is the scattering term. Local thermodynamic equilibrium is inherently implied by the approximation df/dx = dfo/dx. However, since the local equilibrium f0 can be defined only over a length scale er the approximation finally boils down to df/dx = Afo/£ r. This and the timescale approximations are also made in the kinetic theory, and, hence, one should expect the same results. Since the equilibrium distribution is a function of temperature, one can express



Ofo a f o O T _ - ~)x dT i)x



(8.17)



This leads to the energy flux



OT dfo qx(X) = - -~x f v2x - ~ e D(e) de



(8.18)



The first term containing f0 drops out since the integral over all the directions becomes zero. Equation 8.18 is the Fourier law of heat conduction with the integral being the thermal conductivity k. If one assumes that the relaxation time and velocity are independent of particle energy, then the integral becomes



k = vEx - ~ e D(e) de = vEx



~



e D(e) de = ~- Cv2'l~



(8.19)



This is exactly the kinetic theory result k = Cve/3. Similar derivations and conclusions can be made for Fick's law. Ohm's law is characterized by the relation J = oE where Jl is the current density vector at any point in space, E is the electric field vector, and o is the electrical conductivity. The Fourier law is the energy analog of Ohm's law due to the following reasons. The electric field vector E can be written as the negative gradient of the electric potential E - - V ~ and hence is analogous to the negative gradient of temperature. The energy flux vector q in the Fourier law is analogous to the current density vector J in Ohm's law. Using kinetic theory, it can be shown that the electrical conductivity follows the relation o-



rlee2Xm m



(8.20)



where tie is the density of electrons, e is the electron charge, Xm is the momentum relaxation time, and m is the electron mass. The ratio of the thermal and electrical conductivity can be expressed by the Weidemann-Franz law [2] which is given as follows, where the right side contains only physical constants and is known as the Lorenz number [2]. ~JT - 3



~



= 2.44 x 10-8 K---------f~_ ~



(8.21)



Note, however, that electrical conductivity is related to the m o m e n t u m relaxation time, whereas the thermal conductivity is related to the energy relaxation time. They are usually close at room temperature or at very low temperatures.
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Hyperbolic Heat Equation If the Boltzmann transport equation is multiplied by the factor integrated over energy, then the equation transforms into
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The acceleration term is dropped in this equation. Consider the situation that L >> e, er and t --- x, x~. Now make the following assumptions: (1) the relaxation time is independent of particle energy and is a constant; and (2) the quasi-equilibrium assumption is made for the term igfl3x = (dfoldT)(3T/~gx). Then Eq. 8.22 becomes
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This is the Cattaneo equation [10], which, in combination with the following energy conservation equation,



OT



Oqx



C - ~ + -~x = 0



(8.24)



leads to the hyperbolic heat equation of the form [10] 32T 3T k 32T x--~-+ ~t-C 3x 2



(8.25)



The solution of Eq. 8.25 is wavelike, suggesting that the teg_m_12erature field propagates as a wave. The speed of propagation of this wave is equal to Vk/Cx which also happens to be the speed of the energy carrier, for example, the speed of sound for phonons. So, this model is nonlocal in time but local in space since the temperature represents a spatially localized thermodynamic equilibrium.



Mass, Momentum, and Energy Conservation--Hydrodynamic Equations The conservation equations that are encountered in fluid mechanics, heat transfer, and electron transport can be derived as different moments of the BTE [11]. Consider a function ~(p), which is a power of the particle momentum ~(p) = pn where n is an integer (n = 0, 1, 2 , . . . ) . Its average can be described as 1 (~(p)) = p f ,(p)f(p)d3p



(8.26)



where P is the number density of particles. The BTE is now multiplied by ~(p) and integrated over momentum. In general form, this gives the moment equation ~gt



+ -m- V. (p(p~)) - pF " 3~ = p ~ [(W(p,p')~(p'))- (W(p',p)~(p))] p"



(8.27)



Note that the momentum of each particle can be divided into two components as follows P=Pd+Pr



(8.28)



where Pd is the average or drift momentum corresponding to a collective motion of particles in response to an external potential gradient, and Pr is the random component of the momentum which arises due to thermal motion and is responsible for diffusion. Note that (p) = Pd since the average of the random component over all the momentum space is zero.



MICROSCALETRANSPORTPHENOMENA 8.13 The zeroth moment is when n = 0 and ¢(p) is a constant. Using this, one gets the continuity or number conservation equation which is Op i)---t-+ V . (pVd) = So - Si



(8.29)



where Vd is the drift velocity, So is the source or rate of generation rate of particles and Si is the sink or removal rate of particles. In the case of fluids, there are no sources or sinks and hence the fight side is zero. However, when electrons and holes are considered, the zeroth moment equation can be written for each valley of the electronic structure of a semiconductor or a metal. Intervalley scattering due to electron-electron, electron-hole, electron-photon, or electron-phonon interactions may be responsible for particle exchange between the different valleys and bands. This creates a source or sink in each valley in which case the right side of Eq. 8.29 may be nonzero. However, if all the valleys and bands are considered together, the right side would be zero since charge or mass must be conserved. The m o m e n t u m conservation equation is obtained by taking the first moment, ¢(p) = p = my. This yields the following equation ~(ppd) 1 (~(pp)) ~-----7--+ - - V- (p(pp)) - pF = m /)t



(8.30) scat



The second term is the average of a tensorial quantity. However, since the average of odd powers of Pr is zero, we get (pp) = PdPd + p2~i/where ~5i/is the unit tensor. The third term of the left side is what is referred to as a body force term in fluid mechanics. It is perhaps more appropriate to refer to it as a potential gradient term since a thermodynamic force can be written as a gradient of any potential F = - V U. The potential U is a sum of the gravitational potential G, electrochemical potential ~, and so forth. For electrons in a metal or semiconductor, the force can be due to electric or magnetic fields which can also be expressed as a gradient of a potential. The fight side of Eq. 8.30 is the scattering term. Under the relaxation time approximation, the right side can be assumed to follow



(()(~tP))scat ~ - DP,~m
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where Xmis the m o m e n t u m relaxation time. Therefore, the m o m e n t u m conservation equation becomes



O(OPd_._____~) 1 1 /)t + - - V . (PPdPd) + - - V(Op 2) = - o V ( G + * + "") - OPd m m '~m
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The third term on the left side has the form of the kinetic energy of the random particle motion and is representative of the pressure of the particles. Therefore, Eq. 8.32 can be rewritten in the following form:
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The second term on the left side is often referred to as the advection term. When this is negligible, Eq. 8.33 under zero acceleration reduces to the form Vd = - ~
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V
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In the case of electron transport where • = e g + kBT In (p) is the electrochemical potential, one can derive the familiar drift-diffusion equation [11]: J = oe2xm E + pe~m V ( k B T l n O) m m



(8.35)
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CHAPTEREIGHT Here, the first term is the drift term representing Ohm's law with the electrical conductivity being o = pe2"Cm/m. The second term is the diffusion term which gives rise to thermoelectric effects and current flow due to electron concentration gradients. In the case of fluid transport, neglecting the left side of Eq. 8.34 gives v =--
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V
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which is equivalent to the Darcy equation for flows in porous media. It is evident that Eq. 8.33 has the familiar form of the Navier-Stokes equation except for the last term involving collisions. The Navier-Stokes equation can be derived from the BTE using the Chapman-Enskog approximation where the right side of Eq. 8.33 leads to the diffusion term [1]. The energy conservation equation is obtained from Eq. 8.27 if the second moment is taken t~(p) = p2 since energy e p2/2m. This yields the following equation: =



~9_~ /)t + V-J~ = - p F - V d + p ~p"
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where ~ = pe is the energy density in J/m 3 and J~ is energy flux vector in W/m 2 which can be expressed in general form as Jg = Vd~ + q



(8.38)



The term va~ is the advection of energy which comes from the drift contribution, and q is the heat flux vector due to diffusion which arises from the random motion of the particles. This reduces the energy equation to ~--[ + V. (Vd~) = pVd" V U - V- q + ~



so- ~



Si



where U is the sum of all the potentials discussed earlier. Here, the scattering term from Eq. 8.37 is divided into an energy source and an energy sink term which are discussed shortly. The first term on the right side is the work done by a force on the particles and, therefore, must appear in the energy conservation equation. To obtain a relation for q, the next higher moment of the BTE needs to be taken. However, closure is often obtained by assuming the Fourier law q = - k V T. But, recalling the fact that the Fourier law is derived under the assumption of quasi-equilibrium in both space and time, this may not always be a valid assumption. A higher-order relation which takes into account nonlocality in time but quasi-equilibrium in space is the Cattaneo equation for heat flux described in Eq. 8.23. The energy density ~ of a particle system has contribution from entropic motion as well as from the drift and can be written as 3
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= -~ pkBT + -~ pray 2



(8.40)



Note that the factor 3/2 is valid for particles such as monoatomic gas molecules and electrons, with only three degrees of freedom of motion, each degree possessing an energy of kBT/2. By multiplying the momentum conservation equation (Eq. 8.33) by Vd and subtracting it out of the energy conservation equation (Eq. 8.39), the thermal energy conservation equation can be derived as
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Note that the work term pVd" V U drops out since work increases mechanical energy but does not increase entropy or temperature of a system. Only when this work is dissipated by scattering, the entropy of the system is raised and the temperature increases. The scattering term in Eq. 8.41 can be written as follows [12]:
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where To is a reservoir temperature and "l~e is the energy relaxation time. The first term on the right side is simply the energy relaxation term with respect to an equilibrium temperature To. The second term comes from the difference between the momentum and energy relaxation processes. The energy relaxation time is different from the momentum relaxation time since a collision may change the particle momentum but not its energy. Even if both these times were the same, the term would be nonzero. This is the contribution of the kinetic energy of the particle to the temperature rise. Hence, this is the fraction of the work done which is dissipated resulting in entropy generation and temperature rise. If we consider electrons that are energized by the work done by an external electric field, the electron-phonon interactions eventually dissipate this work and result in energy loss to the phonons. Hence, the reservoir temperature is that of the phonons. Note that although the work term pv. F is not present, the term (2mv2a/3kB'r,m) in Eq. 8.42 represents the dissipated work which adds thermal energy to the system. The ratio (X~/Xm) can be called the Prandtl number Pr of the fluid since the fluid diffusivities are inversely proportional to their respective relaxation times.



Equation of Radiative Transfer for Photons and Phonons Photons and phonons do not follow number conservation as do electrons and molecules. However, they do follow energy conservation. An intensity of photons or phonons can be defined as follows



Ik(r,k,Lt) = v(k,s)f(r,k,s,t)hro(k,s)



(8.43)



where Ik is the intensity with wave vector k, v is the velocity at wave vector k, s is the polarization, and h o is the energy. The intensity can also be defined in terms of frequency o and angle (0,~) in polar coordinates corresponding to the direction of vector k as follows: Io,(r,o,0,~,~,t) = v(o,O,~,s)f(r,o3,0,~,t)hoO(o,s)



(8.44)



where D(co,~) is the density of k states in the frequency range co and co + do. If the BTE of Eq. 8.8 is multiplied by the factor v(c0,0,~,0hoD(o,0, the following equation is obtained:
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(8.46)



Here, each W is a scattering rate. It is evident that the scattering term is quite complicated and needs explanation. Equation 8.45 is the conservation of energy based on the intensity at frequency o, polarization s, and direction (0,¢). Consider now the first summation in Eq. 8.46. This increases the intensity I,o(r,o,O,~,s,t) due to scattering in frequency co' --->o, polarization s' --->s, and direction 0', ~' ---> 0, ¢. The second term is the loss of intensity I,o(r,o,O,~,s,t) due to scattering to other frequencies, polarizations, and directions. Note, however, that if photons are considered, then this term represents photon-photon scattering and not scattering between photons and other particles. So, this term accounts for scattering among the particle type, either photonphoton or phonon-phonon, respectively. This is often known as the in-scattering term in photon radiative transfer, although scattering is usually considered only in direction 0', ~' --> 0, ¢~
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and not in frequency and polarization. This is because, inelastic photon scattering is normally ignored in engineering calculations unless processes such as Raman scattering are involved. For phonon radiative transfer, however, inelastic scattering such as normal and Umklapp processes are very common and must be accounted for in this term. In addition, such phononphonon scattering is often between different phonon polarizations as allowed by phonon energy and momentum conservation during the collision. The second summation term in Eq. 8.46 is for increase or decrease in intensity Io,(r,(o,O,O,s,t) due to interactions with other particles. The particle type is given a tag ], and the phase space defined by momentum and direction is given a tag f~. For example, an energetic electron in a metal or in the conduction band of a semiconductor can drop in energy by emitting a phonon of a certain polarization (e.g., LO-phonon) due to electron-phonon interactions. Here, the electron is given a tag j and the phonon is given a tag f2. The frequency, direction, and polarization of this phonon is decided by energy and momentum conservation of the scattering process. In photon radiative transfer, this term is often referred to as the blackbody source term. This is true for the particular case of blackbody radiation. However, in a device such as a semiconductor laser or a light-emitting diode, photons are not emitted in a blackbody spectrum but within a certain spectral band that is decided by the semiconductor electronic band structure. Hence, this term is kept as a general emission term in Eq. 8.46. Similarly, there is a loss term when a phonon or a photon is absorbed by another particle and removed from the system. It is clear that in the most general form as described in Eq. 8.45, the scattering terms pose difficulty for solving. Therefore, the relaxation-time approximation is usually made for convenience, in which case the equation of radiative transfer reduces to
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The first term on the right side is the out-scattering term with % being the scattering relaxation time, the second term is the photon/phonon absorption (or transfer of energy to other particles such as electrons, or photons to phonons or phonons to photons, etc.) where % is the absorption time, the third term is the emission term with 1/% being the emission rate. Here, energy from other particles is converted and contributed to the intensity 1,0. The last term is the in-scattering term from other frequencies and solid angles O'. In an even simpler form, the equation of radiative transfer can be written as
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(8.48)



where the in-scattering term is totally ignored but it is assumed that (o' ~ m scattering restores equilibrium that is represented by I °. This is often the assumption made in phonon radiative transfer where interfrequency scattering restores phonon equilibrium. The equation of radiative transfer will not be solved here since solutions to some approximations of the equation are well known. In photon radiation, it has served as the framework for photon radiative transfer. It is well known that in the optically thin or ballistic photon limit, one gets the heat flux as q - ~(T 4 - T~) from this equation for radiation between two black surfaces [13]. For the case of phonons, this is known as the Casimir limit. In the optically thick or diffusive limit, the equation reduces to q - - k p V T where kp is the photon thermal conductivity. The same results can be derived for phonon radiative transfer [14,15].



NONEQUILIBRIUM ENERGY TRANSFER The discussion in the previous sections concentrated on transport by a single carrier, that is, heat conduction by electrons or phonons, charge transport by electrons, and energy transport
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by photons. Relatively little attention was paid to energy transfer processes between the energy carriers. For example, Joule heating occurs due to electron-phonon interactions whereas radiative heating involves photon-electron and electron-phonon interactions. These are examples of what are commonly called heat generation mechanisms. Traditionally, it is assumed that electrons and phonons within a solid are locally under equilibrium such that a heat generation term can be added to the energy conservation equation. For example, Joule heating during electron transport is usually modeled as IER where I is the current and R is the electrical resistance. Such a term is added to the energy conservation equation for the whole solid. Such an equation uses a single temperature T to describe the solid at a point r and time t. It inherently assumes that there is equilibrium between the electrons and the phonons. However, this is not quite the picture in many cases. The equilibrium between electrons and phonons can be disrupted by several processes. For example, in the presence of a sufficiently high electric field, electrons can be energized and thrown far out of equilibrium from the phonons. Such nonequilibrium conditions can now be achieved in contemporary technology where electronic devices with submicrometer feature sizes undergo high-field transport. In the case of radiative heating in a metal, for example, the electrons are again thrown out of equilibrium from the lattice due to excitations by ultra-short laser pulses that are on the order of 100 fs. Such lasers are now available and are widely used in physics, chemistry, and materials processing. Therefore, it is clear that when modern engineering systems involving transport phenomena become small and fast, the energy dissipation process required by the second law of thermodynamics can take a highly nonequilibrium path. In this section, a close look is taken at microscopic mechanisms of heat generation and dissipation and models are presented to analyze such problems.



Joule Heating in High-Field Electronic Devices One of the major goals of the electronics industry is to increase the density of devices on a single chip by reducing the minimum size of features. This has two purposes: (1) to miniaturize and increase the functionality of a single chip; and (2) to increase the speed of logic operations. By the year 2001, the minimum feature size will reduce to 0.18 ktm and the speed and power density will increase significantly. A single chip in the future is likely to contain both power and logic devices. This will lead to high temperature and temperature gradients within a chip. New materials choices based on electrical characteristics also influence the thermal problem. For example, the close proximity of transistors on a high-density silicon (Si) chip requires the use of dielectric material such as silicon dioxide (SiO2) for electrical insulation between devices. Since the thermal conductivity of SiO2 is about 100 times lower than Si, it leads to high temperatures and temperature gradients [16-18].



Simple Transistors. Figure 8.5 shows schematic diagrams of a metal-oxide-semiconductor field-effect transistor (MOSFET) and metal-semiconductor field-effect transistor (MESFET) [19]. The MOSFET is usually made of silicon (Si) and is the workhorse of all logic devices and microprocessors. MESFETs are usually made of III-V materials such as GaAs and are usually used in high-speed communication devices such as microwave receivers and transmitters. GaAs is preferable for such devices since the electron mobility is higher than in Si. The currentvoltage (I-V) characteristics of these devices are also shown. The voltage bias on the gate opens and closes the gate and in effect controls the resistance between the source and the drain. So, the drain current is a strong function of the gate voltage. Other high-electron mobility transistors also operate in a similar fashion except that the electron channel under the gate has different configurations due to clever control and manipulation of material interfaces and properties. Most of the potential drop between the drain and the source occurs across the gate. So, the characteristic electric field in a device is on the order of Vds/Lg where Vds is the drain-tosource voltage and Lg is the gate length. When a voltage bias of about 2 V is applied across a
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FIGURE 8.5 Schematic diagram and current-voltage (I-V) characteristics of (a) metalsemiconductor field-effect transistor (MESFET) and (b) metal-oxide semiconductor field-effect transistor (MOSFET).



device with a minimum feature size of 0.2 ~tm, extremely high electric fields (about 107 V/m) are generated. The dynamics of an electron can be expressed as m'it = - e E where m* is the effective electron mass, it is the acceleration vector, and E is the electric field vector. The electron velocity gained between two collisions is equal to eEx/m* where x is the average time between collisions. When the electric field is very high, the velocity and the electron energy also becomes very high. Such hot electrons are thrown far out of equilibrium with the lattice vibrations. However, the hot electrons collide with the lattice and at some of these collisions, the electron energy is transferred to the lattice to produce a phonon. The hot electrons do not always follow Ohm's law and, hence, their transport must be studied by the Boltzmann transport equation.



Energy Transfer Processes. Heat generation occurs by transfer of energy from electrons to phonons. Since Si has two atoms per unit cell, two vibrational modes are present---optical mode and acoustic mode. Similar is the case for GaAs and other III-V materials. Optical phonon energies are higher than that of acoustic phonons. Although electrons interact with both types of phonons, the interactions with optical phonons are restricted to conditions when the electron energy gained from the electric field is higher than the optical phonon energy. So, there exists a critical field beyond which electron-optical phonon interactions can occur. In GaAs for instance, the atomic bond is slightly polar and LO-mode of vibration results in an oscillating dipole which strongly scatters electrons. Hence, electron-LO phonon interaction determines the critical field. In both Si and GaAs, the critical electric field is on the order of 106 V/m. It is clear that in state-of-the-art submicrometer devices with fields on the order of 107 V/m, optical phonons will be generated. Although optical phonons interact with hot electrons, their group velocity is very small and hence they do not conduct any heat. So, they eventually decay into acoustic
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phonons which conduct heat through the device and throughout the package. Therefore, although LO-phonons gain energy from electrons, they must transfer it to acoustic phonons for heat conduction in the solid. Such an energy transfer occurs during scattering of LOphonons and acoustic phonons which has a characteristic timescale of "r,L o - m -----6--10 ps in GaAs [11,20] and about 10 ps in Si [11]. Thus, the electron-LO phonon timescale "r,e-LO = 0.1 ps is two orders of magnitude faster than 'r,L O - A . T h e timescale of electron-phonon and phonon-phonon interactions can be quite different giving rise to interesting dynamics. Figure 8.6 shows a schematic diagram of the nonequilibrium Joule heating process. The effect of device temperature on the electrical behavior of the device occurs due to the lattice temperature dependence of the electron scattering rate. When the LO phonon and acoustic phonon temperatures rise, the electron scattering rate increases, thus increasing the electrical resistance or decreasing the cartier mobility. The coupling of electrical and thermal characteristics suggest that these must be analyzed concurrently.
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Phonon Temperature FIGURE 8.6 A flowchart showing the energy transfer mechanisms during Joule heating in high-electric field electronic devices. Note that optical phonons will be emitted only when the electric field is higher than the critical field. Otherwise, hot electrons will directly emit acoustic phonons. The number of phonons (or the phonon temperature) influences the electron scattering rate which in turn changes the device's electrical characteristics. The electron scattering rate depends on both electron and phonon temperatures and follows the qualitative trend shown. The flowchart also shows the typical timescales involved in each process and the energies of phonons.
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Governing Equations. If the problem is to be solved rigorously, the BTE must be solved for electrons in each valley, optical phonons, and acoustic phonons. The distribution function of each of these depends on six variables--three space and three momentum (or energy). The solution to BTE for this complexity becomes very computer intensive, especially due to the fact that the timescales of electron-phonon and phonon-phonon interactions vary by two orders of magnitude. Monte Carlo simulations are sometimes used although this, too, is very time-consuming. Therefore, researchers have resorted mainly to hydrodynamic equations for modeling electron and phonon transport for practical device simulation. Based on the mechanism of nonequilibrium Joule heating, the governing equations for charge and energy transport are V2V=_
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The derivation of these equations is described in detail in Refs. 12 and 21. Equation 8.49 is the Poisson equation which satisfies Gauss's law of charge and field. Here V is the potential, es is the dielectric constant of the medium, No is the doping concentration, p is the electron concentration, and E is the electric field vector. Equations 8.50 and 8.51 are the electron continuity and energy momentum equations which follow the development in the section entitled "Boltzmann Transport Theory." The momentum equation is quite similar to the NavierStokes equation of fluid mechanics. By nondimensionalizing this equation, Lai and Majumdar [22] derived an equivalent electron Reynolds number in terms of device parameters given as Re = eVdsX2/(m*L2).For most operating conditions of Va~and Lg and values of m* and '~m, Re > 1. Here, we consider spherical particles only. The optical properties are expected to be wavelengthdependent. Van de Hulst [50] gives the classifications for the case of ns = 0. His results are plotted in a diagram named after him and this diagram is shown in Fig. 9.12. He gives the asymptotic relations for the extinction efficiency flex so that the necessity of carrying out the full Mie solution can be avoided. The extinction efficiency flex is the sum of scattering and absorption efficiencies. Some of these asymptotes are shown in the van de Hulst diagram. However, because of faster computers and improved subroutines, carrying out a full Mie solution is no longer as prohibitive a task as it once was. The problem lies more in making practical use of it, because no
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FIGURE 9.12 The txR-n plane (van de Hulst diagram) showing the various asymptotes for prediction of the extinction efficiency based on the Mie theory. The results are for ~:,= 0. method of solution can handle the sharp forward peak produced for large particles. Thus, this peak has to be truncated for geometric size particles and the phase function renormalized to ensure energy conservation. The computation involved increases with increasing CtR.However, for very large values of CtR,the theory of geometric scattering provides a convenient alternative. For small particles, the Rayleigh theory can be used. Although this does not result in a substantial savings in computation over the Mie theory, it provides a closed-form solution. Here, we compute the scattering efficiency rl~s(2,), the absorption efficiency rl~a(~), the asymmetry parameter g~(~,), and the phase function ~(~,) for a 0.2-mm sphere using the available experimental results for ns(~,) and ~:s(~,) for glass. The results are shown in Fig. 9.13. The computations are based on the Rayleigh, Mie, and geometric treatments (see Fig. 9.13). Then comparisons among the results of these three theories show the limit of applicability of the Rayleigh and geometric treatments.



Effective Radiative Properties: Dependent and Independent. The properties of an isolated single particle were discussed in the previous section. However, the equation of radiative transfer (Eq. 9.28) requires knowledge of the radiative properties of the medium, that is, (~a), (~), and ( ~ ) . The scattering and absorption are called dependent if the scattering and absorbing characteristics of a particle in a medium are influenced by neighboring particles and are called independent if the presence of neighboring particles has no effect on absorption and scattering by a single particle. The assumption of independent scattering greatly simplifies the task of obtaining the radiative properties of the medium. Also, many important applications lie in the independent regime; therefore, the independent theory and its limits will be examined in detail in this section. In obtaining the properties of a packed bed, the independent theory assumes the following.



• No interference occurs between the scattered waves (far-field effects). This leads to a limit on the minimum value of C/~,, where C is the average interparticle clearance. However, most packed beds are made of large particles and can therefore be assumed to be above any such limit.
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• Point scattering occurs, that is, the distance between the particles is large compared to their size. Thus, a representative elementary volume containing many particles can be found in which there is no multiple scattering and each particle scatters as if it were alone. Then this small volume can be treated as a single scattering volume. This leads to a limit on the porosity. • The variation of intensity across this elemental volume is not large. Then the radiative properties of the particles can be averaged across this small volume by adding their scattering (absorbing) cross sections. The total scattering (absorbing) cross sections divided by this volume gives the scattering (absorbing) coefficient. The phase function of the single scattering volume is the same as that for a single particle. Using the number of the scatterers per unit volume N~ (particles/m 3) and assuming independent scattering from each scatterer, the spectral scattering coefficient for uniformly distributed monosize scatterers is defined as



(o~) = NsA~



(9.33)



Similarly, (oxo) = N,A~o and (OUx) = (o~) + (oxo). For spherical particles, the volume of each particle is 4rtR3/3, and in terms of porosity e, we have
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Then we have
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When the particle diameter is not uniform, we can describe the distribution Ns(R) dR, that is, the number of particles with a radius between R + dR per unit volume (number density). Note that N~(R) dR has a dimension of particles/m 3. Then, assuming independent scattering, we can define the average spectral scattering coefficient as (cx~) = Jo rlx~(R)rtREN~(R) dR



(9.37)



A similar treatment is given to the absorption and scattering coefficients. The volumetric size distribution function satisfies



Ns = fo~ N~(R) dR



(9.38)



where Ns is the average number of scatterers per unit volume. Whenever the particles are placed close to each other, it is expected that they interact. One of these interactions is the radiation interaction, in particular, the extent to which the scattering and absorption of radiation by a particle is influenced by the presence of the neighboring particles. This influence is classified by two mechanisms: the coherent addition, which accounts for the phase difference of the superimposed far-field-scattered radiations and the disturbance of the internal field of the individual particle due to the presence of other particles [51]. These interactions among particles can in principle be determined from the Maxwell equations along with the particle arrangement and interfacial conditions. However, the complete solution is very difficult, and, therefore, approximate treatments, that is, modeling of the interactions, have been performed. This analysis leads to the prediction of the extent of interactions, that is, dependency of the scattering and absorption of individual particles on the presence of the other particles. One possible approach is to solve the problem of scattering by
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a collection of particles and attempt to obtain the radiative properties of the medium from it. However the collection cannot in general be assumed to be a single-scattering volume. For closely packed particles, even a small collection of particles is not a single-scattering volume. Thus, some sort of a regression method might be required to obtain the dependent properties of the medium. For Rayleigh scattering-absorption of dense concentration of small particles, the interaction has been analyzed by Ishimaru and Kuga [52], Cartigny et al. [53], and Drolen and Tien [54]. Hottel et al. [55] were among the first to examine the interparticle radiation interaction by measuring the bidirectional reflectance and transmittance of suspensions and comparing them with the predictions based on Mie theory, that is, by examining (T~ex)exp/(]]~ex)Mi e. They used visible radiation and a small concentration of small particles. An arbitrary criterion of 0.95 has been assigned. Therefore, if this ratio is less than 0.95, the scattering is considered dependent (because the interference of the surrounding particles is expected to redirect the scattered energy back to the forward direction). Hottel et al. [55] identified the limits of independent scattering as C/~ > 0.4 and C/d > 0.4 (i.e., e > 0.73). Brewster and Tien [56] and Brewster [57] also considered larger particles (maximum value of mR = 74). Their results indicated that no dependent effects occur as long as C/~, > 0.3, even for a close pack arrangement (e = 0.3). It was suggested by Brewster [57] that the point-scattering assumption is only an artifice necessary in the derivation of the theory and is not crucial to its application or validity. Thereafter, the C/~, criteria for the applicability of the theory of independent scattering was verified by Yamada et al. [58] (C/~ > 0.5), and Drolen and Tien [54]. However, Ishimaru and Kuga [52] note dependent effects at much higher values of C/~. In sum, these experiments seem to have developed confidence in application of the theory of independent scattering in packed beds consisting of large particles, where C/X almost always has a value much larger than the mentioned limit of the theory of independent scattering. Thus, the approach of obtaining the radiative properties of the packed beds from the independent properties of an individual particle has been applied to packed beds without any regard to their porosity [54, 57]. However, as is shown later, all these experiments were similar in design and most of these experiments used suspensions of small transparent latex particles. Only in the Brewster experiment was a close packing of large semitransparent spheres considered. Figure 9.14 shows a map of independent/dependent scattering for packed beds and suspensions of spherical particles [59]. The map is developed based on available experimental results. The experiments are from several investigators, and some of the experiments are reviewed later. The results show that for relatively high temperatures in most packed beds, the scattering of thermal radiation can be considered independent. The rhombohedral lattice arrangement gives the maximum concentration for a given interparticle spacing. This is assumed in arriving at the relation between the average interparticle clearance C and the porosity. This relation is C 0.905 d - 1/'-'----''''~ (1 - e ) - 1



or



C o~R[ 0.905 ] ~ -- ~ ( i --~-)1/3 -- 1



(9.39)



where C/7, > 0.5 (some suggest 0.3) has been recommended for independent scattering (based on the experimental results). The total interparticle clearance should include the average distance from a point on the surface of one particle to the nearest point on the surface of the adjacent particle in a close pack. This average close-pack separation should be added to the interparticle clearance C obtained when the actual packing is referred to a rhombohedral packing (e = 0.26). This separation can be represented by aid where al is a c o n s t a n t (al ~" 0.1). Therefore, we suggest that the condition for independent scattering be modified to C + 0.1d > 0.5~,



(9.40)



where C is given earlier [60]. This is also plotted in Fig. 9.14. As expected for e -~ 1, this correction is small, while for e ~ 0.26, it becomes significant.
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E FIGURE 9.14 Experimental results for dependent versus independent scattering shown in the txR-eplane. Also shown are two empirical



boundaries separating the two regimes. In Fig. 9.13, the size parameters associated with a randomly packed bed of 0.2-mmdiameter spheres at very high (combustion), intermediate (room temperature), and very low (cryogenic) temperatures are also given. Note that based on Eq. 9.40 only the first temperature range falls into the dependent scattering regime (for d = 0.2 mm and e = 0.4). Table 9.4 gives the range of temperatures, wavelengths, and size parameters for the 0.2-mm sphere considered. Singh and Kaviany [61] examine dependent scattering in beds consisting of large particles (geometric range) by carrying out Monte Carlo simulations. They argue that the C/~, criterion
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Size Parameter o~n= nd/~,f o r



a



0.2-mm-diameter Particle



kT (gm-K) (Fo-~r)*



1,888 (0.05)



2,898 (0.25)



12,555 (0.95)



T (K) = 4 300 1500



~ : 472(gm)/(nd/~) : 1.33 6.29/102 1.26/2.00 x 102



724/0.867 9.66/65 1.93/3.25 × 102



3139/0.200 41.9/15 8.37/75



15 2 e-a (



* Fo_kT-- ---~ i=l T



3x2 6x ~)



x3 @T



+7



@



9.25



for x =



14,388(gm-K) ~T



only accounts for the far-field effects and that the porosity of the system is of critical importance if near-field effects are to be considered. According to the regime map shown in Fig. 9.14, a packed bed of large particles should lie in the independent range. This is because a very large diameter ensures a large value of C/;~ even for small porosities. However, Singh and Kaviany [61] show dependent scattering for very large particles in systems with low porosity. The transmittance through packed beds of different porosities and at different values of %nd was calculated by the method of discrete ordinates using a 24-point gaussian quadrature. They show that the independent theory gives good predictions for the bulk behavior of highly porous systems (e > 0.992) for all cases considered. Two distinct dependent scattering effects were identified. The multiple scattering of the reflected rays increases the effective scattering and absorption cross sections of the particles. This results in a decrease in transmission through the bed. The transmission through a particle in a packed bed results in a decrease in the effective cross sections, resulting in an increase in the transmission through a bed. For opaque particles, only the multiple scattering effect is found, while for transparent and semitransparent particles, both of these effects are found and tend to oppose each other. In conclusion, we note that both the C/)~ criterion and the porosity criterion must be satisfied before the independent theory can be used with confidence.



Some Relations for Effective Radiative Properties from Independent Scattering.



If the scatterers behave independently, a simple volume integration over the particle concentration distribution results. We now look back at the scattering property of spherical particles as predicted by Rayleigh, Mie, and geometric analyses. We assume independent scattering. Assuming that a continuum treatment of radiation in solid-fluid systems using independent scattering is possible, we use volume averaging over a representative elementary volume to average over the scatterers as in Eq. 9.37. Tables 9.5 and 9.6 give some approximations for ( G ~ ) ( ~ ) and (O~)(00) along with the applicable constraints. The wavelength ~, is that for the wave traveling in the fluid, and if ny 1, then ~ = ~o/nl, where ~,0 is for travel in vacuum. Table 9.6 shows the various approximations used to represent the phase function (O~)(00) in terms of Legendre polynomials. The scattering-absorption of incident beams by a long circular cylinder has also been studied by van de Hulst [50]. He also considers other particle shapes. Wang and Tien [62], Tong and Tien [63], and Tong et al. [64] consider fibers used in insulations. They use the efficiencies derived by van de Hulst [50] and examine the effects of ~s and d on the overall performance of the insulations. The effect of fiber orientation on the scattering-phase function of the medium is discussed by Lee [65]. The effective radiative properties of a fiber-sphere composite is predicted by Lee et al. [66]. For small particles, a simplified approach to modeling the spectral scattering and absorption coefficient is given by Mengtic and Viskanta [71].



Approximate Geometric, Layered Model.



Using geometric optics (radiation size parameter Ctg, larger than about five) and the concept of view factor, the emission, transmission, and reflection of periodically arranged, diffuse, opaque particles has been modeled by Mazza et
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TABLE 9.5



Volume Averaging of Radiative Properties: Independent Scattering Constraints



(CyXs)(1/m), (c~)(1/m), (¢x)(O0)



(a) Large opaque specularly reflecting spherical particles 2nR/~, > 5



(c~) = npx Jo R2N~(R) dR



¢00



N~(R) dR is the number density of particles having radius between R and R + dR, Px is the hemispherical reflectivity



(ox,,,) = n(1 - p~) £= R2Ns(R) dR (Oo)- pl P~



p~.[(n - 0i)/2] is the directional specular reflectivity for incident angle Oi (b) Large opaque diffusely reflecting spherical particles 2nR/k > 5



(aR,) = npx fo~ R2N~(R) dR



(ox~r) = n(1 - Px) Jo R2Ns(R) dR 8 (O•)(Oo) = ~ (sin Oo- Oocos 0o) fo~



(O~d) = n Jo RZN~(R) dR



(c) Large spherical particles, diffraction contribution, 2nR/~, > 20



4J~[(2nR/~.) sin 0o]



(O~)(00) =



sin 2 00



J1 is the Bessel function of first order and first kind, diffraction contribution (d) Small spherical particles (extension of Rayleigh's scattering) limits are given in Ku and Felske [67] and Selamet and Arpaci [68]



128n5 ~2)2 n 2 ~2 36n2~c2} (Ox~)= 3Z~ 4 {[(n 2+ + - 2 ] 2+ × {fo R6Ns(R) dR + ~24n2 [(n 2 + K:2)2 - 9]



x



(OXe) =



R~N,(R) d R - 64n~3 Zl~.3



48n~'rt2 f : Z]~.



x



{ 4 2 0 4 . -8 + - - [7(n 2 + K:2) + 4(n 2 - K:2 - 5)] t R3N,(R) dR + --~ + -3z2 z]



8nkrr4 fo~ 128n5 ~3 RSN,(R) dR + 3z~-----~



x {[(n ~ + ~2)2 +



where



R9N,(R)dR



n2 -



~2_ 212_



36n2~:2}



x



fo R6N,(R)dR



Zl = (n 2 + ~2)~ + 4(n 2 - ~2) + 4 z2 = 4(n 2 + ~2)2 + 12(n 2 - ~ ) + 9



Note: Wavelength ~. is for waves traveling in the fluid: m = n - in = n,/n I - in,/nl; 00 = 0 for forward-scattered beam and n for backward.



(a) Siegel and Howell [45]; (b) Siegel and Howell [45]; (c) van de Hulst [50]; (d) Penndorf [69].
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Volume Averaging of Radiative Properties: Independent Scattering (Continued) Constraints



((~)(1/m), ((~)(1/m), ((I)x)(00)



128rr'5 ]m2-112 I~ R6N,(R) dR



(e) Small spherical particles, 2rcR/~.< 0.6/n (Rayleigh scattering)



((Y~) =



3~ 4



m 2+ 2



((I)~.)(00) = 3/4(1 + COS2 00) 24/1:3 ] m 2 - 1 1 2 ((SXs) = ~---'~s m 2 + 2



(f) d < interparticle spacing < ;~, 2xR/K > ~, 2nR/~, (00)-" 3/5[(1



R6Ns(R)dR + 256x7 5~6 rio RSN,(R)dR



- 1/2 COS 00) 2 nt- (COS 00 - 1/2)2]



Small spherical particles such that R 8 term is negligible (h) Nonspherical (Rayleigh-ellipsoid approximation)



12n



( ~ ) = ~-



Im ~



(log n -iK)



j



V/A is the average diameter (e) van de Hulst [50]; (f) Siegel and Howell [45]; (g) van de Hulst [50]; (h) Bohren and Huffman [70].



al. [76]. For a one-dimensional radiative transfer through a porous medium, with fluxes q}~and q7 arriving and leaving from layer j from the left side and fluxes q}~+1 and q)-+l leaving and arriving from the right side, the radiative heat flux (across an area A) is given by qTA = (Tr)qT+ ,A + (pr)q~A % (~r)l~T;A q~f+,A = (Tr)q~fA



+ < P r > G ~A + (3AI - 1)/2 else



A1 - A2 with/il = l - A 2



(c) Not very accurate [72]. For the two-flux model an approximation (linear isotropic) is forward scattered, 1£ ~ 1 1 ~ o (-a)iA~+ 1(2i)! f~= ~ (~)(00) d cos 00 "" ~ + ~ ;-- 2~ +li!( i + 1)! backward scattered, bx = ~a f°- 2 (¢z)(00) d cos 00 = 1 -fx (d) Strongly forward scattering (O~)(cos 00) = 2fxS(1 - cos 00) + (1 - fx)



1 -g~. (1 + g~.- 2 cos 00)3r2



is the ~5-Henyey-Greenstein approximation, A1-A2



gx -



1 - A1



A2-A



and



fx= 1



]



2Al+A2



(a) Chu and Churchill [73]; (b) Wiscombe [74], McKellar and Box [75]; (c) Lee and Buckius [72]; (d) McKellar and Box [75].
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1



a2 = [1 + a4(gsd2)l74] v2



a3 =



a4 =



(9.47)



1.46Er + 0.484



(9.48)



1 + 0.16Er



1.967~r + 0.00330 1 + 0.07£r



(9.49)



where Ns is the number of scatterers per unit area. The correlation applies to 0.630 < Nsd 2 < 1.155, where the upper limit corresponds to the closest two-dimensional packing of spheres. The variational upper and lower bounds for the effective emissivity of randomly arranged particles has been obtained by Xia and Strieder [77, 78].



Approximate



R a d i a n t Conductivity M o d e l The radiative heat transfer for a onedimensional, plane geometry with emitting particles under the steady-state condition is given by [79]: F(y qr-- [(1 + pw)/(1 -- Pw)] + L/d (T4 - T4)



(9.50)



where Fis called the radiative exchange factor and the properties are assumed to be wavelengthindependent. If Pw = 0 and the bed is several particles deep, then the first term of the denominator can be neglected. Then, for T1 - 7'2 < 200 K, a radiant conductivity is defined [59]: qr =



(9.51)



-krVT, kr = 4Fd~T 3



The approach has many limitations, but the single most important limitation is that the value of F cannot be easily calculated. Of all the methods, the Monte Carlo method can be used for calculating F for semitransparent particles. The value of F also depends upon the value of the conductivity of the solid phase. In the Kasparek experiment [79] infinite conductivity is assumed, which is justified for metals. Similarly, the case of zero conductivity can be easily treated by considering the rays to be emitted from the same point at which they were absorbed. However, the intermediate case, that is, when the conductivity is comparable to the radiant conductivity, shows a strong dependence of radiant conductivity on the solid conductivity. The extent of this dependence may be seen by comparing the difference in the values of F in Table 9.7 corresponding to low and high emissivities. If the conductivity was small, all the F values would be close to those obtained for the ~r 0 case. Thus, a simple tabulation of F as in Table 9.7 is of limited use. On the other hand, this approach is simple. -



TABLE 9.7



"



Radiation Exchange Factor F (e = 0.4) Emissivity Model



0.2



0.35



0.60



0.85



1.0



Two-flux (diffuse) Two-flux (specular) Discrete ordinate (diffuse) Discrete ordinate (specular) Argo and Smith Vortmeyer Kasparek (experiment) Monte Carlo (diffuse) Monte Carlo (specular)



0.88 1.11 1.09 1.48 0.11 0.25 w 0.32 0.34



0.91 1.11 1.15 1.48 0.21 0.33 0.54 0.45 0.47



1.02 1.11 1.25 1.48 0.43 0.54 -0.68 0.69



1.06 1.11 1.38 1.48 0.74 0.85 1.02 0.94 0.95



1.11 1.11 1.48 1.48 1.00 1.12 1.10 1.10
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Determination o f E Many different models are available for the prediction of F, and these are reviewed by Vortmeyer [79]. Here, the main emphasis is on examining the validity of the radiant conductivity approach by comparing the results of some of these models with the Monte Carlo simulations and with the available experimental results. A solution to this problem based on the two-flux model is given by Tien and Drolen [59]"



F=



2 d(~x,, + 2 ~ )



(9.52)



F=



2 3(1 - e)(rl~ + 2Brl~)



(9.53)



which can be written as



For isotropic scattering, B = 0.5 and Eq. 9.53 becomes independent of the particle emissivity



(for large particles). The low and high conductivity limits of this problem have been explored experimentally [79] and by the Monte Carlo method [61]. In the low-conductivity asymptote, the rays are considered to be emitted from the same point on the sphere at which they were absorbed. In the high-conductivity asymptote, an individual sphere is assumed to be isothermal and a ray absorbed by the sphere is given an equal probability of being emitted from anywhere on the sphere surface. This results in an increase in the radiant conductivity, because the rays absorbed on one side can be emitted from the other side thus bypassing the radiative resistance. In the general problem, the solid and the radiant conductivities can have arbitrary magnitudes. Then, the radiative heat flux qr for this one-dimensional, plane geometry is given by Eq. 9.50. The radiant conductivity kr is given by Eq. 9.51, where (9.54)



F= F(k*, er, e)



and Tm is the mean temperature. The dimensionless solid conductivity k* is defined as ks (9.55)



k* = 4 d o T 3



Within the bed, the radiation is treated by combining the ray tracing with the Monte Carlo method. The conduction through the spheres is allowed by solving for the temperature distribution in a representative sphere for each particle layer in the bed. The results for e = 0.476 and various values of e~ and k* have been obtained for both diffusive and specular surfaces. The results are shown in Fig. 9.15a and b. The results for both surfaces are nearly the same. Both low and high k* asymptotes are present. The low k* asymptotes are reached for k* < 0.10 and the high k* asymptote is approached for k* > 10. There is a monotonic increase with er, that is, as absorption increases, the radiant conductivity increases for high k*. The results of Fig. 9.15a and b have been correlated using [9] F = alEr tan -1 a2 l~r / -t- a4



for given e. The best-fit values of the constants are given in Table 9.8. Constants in the Exchange Factor Correlation (e = 0.476)



TABLE 9.8



al a2 a3



a4



Specular



Diffuse



0.5711 1.4704 0.8237 0.2079



0.5756 1.5353 0.8011 0.1843



(9.56)
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FIGURE 9.15 Effect of dimensionless solid conductivity on the dimensionless radiant conductivity for (a) diffuse particle surface and (b) specular particle surface [9].



The computer-intensive nature of the problem prevented a thorough sweep of the porosity range as an independent variable. However, the effect of the porosity in the highconductivity limit has been discussed by Singh and Kaviany [61]. For example, by decreasing the porosity from 0.6 to 0.5, the magnitude of F changes from 0.47 to 0.51 for ~, = 0.35 (specular surfaces) and from 0.94 to 0.97 for I ~ = 0.85 (diffuse surfaces). In practical packed beds, the porosity ranges between 0.3 to 0.6 with a value of 0.4 for randomly arranged, loosely packed monosized spheres. Therefore, the sensitivity of the radiant conductivity with respect to the porosity (as compared to other parameters) is not expected to be very significant. The variational upper bound on the radiant conductivity, including the conduction through the particle, has been predicted by Wolf et al. [80].



Summary.



In conclusion, some suggestions are made on how to model the problem of radiative heat transfer in porous media. First, we must choose between a direct simulation and a continuum treatment. Wherever possible, continuum treatment should be used because of the lower cost of computation. However, the volume-averaged radiative properties may not be available in which case continuum treatment cannot be used. Except for the Monte Carlo techniques for large particles, direct simulation techniques have not been developed to solve but the simplest of problems. However, direct simulation techniques should be used in case the number of particles is too small to justify the use of a continuum treatment and as a tool to verify dependent scattering models. If the continuum treatment is to be employed, we must first identify the elements that make up the system. The choice of elements might be obvious (as in the case of a packed bed of spheres) or some simplifying assumptions might have to be made. Common simplifying assumptions are assuming the system to be made up of cylinders of infinite length (for fibrous media) or assuming arbitrary convex-surfaced particles to be spheres of equivalent cross section or volume. Then the properties of an individual particle can be determined. If the system cannot be broken down into elements, then we have no choice but to determine its radiative properties experimentally. On the other hand, if we can treat the system as being made up of elements, then we must identify the system as independent or dependent. In theory, all systems are dependent, but if the deviation from the independent theory is not large, the assumption of independent scattering should be made. The range of validity of this assumption can be approximately set at C/;L> 0.5 and e > 0.95. If the problem lies in the independent range, then the properties of the bed can be readily calculated, and the equation of transfer can be solved. However, if the system is in the dependent range, some modeling of the extent of dependence is necessary to get the properties of the packed bed. Models for particles in the Rayleigh
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range and the geometric range are available. However, no approach is yet available for particles of arbitrary size, and experimental determination of properties is again necessary. An approximate, geometric, layered model can be used for large particles and the method is described here. Finally, we note that the thermal conductivity of the solid phase influences the radiation properties. When using the radiant conductivity model, the results show that kr can increase by fivefold for ks ~ ,:,,,as compared to that for ks ~ 0 (for I~ r • 1 and typical porosities).



Two-Medium Treatment In this section, we examine the single-phase flow through solid matrices where the assumption of the local thermal equilibrium between the phases is not valid, i.e., (T)~(T) s. When there is a significant heat generation occurring in any one of the phases (solid or fluid), that is, when the primary heat transfer is by heat generation in a phase and the heat transfer through surfaces bounding the porous medium is less significant, then the local (finite and small) volumes of the solid and fluid phases will be far from the local thermal equilibrium. Also, when the temperature at the bounding surface changes significantly with respect to time, then in the presence of an interstitial flow and when solid and fluid phases have significantly different heat capacities and thermal conductivities, the local rate of change of temperature for the two phases will not be equal. In the two-medium treatment of the single-phase flow and heat transfer through porous media, no local thermal equilibrium is assumed between the fluid and solid phases, but it is assumed that each phase is continuous and represented with an appropriate effective total thermal conductivity. Then the thermal coupling between the phases is approached either by the examination of the microstructure (for simple geometries) or by empiricism. When empiricism is applied, simple two-equation (or two-medium) models that contain a modeling parameter hsr (called the interfacial convective heat transfer coefficient) are used. As is shown in the following sections, only those empirical treatments that contain not only hsr but also the appropriate effective thermal conductivity tensors (for both phases) and the dispersion tensor (in the fluid-phase equation) are expected to give reasonably accurate predictions. We begin with the phase volume averaging of the energy equations, which shows how the fluid phase dispersion as well as the other convective and conductive effects appear as the coupling coefficients in the energy equations. Then, these coefficients, including the interfacial heat convection coefficient, are evaluated for a simple porous medium, that is, capillary tubes. Then, we examine the existing heuristic two-medium treatments and show that most of them are inconsistent with the results of the local phase volume averaging. Also, in order to examine the cases where the assumptions made in the phase-averaged treatments do not hold, we examine pointwise solutions to a periodic flow. Finally, the chemical reaction in the fluid phase and departure from local thermal equilibrium is examined in an example of premixed combustion in a two-dimensional porous media. For this problem, the results of pointwise (i.e., direct simulation), single- and two-medium treatments is compared for the flame speed and flame structure.



Local Volume Averaging. The local volume-averaging treatment leading to the coupling between the energy equation for each phase is formulated by Carbonell and Whitaker [81] and is given in Zanotti and Carbonell [82], Levec and Carbonell [83], and Quintard et al. [84]. Their development for the transient heat transfer with a steady flow is reviewed here. Some of the features of their treatment are discussed first. • For the transient behavior, it is assumed that the penetration depth (in the fluid and solid phases) is larger than the linear dimension of the representative elementary volume. This is required in order to volume-average over the representative elementary volume while sat-
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isfying that ATe over this volume is much smaller than that over the system ATL, that is, not all the temperature drop occurs within the representative elementary volume. If ATe is nearly equal to ATL, then the direct simulation of the heat transfer over length e has to be performed. Except for very fast transients, the time for the penetration over e, that is, &/0~, is much smaller than the timescales associated with the system transients of interest. • Each phase is treated as a continuum. The phase volume-averaged total thermal diffusivity tensor will be determined for each phase. • Closure constitutive equations are developed similar to those used when the existence of the local thermal equilibrium was assumed. This requires relating the disturbances in the temperature fields to the gradients of the volume-averaged temperatures and to the difference between the phase volume-averaged temperatures. After the formal derivations, the energy equation for each phase ((T) f and (T) s) can be written in a more compact form by defining the following coefficients. Note that both the hydrodynamic dispersion, that is, the influence of the presence of the matrix on the flow (noslip condition on the solid surface), as well as the interfacial heat transfer need to be included. The total thermal diffusivity t e n s o r s Off, Dss, ])is, and D,f and the interfacial convective heat transfer coefficient hsr are introduced. The total thermal diffusivity tensors include both the effective thermal diffusivity tensor (stagnant) as well as the hydrodynamic dispersion tensor. A total convective velocity v is defined such that the two-medium energy equations become



O(T}I



Ais



0-----7+ v#. V(T) f + vfs" V(T} s= V. O u. V(T} r + V. Dis. v ( r } s + Vf(pCp)y hsf((T) s- (T} f) (9.57)



O(T) s Ais ~--7- + Vsr" V ( T } ~ + ",'ss " V ( T ) s : V . I)~z. V(T).~ + V . O~s " v(:r}s + v~(pc,,)'--------~hsA(T)~-



(T) s) (9.58)



As is discussed later, hsl is also used as an overall convection heat transfer coefficient. When hsr is determined experimentally, it is important to note whether the complete form of Eqs. 9.57 and 9.58 are used for its evaluation. The use of oversimplified versions of Eqs. 9.57 and 9.58 results in the inclusion of the neglected terms into hsl. This simplification results in values for hsl that are valid only for those particular experiments.



Intafacial Heat Transfer Coefficient hsf. In the earlier treatments of transient heat transfer in packed beds, various heuristic models were used instead of the two equations given by Eqs. 9.57 and 9.58. Wakao and Kaguei [85] give the history of the development in this area. In the following, some of these models, which all use an interfacial convection heat transfer coefficient hsl, are discussed. The distinction should be between hsl found from the energy Eqs. 9.57 and 9.58, and that found from the simplified forms of energy equations. Since these different models are used in the determination of h~I, the literature on the reported value of hsl is rather incoherent. Wakao and Kaguei [85] have carefully examined these reported values and classified the modeling efforts. It should be noted that hsr for a heated single particle in an otherwise uniform temperature field is expected to be significantly different than that for particles in packed beds Also, since, in general, the thermal conductivity of the solid is not large enough to lead to an isothermal surface temperature, the conductivity of the solid also influences the temperature field around it. Therefore, the interstitial convection heat transfer coefficient obtained from a given fluidsolid combination is not expected to hold valid for some other combinations The coefficients in Eqs. 9.57 and 9.58 have been computed for some geometry and range of parameters [84]. Simplified h~r-based models can still be used, and we review some of these
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heuristic models. However, their inadequacy to explain the process and their limitations cannot be overemphasized. Models Based on hsr. There are many hs,,-based models appearing in the literature. Three such models are given here [85]. These are generally for the one-dimensional Darcean flow and heat transfer and for packed beds of spherical particles.



1. Schumann Model



This is the simplest and the least accurate of all models. The two equa-



tions are given as



a(T)i 3(T)i h*IA° ( ( T ) * - ( T ) I) a--7- + (u)~- g-x - ~(pc.), 3(T)------~= at



h*iA°



((T) ~- (T) i)



(9.59)



(9.60)



(1 - e)(pCp),



where A0 = AIs/V is the specific surface area and Up = (u) i is the average pore velocity. No account is made of the axial conduction and the dispersion in the solid energy equation. This model is for transient problems only.



2. Continuous-Solid Model



In this model, the axial conduction, in both phases, is included through the use of effective thermal conductivities kie and k,e. This gives ~)(T)r (k)S ~)2(T)I h~IA° ((T) ~- (T) i) a----i-+ (u)I ax - ~(pc~)-------7- -ax - 7 - + ~(pc~)i



3(T)r



a(T)S (k)s ~)2(T)-----~ h*iA° ((T) ~- (T) i) at (1 - e)(pcp), ax 2 (1 - e)(pcp),



(9.61)



(9.62)



No account is made of the dispersion and (k) r, (k) *, and hsi are to be determined experimentally.



3. Dispersion-Particle-Based Model



This is an improvement over the continuous-solid model and allows for dispersion. The results are



~(T) i ~(T)___~ y - _ 1( (k) + Dxax) ~2(T)I + h'Iz° ( T g - (T) i) a----7 + (u)I ax - ~ (pc~)r ax' ~(pc~)~ aT, (k)* 1 a ( aT,/ at - (pCp), r 2 3r r2 --~-r/



aL -~, ~ = h~(Ts~- (T)~)



on Ais



(9.63)



(9.64) (9.65)



where T~I = T, on Ai~. Wakao and Kaguei [85] suggest D~lo9 = 0.5 Pe with Pe = e,updlo9. Note that the bed effective thermal conductivity k is included in the fluid-phase equation [85]. Also note that the suggested coefficient for Pe in the expression for the dispersion is smaller than that given in the section entitled "Convection Heat Transfer," where the presence of the local thermal equilibrium was assumed. This particle-based model is the most accurate among the three and is widely used. This model is for transient problems only.



Experimental Determination ofhsf. Wakao and Kaguei [85] have critically examined the experimental results on hsr and have selected experiments (steady-state and transient) which they found to be reliable. They have used Eqs. 9.59 through 9.65 for the evaluation of hsr. This is a rather indirect method of measuring hsr, and, as was mentioned, the results depend on the
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model used. They have found the following correlation for hs: for spherical particles (or the dimensionless form of it, the Nusselt number)



hsrd



NUd-- k: - 2 + 1.1Re °6



prl/3



(9.66)



for spherical particles where Re Etlpd/V = uod/v. Equation 9.66 gives a Re -~ 0 asymptote of hsrd/k:- 2, which is more reasonable than hs: ~ 0 found when models other than Eqs. 9.63 to 9.65 are used. It should be mentioned that the measurement of hs/becomes more difficult and the experimental uncertainties become much higher as Re ~ 0. Figure 9.16 shows the experimental results compiled by Wakao and Kaguei [85] and their proposed correlation. Note also that at low Re, the interfacial convection heat transfer is insignificant compared to the other terms in the energy equations, and, therefore, the suggested Re --, 0 asymptote cannot be experimentally verified. =
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(prl/3Re0.6)2 FIGURE 9.16 Experimental results compiled from many sources by Wakao and Kaguei [85] (for steady-state and transient experiments). Also given is their proposed correlation.



The steady-state results are for the heated spheres (the analogous mass transfer is the sublimation of spherical particles). For ceramic foams, with air as the fluid, Yunis and Viskanta [86] have indirectly measured NUd and obtained correlations with Red as the variable. They obtain a lower value for the power Red. The interfacial heat transfer is also discussed in detail by Kaviany [7].



TWO-PHASE FLOW In this section, the hydrodynamics and heat transfer of the two-phase (liquid-gas) flow in porous media is addressed. First the volume-averaged momentum equation (for each phase) is considered. The elements of the hydrodynamics of three-phase systems (solid-liquid-gas) are discussed. Then the energy equation and the effective properties are reviewed.
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Momentum Equations for Liquid-Gas Flow The hydrodynamics of two-phase flow in porous media is in part controlled by the dynamics of the liquid-gas-solid contact line. This is in turn determined by the interfacial tensions, the static contact angle, the moving contact angle, and the van der Waals interracial-layer forces. We need to examine the interfacial tension between a liquid and another fluid. For the case of a static equilibrium at this interface, we can examine the effect of the curvature for the simple problem of ring formation between spheres (and cylinders). For dynamic aspects, we need to examine the combined effect of capillarity and buoyancy by discussing the rise of a bubble in a capillary tube. Then, we should consider more realistic conditions and examine the effects of various factors on the phase distributions and the existing results for the phase distributions in flow through packed beds. The moving contact line and the effects of solid surface tension and the surface roughness and heterogeneities should also be discussed. For the perfectly wetting liquids at equilibrium, a thin extension of the liquid is present on the surface. After the phasevolume averaging of the momentum equation, we discuss the various coefficients that appear in the two momentum equations (one for the wetting phase and one for the nonwetting phase). The coefficients are generally determined empirically, because of the complexity of the phase distributions and their strong dependence on the local saturation. The capillary pressure, phase permeabilities, liquid-gas interracial drag (due to the difference in the local phase velocities), and the surface tension gradient-induced shear at the liquid-gas interface are discussed in some detail. The special transient problem of immiscible displacement [9] is not examined here. In the following paragraphs, we review some of the definitions used in two-phase flow through porous media and identify the key variables influencing the hydrodynamics. When compared to the single-phase flows, the two-phase flow in porous media has one significant peculiarity and that is the wetting of the surface of the matrix by one of the fluid phases. Although here the attention is basically on a liquid-phase wetting the surface and a gaseous phase being the nonwetting phase, in some applications the two phases can be two liquids where one preferentially wets the surface. The presence of a curvature at the liquidgas interface results in a difference between the local gaseous and liquid-phase pressures (capillary pressure). This difference in pressure depends on the fraction of the average pore volume (or porosity of the representative elementary volume) occupied by the wetting phase. This fraction is called the saturation and is given as ee fraction of the volume occupied by the wetting phase - saturation = s = e porosity



(9.67)



As with the single-phase flows, the fractions of the representative elementary volume occupied by the liquid and gas phases are Ve ee(x) = --~ = es



(9.68)



eg(X) = ~



(9.69)



= e(1 - s)



es + ee + eg = 1



(9.70)



Vs + Ve + Vg= V



(9.71)



es=l-e



(9.72)



The subscript e refers to the liquid or wetting phase and g refers to the gaseous or nonwetting phase. As with the fluid dynamics of two-phase flows in plain media, when the two phases do not have the same interstitial velocity, there will be an interfacial drag whose determination requires a knowledge of the interracial a r e a Age as well as the local flow field in each phase. This interracial drag is expected to be important only at high flow rates.
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In transient two-phase flows, one phase replaces the other and the dynamics of the wettingdewetting of the surface, which is influenced by the fluid-fluid interfacial tension, solid-fluid interracial tensions, and the solid-surface forces, must be closely examined. The research on the dynamics of the contact line (fluid-fluid-solid contact line) has been advanced in the last decade. Based on this, we expect the following parameters (variables) to influence the dynamics of two-phase flow in porous media. Assuming that a membrane stretches over each interface, the magnitudes of the interfacial tension between each pair of phases are the fluid-fluid interfacial tension age, the wetting fluid-solid interfacial tension ¢Jes, and the nonwetting fluid-solid interfacial tension Ogs. When in static equilibrium, the vectorial force balance at the line of contact (the law of Neumann triangle, Ref. 87) gives



• Surface tension.



Gge + Ces +



¢~gs= 0



(9.73)



at contact line. The static mechanical equilibrium of the g-t surface is given by the YoungLaplace equation Pc = Pg - Pe = oge



(1 1)o(1 1) +



=-



+



= 211o



on Age



(9.74)



where Pc is the capillary pressure and rl and rz are the two principal radii of curvature of Age and where for simplicity we have used Oge = ¢J. The mean curvature of the interface H is defined as



1(1 1)



H - ~-



+



(9.75)



The extent to which the wetting phase spreads over the solid surface. The angle, measured in the wetting phase, between the solid surface and the g-e interface, is called the c o n t a c t a n g l e Oc where Oc= 0 corresponds to complete wetting. Presence of surface roughness, adsorbed surface layers, or surfactants influence Oc significantly. M a t r i x structure. The size, dimensionality, pore coordinate number, and topology of the matrix influence the phase distributions significantly. V i s c o s i t y ratio, gg/ge influences the relative flow rates directly and indirectly through the interfacial shear stress. In fast transient flows (e.g., immiscible displacement), depending on whether the viscosity of the displacing fluid is larger than that of the displaced fluid, or vice versa, different displacement frontal behaviors are found. D e n s i t y ratio. P~/Pe,in addition to the body force, signifies the relative importance of the inertial force for the two phases. Saturation. This is the extent to which the wetting phase occupies (averaged over the representative elementary volume) the pore space. At very low saturations the wetting phase becomes disconnected (or immobile). At very high saturations, the nonwetting phase becomes disconnected.



• Wettability.



• •



• •



In addition, the presence of temperature and concentration gradients results in interfacial tension gradients and influences the phase distributions and flow rates. In dynamic systems, the history of the flows and the surface conditions also play a role and lead to the observed hysteresis in the phase distributions. In order to arrive at a local volume-averaged momentum equation for each phase, the effect of the preceding parameters on the microscopic hydrodynamics must be examined. This is done to an extent through the particular forces that appear in the momentum equations.
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Now, by including the microscopic inertial and macroscopic inertial terms and by introducing Keg1, Keg2, Keel, and Kge2 as the coefficients in the liquid-gas interracial drag forces, and by assuming that this drag is proportional to the difference in the phase velocities and that for cocurrent flows I(uj)g] > ](uj)e I, we have the following pair of momentum equations for twophase flow in porous media.



Liquid phase



--if- + . V) = - V'~ + ~s p~ \(~ =-V(p)g + pgg- ~ (ug)- ~-~/Igcp~]- ~



+ [(pCp)t(ue>+ (pCp)g(Ug>]. V ( T >



+



Aitg(h>



= V" [Ke + (DCp)eDd] • V(T) + (k)



(9.80)



Effective Thermal Conductivity Then we expect a functional relationship for the effective thermal conductivity tensor, of the form K e = Ke[ks, kf, kg, at(x),



ag(X)]



(9.81)



However, Ke can be given in terms of the more readily measurable quantities such as



Ke = Ke(ks, ke, kg, Ug, ut, ~, kt__~g,P__~g,s, Oc, e, solid structure, history) llt Pe



(9.82)



This replacement of the variables is done noting that the phase distributions depend on the velocity field and so forth. We also expect two asymptotic behaviors for Ke, which for isotropic phase distributions are given as the following: for s ~ 1



Ke = ke(s_ol = ke(s = 1)I



for s ---) 0



Ke = ke(s_g)l = ke(s = 0)I



ke = ke(ks, kf, E, solid structure)



(9.83)



Since in two-phase flow and heat transfer in porous media for any direction, the bulk effective thermal conductivity is generally much smaller than the bulk thermal dispersion, the available studies on Ke are limited. In the following, we briefly discuss the anisotropy of Ke and then review the available treatments. Presently no rigorous solutions for kell and kex are available. Although not attempted, one of the readily solvable problems would be that of the periodically constricted tube introduced by Saez et al. [102]. For this simple unit-cell phase distribution (which is an approximation to the simple-cubic arrangement of monosize spheres), we expect



kell >> ke±



(9.84)



because of the smaller thermal conductivity of the gas phase. Most of the reported experimental results for Ke(S) are obtained for u , 0, and, therefore, are the results of the simultaneous evaluation of Ke(s) and Dd(s). In these experiments, generally, Ke 1. from y = 8~ to y = 8~g.
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The case of combined buoyant-forced (i.e., applied external-pressure gradient film condensation flow in porous media) has been examined by Renken et al. [112], and here we examine the case when there is no external pressure gradient. In the following, we only examine in sufficient detail the fluid flow and heat transfer for thick liquid films, that is, 5eld > 1. In order to study two-phase flow and heat transfer for this phase change problem, we assume that the local volume-averaged conservation equations (including the assumption of local thermal equilibrium) are applicable. For this problem, we note the following. • The liquid-film and two-phase regions each must contain many pores, that is, for gravitycapillarity-dominated (Bo = 1) and capillarity-dominated (Bo < 1) flows, we require m >> 1 d



and



>> 1 ~t



d



>> 1



for Bo =



g(Pe- pg)K/e 1 and feg/d > 1. Distributions of saturation, temperature, and liquid phase velocity are also depicted.



gradient of the temperature at 6e (Fig. 9.18). Then, following the standard procedures, the analytical treatment is based on the separation of the domains. Here, there are three domains, namely, 0 < y < 6e(x), 6e(x) < y < 6e + 6tg(X), and 6t + 6eg(X) < y < co. In the following, we treat the first two domains; the third domain is assumed to have uniform fields.



Liquid-Film Region.



The single-phase flow and heat transfer in this region can be described by the continuity equation, the momentum equation in Eqs. 9.76 and 9.77, and the energy equation (Eq. 9.80). We deal only with the volume-averaged velocities, such as (Ue) = ue; therefore, we drop the averaging symbol from the superficial (or Darcean) velocities. For the two-dimensional steady-state boundary-layer flow and heat transfer, we have (the coordinates are those shown in Fig. 9.18) the following: ~)Ut



~vt



/~y + -~x = 0



Pt



(



Ut



aue



aue ~ ge(x, y) b2ue + ve --~-y] = e. Oy2



aT



aT



u~-~x + V~ ay



(9.93)



m



ge(X, y) ue + g(Pe - Pg) K



~9 I ke±(y) ] i)T 3y (pCp)t + eDd(x' y) ay



(9.94)



(9.95)
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The boundary conditions are ue = ve = 0,



T = To T = T~



Ue = Uei,



at y = 0 at y = 5e



(9.96)



T~ is the saturation temperature. Since the liquid velocity at 5e, uegis not known, an extra boundary condition is needed. For single-phase flows using the Brinkman treatment, we have



3ue



= (B'e)~; 3Ue



at y = 5e



(9.97)



This allowed us to make the transition at y = fie due to the solid matrix structural change (e.g., discontinuity in permeability), where B'e depends on the matrix structure. Presently, we do not have much knowledge about B'e for two-phase flows (even though we have assumed that the vapor shear is not significant because at y = 5e we have s = 1). The simplest, but not necessarily an accurate assumption, is that of (B'~)~; = (B'e)~/~. The maximum velocity possible in the liquid phase is found by neglecting the macroscopic inertial and viscous terms. The result is K



Uem= - - g(Pe Be



Pg)



(9.98)



where, since this idealized flow is one-dimensional, as Be decreases with increase in y, Uem increases with a maximum at y = re. However, in practice, ue does not reach Uem because of the lateral flow toward the two-phase region. Also, in most cases of practical interest, 5e/d = O(1), and, therefore, the velocity no-slip condition at y = 0 causes a significant flow retardation throughout the liquid-film region. The velocity reaches its maximum value at y = 5e if the shear stress BebUe/by at fie is zero; otherwise it peaks at y < fie. This is also depicted in Fig. 9.18. The convection heat transfer in the liquid-film region is generally negligible [113], therefore, Eq. 9.95 can be written as



3T [ (pCp)e+cDd ke± 13T D±--~y--~-y=constant



(9.99)



For kt < ks, D± is generally smallest near the bounding surface (AI/At is largest) resulting in an expected significant deviation from the linear temperature distribution found in the film condensation in plain media.



Two-Phase Region. The two-phase flow and heat transfer are given by the continuity equations for the ~ and g phases, the momentum equations (Eqs. 9.76 and 9.77), and the energy equation (Eq. 9.80). The two-phase region is assumed to be isothermal by neglecting the effect of the curvature (i.e., saturation) on the thermodynamic equilibrium state. This is justifiable, except for the very small pores (large Pc). For the steady-state flow considered here, we have (for the assumed isotropic phase permeabilities) -~x + ~



=0



(9.100)



--~-x + --~-y = 0



(9.101)



~Ug



pf ( ES



3ue Ue



~Ug



Ou, I = - --~x op, + peg- KKrt , , ut + vt--~-y]



(9.102)
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v_s Ue -~x + vt Ty ] . . igy . . .KKre ve



p.



/



s(1 - s)



pg



s(1 - s)



ug ~



(



+ vg by ] = - ~



bvg ~vg] 3pg ug -~x + Vg Oy ] = - Oy



+ pgg - KKrg Ug



Bg



(9.104) (9.105)



- K K r g Vg



pg - pe = pc(S, etc.)



along with



(9.103)



(9.106)



When the Leverett idealization (Table 9.9) is used, Eq. 9.106 reduces to Pc = pc(S). The convective terms in Eqs. 9.102 to 9.105 can be significant when the effect of thickening of 8e and 8eg and the effect of g and Pc tend to redistribute the phases along the x axis (flow development effects). If the capillarity is more significant than the gravity, that is, (~/[g(Pt - pg)K/s] is larger than unity, then we expect larger 8eg, and vice versa. The overall energy balance yields



ke~ -~y ) SoX(



dx = y=0



Sopeieut dy + r



pgieUedy +



.'8~



So(pcp)eue(T~- T) dy



(9.107)



where Ts is the saturation temperature. The last term on the right-hand side makes a negligible contribution to the overall heat transfer.



Large Bond Number Asymptote. Although for the cases where d is small enough to result in 8e/d >> 1 the capillarity will also become important, we begin by considering the simple case of negligible capillarity. As is shown later, the capillary pressure causes lateral flow of the liquid, thus tending to decrease 8e. However, the presence of the lateral flow also tends to decrease the longitudinal velocity in the liquid-film region, and this tends to increase 8e. The sum of these two effects makes for a 8e, which may deviate significantly from the large Bond number asymptotic behavior. Therefore, the limitation of the large Bond number asymptote, especially its overprediction of ue, should be kept in mind. Assuming that Bo --4 0% we replace the boundary condition on ue at location 8e with a zero shear stress condition (i.e., 8 e = 0 and only two regions are present). In addition, we have the initial conditions u~ = v~ = 0,



T = Ts



at x = 0



(9.108)



Next, we examine variations in Be(T), s(y), and D±(Pee, y), where Pee = ued/ae. The variation in lae can be nearly accounted for by using lae[(Ts + T0)/2] in Eq. 9.94. For the packed beds of spheres, the variation of s is significant only for 0 < y < 2d. White and Tien [114] have included the effect of the variable porosity by using the variation in AI/A,. Here, we assume that 8e/d >> 1, and, therefore, we do not expect the channeling to be significant. For the case of 8e/d ~ O(1), this porosity variation must be considered. We note that Pee can be larger than unity and that the average liquid velocity Kt increases with x, and, in general, the variation of D± with respect to y should be included. A similarity solution is available for Eqs. 9.93 to 9.95 subject to negligible macroscopic inertial and viscous forces, that is, small permeabilities and constant D± [115, 116]. The inertial and viscous forces are included by Kaviany [117] through the regular perturbation of the similarity solution for plain media, that is, the Nusselt solution [113]. The perturbation parameter used is



~=2[~g(pe_pg)]-l/2 pev~



~1/2



K



(9.109)



and for large ~ , the Darcean flow exists. The other dimensionless parameters are the subcooling parameter Cpe(T~- To)/ie and Prandtl number Pre = o~e/ve. The results show that, as is
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the case with the plain media, the film thickness is small. For example, for water with Pre = 10 and Cpe(7", - To)/ieg = 0.004 to 0.2 (corresponding to 2 to 100°C subcooling), the film thickness ~ie is between 1 and 8 mm for K = 10-1° m 2 and between 0.1 and 0.8 mm for K = 10-8 m 2. By using the Carman-Kozeny relation and e = 0.4, we find that the latter permeability results in 5e/d = 0.03 -0.25, which violates the local volume-averaging requirement. The results of Parmentier [115] and Cheng [116] are (for 8e/d >> 1) as follows: 2'/2Nux Grl/4



Pre



2 [ -



nl/2



11/2



~x erf (A --et'"l/2/~l/2~,,,x ~



ieg 1 +--= 2Cee(T,- To) n



1



n[erf(A 11¢lD"'l/21~l/2"V12,1]~x



for Bo > 1



for Bo > 1



(9.110)



(9.111)



where for a given iee,/[Cpe(T, - To)], Pre, and ~x, A, and Nux are found, and where Nu =



6e ( Grx ~1/4 A = Nx \ 4 J '



qx (Ts - To)kel'



E g ( o f - Og) x3



Grx=



pevez



(9.112)



Note that for small K, the Bond number [g(Pe - pg)K/e]/c~ is also small; therefore, the capillarity (i.e., the two-phase region) must be included. This is attended to next.



S m a l l B o n d N u m b e r Approximation. Presently no rigorous solution to the combined liquidfilm and two-phase regions is available. However, some approximate solutions are available [118, 119, 120]. The available experimental results [120, 121] are not conclusive as they are either for 8e/d ~ O(1) or when they contain a significant scatter. By considering capillary-affected flows, we expect that Vg >> Ug, since ~s/~y >> ~s/~x. Also, because the inertial force is negligible for the vapor flow, we reduce Eqs. 9.104 and 9.105 to 0=



3Pg ~y



g8



KKrg vg



1 8pg vg = - ~ KKrg ~ = l.tg ~y



or



/nge ~ Pg



(9.113)



Note that from Eq. 9.101, we find that Vg is constant along y. For the liquid phase, both ue and ve are significant, and ve changes from a relatively large value at 8e to zero at fie + keg; therefore, Ve~OVe/Oywill not be negligibly small. Also, VgOUe/Oy may not be negligible. Then we have



pt v_s



pe



Oue Ope ge ve ~ = - ~ + Peg + ue ~y ~x K K re ~ve ~y



-



~pe ~y



g~ ve K K re,



(9.114)



(9.115)



Here, we assume that the gaseous phase hydrostatic pressure is negligible. We note that the approximations made in the evaluations of Kre and Pc cause more errors in the determination of ue and ve than the exclusion of the inertial terms. Furthermore, we expect bpe/bx to be small. Then, we can write Eqs. 9.114 and 9.115 as



ge 0 = Peg- KKri ue _.



~Pe Oy



ge ve K K ,.e



or



g ue = --ve KKre



(9.116)



or



1 ~Pe ve = ~ KKre ge bY



(9.117)



The velocity distribution given by Eq. 9.116 is that of a monotonic decrease from the value of Uei at 5e to zero at 6e + 6eg. The specific distribution depends on the prescribed Kre(S, etc.). The distribution of ve given by Eq. 9.117 is more complex, because -8Pe/Oy increases as s decreases (as y --->8e + Beg). Although 3pg/3y is needed to derive the vapor to Be, we note that
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From the experimental results on pc(s), we can conclude that in the two-phase region ve also decreases monotonically with y. By using Eq. 9.118, we write Eq. 9.117 as



1



@c



g~



by



V~= ~ KKrt



(9.119)



The momentum equations (Eqs. 9.116 and 9.119) can be inserted in Eq. 9.100, and when pc and Kre are given in terms of s, the following saturation equation is obtained:



bue ~vt b---x-+ by with



s=1 s=0 s=0



gK ~Krt K ~ ( bpc I v---~ bx + -g-~ - ~ y \K re by]



-



(9.120)



at y = 8e aty=Se+8~ atx=0



(9.121)



The evaluation of U~?i, ~ , and 8~g requires the analysis of the liquid-film region. For a negligible inertial force and with the use of the viscosity evaluated at the average film temperature ~ and the definition of Utm, that is, Eq. 9.98, we can integrate Eqs. 9.94 and 9.96 to arrive at [120]



ue =



Y



"fi-"'m'~-U'mC°Sh[St/(g/~)l/2] sinh [St/(K/E) 1/2]



I



Y]



sinh (K/E)I/2 + Utm 1 - c o s h (K/E)I/2



(9.122)



Now, using (la))6; = (la))~{ in Eq. 9.97 and the overall mass balance given by I)5t (x)



Iir



th~ dx =



(8~g(X)



P~Utdy +



peut dy



"8¢(x)



(9.123)



Chung et al. [120] solve for the previously mentioned three unknowns. Their experimental and predicted results for d =0.35 mm are shown in Fig. 9.19, where R a / = Grx Pre. We note that in their experiment (a closed system) the condensate collects, that is, the liquid film thickens, at the bottom of the cooled plate. When the plate length is very large, this nonideal lower por-



20



Nux



........ •~ ~ ~~._~



10



-



~ ~"~..~



go=oo



Ral/2



1 10-3



I ........ I ....... o Experiment [120] W a t e r - Glass Spheres (d=0.350 mm)



~



Prediction of Chung et al. [120]-



~ O



l



i i i i ttL[



i



t i i 11111



10-2



. . . .



~'1 l'm~



10-1



Cp~ (T s Ai£g



To)



FIGURE 9.19 Prediction and experimental results of Chung et al. [120] for condensation (in a packed bed of spheres) at a bounding vertical impermeable surface. The large Bo results of Cheng [116] are also shown.
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tion behavior may be neglected. However, in their experiment with the relatively short plate, this can significantly influence the phase distributions and velocities. The Bond number is 4 x 10-5. For this size particle and for cpe(Ts - To)/ieg = 0.1, they find Uei/Uem ~ 0.06, that is, the velocity at 8e is much less than the maximum Darcean velocity given by Eq. 9.98. Note that although the velocity in the liquid phase is so small, the thickness of the liquid-film region is not substantially different than that found for the single-layer (Bo > 1) model of Cheng [116] (as evident from the heat transfer rate). The analysis of Chung et al. [120] shows that f)e/d = 3.3. They also u s e (Af/At)(y) in their computation. Note that for this analysis to be meaningful, 5e/d has to be larger than, say, 10, so that the variation of ue in 0 ___y < 5e can be predicted with sufficient accuracy. Therefore, the applicability of the analysis to their experimental condition is questionable.



Evaporation at Vertical Impermeable Bounding Surfaces For plain media, the film evaporation adjacent to a heated vertical surface is similar to the film condensation. In porous media, we also expect some similarity between these two processes. For the reasons given in the last section, we do not discuss the cases where 8g/d = 1, where 8g is the vapor-film region thickness. When 8g/d >> 1 and because the liquid flows (due to capillarity) toward the surface located at y = ~Sg,we also expect a large two-phase region, that is, 8ge/d >> 1. Then a local volume-averaged treatment can be applied. The asymptotic solution for Bo > 1, where f)ge = 0 (as was Beg) and the similarity solution given there holds. Parmentier [115] has discussed this asymptotic solution. When given in terms of Rag, this solution is (given the superheating parameter and Rag, then Nux and Ag are solved simultaneously) Nux Ra 1/2
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for Bo ~ oo
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(9.125) (9.126)



Note that Eqs. 9.110 and 9.111 are given in terms of the perturbation parameter ~x, but otherwise are identical to Eqs. 9.124 and 9.125. As we discussed, for small Bond numbers, which is the case whenever 8g/d >> 1, a nearly isothermal two-phase region exists. The vapor will be rising due to buoyancy, similar to the falling of the liquid given by Eq. 9.116, except here we include the hydrostatic pressure of the liquid phase. This gives (defining x to be along -g) 0 = (Pe- Pg)g- KKrg l'tg Ug



or



ug = (Pe-ggPg)g KKrg



(9.127)



The lateral motion of the vapor is due to the capillarity, and in a manner similar to Eq. 9.117, we can write 0=
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The axial motion of the liquid phase is negligible and the lateral flow is similar to that given by Eq. 9.113 and is described as 0=
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The saturation will increase monotonically with y with s = 0 at y = 8g, and s = 1 at y = 8gt. In principle, we then expect the results of Chung et al. [120] for the condensation to apply to the evaporation. However, since the available experimental results for Pc (drainage versus imbibition) show a hysteresis, and also due to the lack of symmetry in K,e(s)/K,g, we do not expect a complete analogy.



Evaporation at Horizontal Impermeable Bounding Surfaces We now consider heat addition to a horizontal surface bounding a liquid-filled porous media from below. When the temperature of the bounding surface is at or above the saturation temperature of the liquid occupying the porous media, evaporation occurs. We limit our discussion to matrices that remain unchanged. When nonconsolidated particles make up a bed, the evaporation can cause void channels through which the vapor escapes [122, 123, 124]. Here, we begin by mentioning a phenomenon observed in some experiments [125] where no significant superheat is required for the evaporation to start, that is, evaporation is through surface evaporation of thin liquid films covering the solid surface (in the evaporation zone). By choosing the surface heating (or external heating), we do not address the volumetrically heated beds (e.g., Ref. 126). For small Bond numbers, for small heat flux, that is, when ( T o - T~) = 0, the vapor generated at the bottom surface moves upward, the liquid flows downward to replenish the surface, and the surface remains wetted. When a critical heat flux qcr is exceeded, a vapor film will be formed adjacent to the heated surface, and a two-phase region will be present above this vapor-film region. The two-phase region will have an evaporation zone where the temperature is not uniform and a nearly isothermal region where no evaporation occurs. As Bo increases, the role of capillarity diminishes. For Bo > 1, the behavior is nearly the same as when no rigid matrix is present, that is, the conventional pool boiling curve will be nearly observed. In the following, we examine the experimental results [127], that support these two asymptotic behaviors, that is, Bo > 1, the high-permeability asymptote, and Bo 10 4 W / m 2. For Bo ~ 0% that is, with no solid matrix present, the conventional pool boiling curve is obtained, that is, as (T0 - Ts) increases, after the required superheat for nucleation is exceeded, the nucleate (with a maximum), the transient (with a minimum), and the film boiling regimes are observed. For large particles, this behavior is not significantly altered. However, as the particle size reduces, this maximum and minimum become less pronounced, and for very small particles, they disappear. For the solid-fluid system used in their experiment, this transition appears to occur at Bo < 0.0028. Note that we have only been concerned with the heating from planar horizontal surfaces. For example, the experimental results of Fand et al. [130] for heating of a 2-mm-diameter tube in a packed bed of glass spheres-water (d = 3 mm, Bo = 0.003) shows that unlike the results of Fukusako et al. [127], no monotonic increase in q is found for (To- T~) > 100°C. Tsung et al. [131] use a heated sphere in a bed of spheres (d > 2.9 mm). Their results also show that as d decreases, the left-hand portion of the
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T O - Ts,°C FIGURE 9.20 Experimental results of Fukusako et al. [127] for the bounding surface heating of the liquid-filled beds of spheres to temperatures above saturation. The case of pool boiling (Bo --->oo) is also shown along with the dryout heat flux predicted by Udell [90] and given in the measurement of Jones et al. [129]. q versus AT curve moves upward, that is, the required superheat for a given q is smaller in porous media (compared to plain media). The results given in Fig. 9.20 show that for very small values of Bo (Bo < 0.01), the surface temperature also increases monotonically with the heat flux. This supports the theory of a heat removal mechanism that does not change, unlike that observed in the pool boiling in plain media. For the system shown in Fig. 9.20 and for d = 1.1 mm, the transition from the surface-wetted condition to the formation of a vapor film occurs at the critical heat flux qcr =
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Jones et al. [129] measure qcr using various fluids. They obtain a range of qcr with the lowest value very close to that predicted by Eq. 9.130. These values of qcr are also shown in Fig. 9.20. Based on the theory of evaporation in porous media given earlier, no vapor film is present until q exceeds qcr (for small Bo). Then, for q > qcr, the surface temperature begins to rise, that is, To - Ts > 0. Now, by further examination of Fig. 9.20, we note that this low Bond number a s y m p t o t e - - t h a t is, the liquid wetting of the surface for (T0 - Ts) = 0 followed by the simultaneous presence of the vapor film and the two-phase regions in series for (T0 - T,) > 0--is not distinctly found from the experimental results of Fukusako et al. [127]. Although as Bo --->0, the trend in their results supports this theory; the Bo encountered in their experiment can yet be too large for the realization of this asymptotic behavior. In Fig. 9.21, q versus AT curves are drawn based on the Bo --->oo and the Bo --->0 asymptotes and the intermediate Bo results of Fukusako et al. [127]. The experimental results of
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Udell [90] for Bo --->0 do not allow for the verification of the Bo --->0 curve in this figure, that is, the verification of q versus AT for Bo --->0 is not yet available. Also, the effect of the particle size (Bond number) on the heat flux for (T0- Ts) > 100°C is not rigorously tested, and the trends shown are based on the limited results of Fukusako et al. [127] for this temperature range. In examining the q versus AT behavior for porous media, we note the following. • The thermal conductivity of the solid matrix greatly influences the q versus AT curve, and the results of Fukusako et al. [127] are for a nonmetallic solid matrix. Later, we examine some of the results for metallic matrices and show that as ks increases, q increases (for a given To- Ts). • In the experiments discussed earlier, no mention of any hysteresis has been made in the q versus ( T o - Ts) curve. However, as is shown later, at least for thin porous layer coatings, hysteresis has been found, and in the q decreasing branch, the corresponding (To- Ts) for a given q is much larger than that for an increasing q branch. • In the behavior depicted in Fig. 9.21, it is assumed that only the particle size is changing, that is, particle shape, porosity, fluid properties, heated surface, and so forth, all remain the same. • The theoretical zero superheat at the onset of evaporation is not realized, and experiments do show a finite ,9qAOToas ( T o - Ts) ~ O. The analysis for large particle sizes is expected to be difficult. For example, when (To- Ts) > 0 and a thin vapor film is found on the heated surface, the thickness of this film will be less than the particle size; therefore, (T0 - 7",) occurs over a distance less than d. Since ks ~ ks, this violates the assumption of the local thermal equilibrium. Also, as the particle size increases, boiling occurs with a large range of bubble sizes, that is, the bubbles may be smaller and larger (elongated) than the particle size. In the following section, we examine the Bo ~ 0 asymptotic behavior by using the volumeaveraged governing equations. This one-dimensional analysis allows for an estimation of qcr and the length of the isothermal two-phase region for q > qcr.
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A One-Dimensional Analysis for Bo Ts, where Ts is the saturation temperature. The vapor-film region has a thickness 5g, and the two-phase region has a length 8ge. x
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F I G U R E 9.22 Evaporation due to the heat addition from below at temperatures above the saturation. The vapor-film region, the two-phase region, and the liquid region, as well as the evaporation and condensation zones are shown. Also shown are the distributions of temperature and saturation within these regions.



For 5g < x < 5g + ~Sge,the saturation is expected to increase monotonically with x. The vapor generated at the evaporation zone (the thickness of this zone is in practice finite but here taken as zero) at x = 8g, moves upward (buoyancy-driven), condenses (condensation occurs in the condensation zone which is taken to have zero thickness) at x = 5g + Beg, and returns as liquid (buoyancy- and capillary-driven). By allowing for irreducible saturations sir and Sirg, that is, assuring continuous phase distributions for the two-phase flow, we have to assume an evaporation zone just below x = 8g in which s undergoes a step change and evaporation occurs. A similar zone is assumed to exist above x = 8g + 8ge over which s undergoes another step change and condensation occurs (condensation zone). Next, we consider cases with ~Sg> d and ~Sge>> d, where we can apply the volume-averaged governing equations based on bulk properties. For s < 1, the liquid will be in a superheated state depending on the local radius of curvature of the meniscus. Therefore, the two-phase region is only approximately isothermal. For steady-state conditions, the heat supplied q is removed from the upper single-phase (liquid) region. Since the heat supplied to the liquid region causes an unstable stratification, natural convection can occur that can influence the two-phase region [125, 132]. In the following onedimensional analysis, this p h e n o m e n o n is not considered. Vapor-Film Region. The one-dimensional heat conduction for the stagnant vapor-film region is given by



dT q=-ke(x) clx



(9.131)



Since kg/ks < 1, we expect that for the packed beds near the bounding surface the magnitude of ke will be smaller than the bulk value. Therefore, a nonlinear temperature distribution is
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expected near this surface. However, if we have



assume



ke to be constant within 8g, then we will



To- L q=kt ~



(9.132)



where, for a given q, we have T o - Ts and 8g as the unknowns. Generally, T o - Ts is also measured, which leads to the determination of 8g. We note again that between the vapor film and the two-phase region an evaporation zone exists in which the saturation and temperature are expected to change continuously. If a jump in s was allowed across it, it would be inherently unstable and would invade the two adjacent regions intermittently. The condensation zone at x = ~5u + Sue is expected to have a similar behavior. The present one-dimensional model does not address the examination of these zones. Two-Phase Region. The analysis of the two-phase region is given by Sondergeld and Turcotte [125], Bau and Torrance [128], and more completely by Udell [90] and Jennings and Udell [133]. The vapor that is generated at x = 8g and is given by (9gUg)~,-



(9.133)



q Aitg



flows upward primarily due to buoyancy. By allowing for the variation in pg, the momentum equation for the gas phase will be Eq. 9.77, except that the inertial, drag, and surface-tension gradient terms are negligible because of the small Bond number assumption. This gives (9.134)



dpg lag Ug 0 =- ~ + p g g - KKrg



where we have used u u = (Ug), Pu = (P)*, and K~ = KK,g. Since the net flow at any cross section is zero, we have pgUg +



(9.135)



p~ue = 0



as the continuity equation. The momentum equation for the liquid phase (Eq. 9.76) becomes dp~ la~ 0 =- ~ + P t g - KKr¢ ut



(9.136)



where the local pressure pg and p~ are related through the capillary pressure (Eq. 9.106). By using Eqs. 9.134 through 9.136 and Eq. 9.106, we have dpc dx - -



q ( V_~r~+ V_~r~) + Ki,g



(D'- -



pg)g



(9.137)



Next, by assuming that the Leverett J function is applicable and that Kre and Krg can be given as functions of s only, Eq. 9.137 can be written in terms of the saturation only. Udell [90] uses the Pc correlation given in Table 9.9 and the relative permeabilities suggested by Wyllie [93] as given in Table 9.10. By using these, Eq. 9.137 becomes c~
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(9.138)



where, as before, S=



S--Sir



(9.139)
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Next, we can translate the origin of x to 8g, and then by integrating over the two-phase zone, we will have
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(9.140)



Whenever q, the liquid and vapor properties, and K are known, 8ge can be determined from Eq. 9.140 and the saturation distribution can be found from Eqs. 9.138 and 9.139. Note that when in Eq. 9.137 the viscous and gravity forces exactly balance, the capillary pressure gradient and, therefore, the saturation gradient become zero. For this condition, we have the magnitude ~gf tending to infinity. This is evident in Eq. 9.140. The heat flux corresponding to this condition is called the critical heat flux qcr. For q > qcr, the thickness of the two-phase region decreases monotonically with q. Figure 9.23 shows the prediction of Udell [90] as given by Eq. 9.140, along with his experimental results for the normalized 6ge as a function of the normalized q. For large q, an asymptotic behavior is observed. The critical heat flux qcr (normalized) is also shown for the specific cases of v~/vg = 0.0146 and Bo = 5.5 x 10-7. 1.0
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9.23 Variation of the normalized thickness of the two-phase region as a function of the normalized heat flux for evaporation from the heated horizontal surface. FIGURE



Onset of Film Evaporation. The saturation at which the saturation gradient is zero (and 8ge ~ oo) is found by setting the denominator of Eq. 9.140 to zero, that is,
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KAieg ( 1 - S , ) 3 + Scr



(9.141)



For this critical reduced saturation Scr, the critical heat flux is given by Eq. 9.130. Bau and Torrance [128] use a different relative permeability-saturation relation and arrive at a slightly different relation. Jones et al. [129] use a similar treatment and find a relationship for qcr that gives values lower than those predicted by Eq. 9.130 by a factor of approximately 2. It should be noted that these predictions of qcr are estimations and that the effects of wettability, solid matrix structure (all of these studies consider spherical particles only), and surface tension (all of which influence the phase distributions) are included only through the
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relative permeabilities. These permeabilities, in turn, are given as simple functions of the saturation only. Therefore, the use of realistic and accurate relative permeability relations is critical in the prediction of qcrE v a p o r a t i o n at Thin P o r o u s - L a y e r - C o a t e d Surfaces



Evaporation within and over thin porous layers is of interest in wicked heat pipes and in surface modifications for the purpose of heat transfer enhancement. The case of very thin layers, that is, 5/d - 1 where 8 is the porous-layer thickness, has been addressed by Konev et al. [134], Styrikovich et al. [135], and Kovalev et al. [136]. Due to the lack of the local thermal equilibrium in the two-phase region inside the thin porous layer, we do not pursue the analysis for the case of 5/d = 1. When 5/d >> 1 but 5/(8g + 5ge) < 1, the two-phase region extends to the plain medium surrounding the porous layer. Presently, no detailed experimental results exist for horizontal surfaces coated with porous layers with 5 ~: ~g + 5ge. The experimental results of Afgan et al. [137] are for heated horizontal tubes (diameter D) and as is shown in their experiments 8 < 8g + 5ge. Their porous layers are made by the sintering of metallic particles. The particles are spherical (average diameter d = 81 ktm) and are fused onto the tube in the process of sintering. From the various porous-layer coatings they use, we have selected the following three cases in order to demonstrate the general trends in their results. • A layer of thickness kid = 27 with K = 1.4 x 10 -1° m 2, e = 0.70, Bo = 2.6 x 10-5, made of stainless steel particles (k, = 14 W/m-K), and coated over a 16-mm-diameter stainless steel tube (D/8 = 7.3). • A layer of thickness 6/d ~- 6.7 with K = 3 x 10-11 m 2, e = 0.50, Bo = 7.2 x 10 -6, made of titanium particles (k, = 21 W/m-K), and coated over an 18-mm-diameter stainless steel tube (D/8 = 33). • A layer of thickness 8/d = 5.5 with K = 2.0 x 10-12 m 2, e = 0.30, Bo = 8.9 x 10-7, made of stainless steel particles, and coated over a 3-mm-diameter stainless steel tube (D/5 = 6.7). We have used the mean particle size d of 81 ILtmand the Carman-Kozeny equation for the calculation of the permeability. The fluid used is water. Their experimental results for these three cases are given in Fig. 9.24. In their experimental results, q is larger in the desaturation ~7 6---= 5.5, ~ _----0~ ~0" ,'~ -
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FIGURE 9.24 Experimental results of Afgan et al. [137] for evaporation from tubes coated with porous layers and submerged in a pool of water.
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branch, while in the experimental results of Bergles and Chyu [138], q is larger in the saturation branch. In order to examine whether the porous-layer thicknesses used in these experiments are larger than 8g + 8gt, we apply the prediction of Udell [90] for the thickness of the two-phase region. His results are shown in Fig. 9.23. The asymptote for heat fluxes much larger than the critical heat flux is given by
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q > > qcr



(9.142)



(9.143)



For 8~t = 8, we have



q(Se, t = 8) = O'0368¢~Aitg(K~')1/2



(9.144)



8vg For those cases presented in Fig. 9.24, we have calculated the required q for 8gt = 8. The values are q 8~t = 8, ~ = 27, s = 0.7 sample = 1.10



q



x 10 6 W/m 2



t = 8, ~ = 6.7, s = 0.5 sample = 1.73 x 106 W/m 2



q 8~t = 8, ~ = 5.5, s = 0.3 sample = 4.23 x 105 W/m 2



(9.145)



We note that these heat fluxes are lower bounds, because 8 is actually occupied by the vaporfilm region, evaporation zone, as well as the two-phase region. For the porous layer to contain both of the layers, we need heat fluxes much larger than those given by Eq. 9.145, that is, 8 > 8g + 8gt



or



q > q(8 = 8~t)



(9.146)



Upon examining the experimental results given in Fig. 9.24, we note that except for the 8/d = 5.5 layer, we have q < q(8 = 8ge), that is, the two-phase region extends beyond the porous layer and into the plain medium. No rigorous analysis for the case of 8 < 8g + 8gt is available. Assuming that the theory of isothermal two-phase is applicable, we postulate that the portion of the two-phase region that is inside the porous layer will be unstable. This instability will be in the form of intermittent drying of this portion, that is, the entire porous layer becoming intermittently invaded by the vapor phase only. When the porous media is dry, there will be a nucleate boiling at the interface of the porous plain medium. Figure 9.25 depicts such an intermittent drying. When the two-phase region extends into the porous layer, the two-phase region will be at the saturation temperature (assuming negligible liquid superheat due to the capillarity). The evaporation takes place in the evaporation zone, just below the two-phase zone. The saturation at x = 8 will be smaller than 1 - S i r g . This saturation is designated by Sm, which is similar to that for thick porous layers discussed in the previous sections. When the porous layer dries out, the evaporation will be at x = 8. The frequency of this transition (i.e., intermittent drying of the porous layer) decreases as the porous-layer thickness increases and should become zero for 8 > fig + 8gt. It should be mentioned that, in principle, the theory of evaporation-isothermal two-phase region cannot be extended to thin porous-layer coatings. The previously given arguments are only speculative. The theory of thin porous layers has not yet been constructed. We now return to Fig. 9.24. For the 8/d = 27 case, we estimate the bulk value of ke for the vapor-film region (ks/kg = 500, e = 0.7) by using Eq. 9.10, and we find ke t o be 0.132 W/m-K.
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F I G U R E 9.25 Evaporation from a horizontal impermeable surface coated with a porous layer with 8 < 8g + 8g~. The speculated intermittent drying of the layer and the associated temperature and saturation distributions are shown.



We note that the photomicrographs of Afgan et al. [137] show that the particle distribution near the bounding surface is significantly different than that in the bulk. Therefore, this k, is only an estimate. From Eq. 9.132, we have 8g =



ke(To- Ts) q



(9.147)



For q = 4 x 104 W/m 2 and To - Ts = 100°C, we have fig/d = 0.41, that is, the vapor-film region is less than one particle thick. Then, for 8/d = 27, only part of the two-phase region is in the porous layer. For the 8/d = 5.5 and 6.7 cases, the vapor-film region thickness is also small and nearly a particle in diameter thick. However, the remaining space occupied by the two-phase region is also very small. Therefore, both the vapor-film and two-phase regions do not lend themselves to the analyses based on the existence of the local thermal equilibrium and the local volume averaging. The two thin porous layers, 8/d = 5.5 and 6.7, result in different heat transfer rates (for a given To- Ts), and this difference is also due to the structure of the solid matrix and the value of D/d. For the case of 8/d = 5.5, the one-dimensional analysis predicts that the twophase region is entirely placed in the porous layer (although the validity of this analysis for such small 8ge/d is seriously questionable). This indicates that the liquid supply to the heated surface is enhanced when the capillary action can transport the liquid through the entire twophase region. The optimum porous-layer thickness, which results in a small resistance to vapor and liquid flows, a large effective thermal conductivity for the vapor-film region, and possibly some two- and three-dimensional motions, has not yet been rigorously analyzed. Melting



and Solidification



In single-component systems (or pure substances), the chemical composition in all phases is the same. In multicomponent systems, the chemical composition of a given phase changes in response to pressure and temperature changes and these compositions are not the same in all phases. For single-component systems, first-order phase transitions occur with a discontinuity in the first derivative of the Gibbs free energy. In the transitions, T and p remain constant.
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0.20 s, the temperature decreases while (PA/P)es increases. For an elapsed time slightly larger than 6 s, the element grows to the maximum radius Rc and only the solidification of the interdendritic liquid occurs. This ends when all this liquid is solidified. The undershoot temperature predicted for no supercooling, shown in Fig. 9.29a, will correspond to the supercooling ATsc when substantial liquid supercooling exists. Figure 9.29c shows the results for the same conditions as in Fig. 9.29a and b, except 5 and 10°C supercooling are allowed. The results show that the larger the supercooling, the faster the temperature rises after the initial growth (i.e., accelerated recalescence). Inclusion of buoyant liquid and crystal motions. The unit-cell-based, diffusion-controlled dendritic growth previously discussed has been extended to thermo- and diffusobuoyant convection by using local phase-volume-averaged conservation equations and local thermal and chemical nonequilibrium among the liquid phase, the solid-particles (equiaxed dendritics) phase, and the confining surfaces of the mold. As before, the crystals are assumed to be formed by the bulk nucleation in a supercooled liquid. The liquid temperature (T) e, the liquid volume fraction e and its solid particle counterparts (T) s and 1 - e, the velocities (u) e and (u) s, the volumetric solidification rate (h) s, and the concentration of species A in each phase (pA)e/pe, (pm)S/(p)s are all determined from the solution of the local phase-volume-averaged conservation equations. The thermodynamic conditions are applied similar to those in the preceding diffusion treatment, but the growth rate of the dendritic tip is not prescribed. Instead, the interracial heat and mass transfer is modeled using interracial Nusselt and Sherwood numbers for the particulate flow and heat transfer. Also, interracial heat and mass transfer is prescribed as functions of the Reynolds number and is based on the relative velocity and solid particle diameter d. The local, phase-volume-averaged treatment of flow and heat and mass transfer has been addressed by Voller et al. [154], Prakash [155], Beckermann and Ni [156], Prescott et al. [157], and Wang and Beckermann [158], and a review is given by Beckermann and Viskanta [143]. Here we will not review the conservation equations and thermodynamic reactions. They can be found, along with the models for the growth of bubble-nucleated crystals, in Ref. 158. Laminar flow is assumed and the modeling of (S) ~, (S)s, and T,d are pursued similar to the hydrodynamics of the particulate flow. Since the solid particles are not spherical, the dendritic arms and other geometric parameters should be included in the models. Ahuja et al. [159] develop a drag coefficient for equiaxed dendrites. The effective media properties D~m,D e, DL, and D s, which include both the molecular (i.e., conductive) and the hydrodynamic dispersion components, are also modeled. Due to the lack of any predictive correlations for the nonequilibrium transport, local thermal equilibrium conditions are used. For the interfacial convective transport, the local Nusselt and Sherwood numbers are prescribed. The effect of the solid particles geometry must also be addressed [160].



NOMENCLATURE Uppercase bold letters indicate that the quantity is a second-order tensor, and lowercase bold letters indicate that the quantity is a vector (or spatial tensor). Some symbols, which are introduced briefly through derivations and, otherwise, are not referred to in the text are locally defined in the appropriate locations and are not listed here. The mks units are used throughout. a
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volumetric (or specific) surface area (l/m) interfacial area between solid and fluid phases (m 2) Bond or E6tv6s number pegR2/o where e stands for the wetting phase, also



9egK/e/o average interparticle clearance (m) coefficient in Ergun modification of Darcy law specific heat capacity (J/kg-°C) capillary number where e stands for the wetting phase ~euDe/~ pore-level linear length scale (m) or diameter (m) displacement tensor (m) dispersion tensor (mZ/s) dispersion coefficient (mZ/s) total diffusion tensor (m2/s) total dispersion coefficient (m2/s) Knudsen mass diffusivity (mZ/s) electric field intensity vector (V/m) strain tensor force (N) van der Waals force (N/m 2) force vector (m/s 2) radiant exchanger factor gravitational constant (m/s2) or asymmetry parameter gravitational acceleration vector (m/s 2) gap size (m) or height (m) solid-fluid interracial heat transfer coefficient (W/mZ-K) mean curvature of the meniscus (½)(l/r1 + l/r2) (m) where rx and r2 are the two principal radii of curvature radiation intensity (W/m 2) second-order identity tensor Leverett function conductivity (W/m-K) effective conductivity (W/m-K) Boltzmann constant 1.381 x 10 -23 (J/K) Kozeny constant equilibrium partition ratio permeability (m 2) nonwetting phase relative permeability wetting phase relative permeability Knudsen number, ~, (mean free path)/C (average interparticle clearance) permeability tensor (mE) effective conductivity tensor (W/m-K) linear length scale for representative elementary volume or unit-cell length (m)
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length of a period vector (m) system dimension, linear length scale (m) mass flux (kg/m2-s) mass flux vector (kg/m2-s) molecular weight (kg/kg.mole) Marangoni number (3~/3T)(AT)R/(t~p) number of molecules per unit volume (molecules/m 3) volumetric rate of production of component i (kg/m3-s) number of components in the gas mixture normal unit vector Avogadro number 6.0225 × 1023 (molecules/mole) Nusselt number pressure (Pa) capillary pressure (Pa) probability density function Legendre polynomial Peclet number Prandtl number heat flux (W/m 2) radial coordinate axis (m), separation distance (m) radial position vector (m) radius (m) universal gas constant 8.3144 (kJ/kg.mole-K) = kBNA Reynolds number ux/v saturation surface saturation immobile (or irreducible) wetting phase saturation immobile (or irreducible) nonwetting saturation nonwetting phase saturation eg/e unit vector reduced (or effective) saturation (s - S i r ) / ( 1 -- S i r - Sirg) or path length (m) shear component of stress tensor (Pa) time (s) tangential unit vector temperature (K) stress tensor (Pa) components of velocity vector in x, y, and z directions (m/s) velocity vector (m/s) Darcean (or superficial) velocity vector (m/s) Front velocity (m/s) pore (interstitial or fluid intrinsic) velocity vector (m/s) volume (m 3)
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coordinate axes (m) position vector (m) Weber number where e stands for the wetting phase 9euEed/t~
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thermal diffusivity (m2/s) size parameter boundary layer thickness (m) or liquid film thickness (m) j = 1, 2 , . . . , linear dimension of microstructure (m) surface roughness (m) porosity emissivity scattering efficiency polar angle (rad) contact angle (rad) measured through the wetting fluid mean free path (m) dynamic viscosity (kg/m-s) kinematic viscosity ~t/9 (mE/s) density (kg/m 3) or electrical resistivity (ohm/m) or reflectivity Stefan-Boltzmann constant 5.6696 x 10-8(W/mE-K4) shear stress (Pa) or tangential or tortuosity phase function scalar



Superscripts Fourier Laplace or other transformation average value -t transpose dimensionless quantity deviation from volume-averaged value or directional quantity e liquid fluid f fluid-solid fs g gas S solid solid-fluid sf ^



m



p



Subscripts b boundary cr critical d particle D Darcy e effective fluid-phase f
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solid-fluid interface gas-phase gas (or nonwetting phase) liquid interface gas-liquid drag gas-phase surface tension gradient gas-phase inertia hydraulic curvature interfacial liquid (or wetting phase), representative elementary volume liquid film liquid-gas liquid-gas drag liquid-phase inertia liquid-phase surface tension gradient system mean normal reference pore porous-ambient relative solid or saturation bounding solid surface solid-liquid interface solid-fluid solid-gas interface x, y component



Others [] ( ) 0( )



matrix volume average order of magnitude



GLOSSARY absorption coefficient



Inverse of the mean free path that a photon travels before undergoing absorption. The spectral absorption coefficient a~ is found from I~(x) = I~(0)× exp[-fo ox~(x) dx], where the beam is traveling along x. adsorption Enrichment of one or more components in an interfacial layer. adsorption isotherm Variation of the extent of enrichment of one component (amount adsorbed) in the solid-gas interfacial layer with respect to the gas pressure and at a constant
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temperature. For porous media, the amount adsorbed can be expressed in terms of the gram of gas adsorbed per gram of solid. Brinkman screening length A distance o (K 1/2) over which the velocity disturbances, caused by a source, decay; the same as the boundary-layer thickness. bulk properties Quantities measured or assigned to the matrix/fluid system without consideration of the existence of boundaries (due to finiteness of the system). Some properties take on different values than their bulk values at or adjacent to these boundaries.



capillary pressure Local pressure difference between the nonwetting phase and wetting phase (or the pressure difference between the concave and convex sides of the meniscus). channeling



In packed beds made of nearly spherical particles, the packing near the boundaries is not uniform and the local porosity (if a meaningful representative elementary volume could be defined) is larger than the bulk porosity. When the packed bed is confined by a solid surface and a fluid flows through the bed, this increase in the local porosity (a decrease in the local flow resistance) causes an increase in the local velocity. This increase in the velocity adjacent to the solid boundary is called channeling.



coordination number The number of contact points between a sphere (or particle of any regular geometry) and adjacent spheres (or particles of the same geometry).



Darcean flow A flow that obeys uo =-(K/~t) • Vp. dispersion In the context of heat transfer in porous media and in the presence of a net Darcean motion and a temperature gradient, dispersion is the spreading of heat accounted for separately from the Darcean convection and the effective (collective) molecular conduction. It is a result of the simultaneous existence of temperature and velocity gradients within the pores. Due to the volume averaging over the pore space, this contribution is not included in the Darcean convection, and because of its dependence on V (T), it is included in the total effective thermal diffusivity tensor.



drainage



Displacement of a wetting phase by a nonwetting phase. Also called desaturation or dewetting. A more restrictive definition requires that the only force present during draining must be the capillary force. Dupuit-Forchheimer velocity Same as pore or interstitial velocity, defined as uo/e where uo is the filter (or superficial or Darcy) velocity and e is porosity. effective porosity The interconnected void volume divided by the total (solid plus total void) volume. The effective porosity is smaller than or equal to porosity. effective thermal conductivity Local volume-averaged thermal conductivity used for the fluid-filled matrices along with the assumption of local thermal equilibrium between the solid and fluid phases. The effective thermal conductivity is not only a function of porosity and the thermal conductivity of each phase, but is very sensitive to the microstructure. extinction coefficient Sum of the scattering and absorption coefficients CSs+ csa = (~ex. extinction of radiation intensity Sum of the absorbed and scattered radiation energy, as the incident beam travels through a particle or a collection of particles. formation factor Ratio of electrical resistivity of fully saturated matrix (with an electrolyte fluid) to the electrical resistivity of the fluid. funicular state Or funicular flow regime. The flow regime in two-phase flow through porous media, where the wetting phase is continuous. The name funicular is based on the concept of a continuous wetting phase flowing on the outside of the nonwetting phase and over the solid phase (this two-phase flow arrangement is not realized in practice; instead each phase flows through its individual network of interconnected channels, see Ref. 161). hydrodynamic dispersion In the presence of both a net and nonuniform fluid motion and a gradient in temperature, that portion of diffusion or spreading of heat caused by the nonuniformity of velocity within each pore. Also called Taylor-Aris dispersion.
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hysteresis Any difference in behavior associated with the past state of the phase distributions. Examples are the hysteresis loop in the capillary pressure-saturation, relative permeabilitysaturation, or adsorption isotherm-saturation curves. In these curves, depending on whether a given saturation is reached through drainage (reduction in the wetting phase saturation) or by imbibition (increase in the wetting phase saturation), a different value for the dependent variable is found. ilnbibition Displacement of a nonwetting phase with a wetting phase. Also called saturation, free, or spontaneous imbibition. A more restrictive definition requires that the only force present during imbibition be the capillary force. immiscible displacement Displacement of one phase (wetting or nonwetting) by another phase (nonwetting or wetting) without any mass transfer at the interface between the phases (diffusion or phase change). In some cases, a displacement or front develops and right downstream of it the saturation of the phase being displaced is the largest, and behind the front, the saturation of the displacing phase is the largest. immobile or irreducible saturations Sir The reduced volume of the wetting phase retained at the highest capillary pressure. For very smooth surfaces, the wetting phase saturation does not reduce any further as the capillary pressure increases However, for rough and etched surfaces, the irreducible saturation can be zero. The nonwetting phase immobile saturation Sir g is found when the capillary pressure is nearly zero and yet some of the nonwetting phase is trapped. infiltration Displacement of a wetting (or nonwetting) phase by a nonwetting (or wetting) phase. intrinsic phase average For any quantity W, the intrinsic phase average over any phase t~is defined as (We)e= ~X f v



WedV



If Weis a constant, then (We)e= We. The intrinsic average is useful in analysis of multiphase flow and in dealing with the energy equation. Knudsen diffusion



When the Knudsen number Kn satisfies Kn



=



~. (mean free path) >10 C (average interparticle clearance)



then the gaseous mass transfer in porous media is by the molecular or Knudsen diffusion. In this regime, the intermolecular collisions do not occur as frequently as the molecule-wall (matrix surface) collisions, that is, the motion of molecules is independent of all the other molecules present in the gas. Laplace or Young-Laplace equation Equation describing the capillary pressure in terms of the liquid-fluid interfacial curvature (pc) = (P)g - (p)e = 2oH. local thermal equilibrium When the temperature difference between the solid and fluid phases is much smaller than the smallest temperature difference across the system at the level of representative elementary volume, that is, ATe 100). In the case of the falling-ball viscometer, details may be found in Ref. 8. Reference 9 provides detailed coverage of the falling-needle viscometer.



Normal Stress Coefficients and Oscillatory Viscometric Measurements



Cone-and-Plate Instrument. The fluid to be tested is placed in the gap between the cone and plate. Three measurements are generally made: the torque C on the plate, the total normal force F on the plate, and the pressure distribution P + x00 across the plate. Under the assumptions that (1) inertial effects are negligible, and (2) the angle between the cone and the plate is small (1 to 2°), the first and second normal stress coefficients can be evaluated from the following two equations: 3 In r - - ( V 1 + 2V2)~'2 2F ~e~- n R 2 ~



(10.22) (10.23)



Here, r ~ is the pressure, which may be measured by flush-mounted pressure transducers located on the plate, and F is the total force applied on the plate to keep the tip of the cone on the surface of the plate. However, evaluation of both the first and second normal stress coefficients requires the pressure distribution on the plate. Only a few instruments have the capacity to measure both ~1 and ~2.
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Oscillatory measurements using the cone-and-plate viscometer are sometimes carried out to demonstrate the elastic behavior of a viscoelastic fluid [10]. The fluid in the viscometer is subjected to an oscillatory strain imposed on the bottom surface while the response of the shearing stress is measured on the top surface. If the phase shift between the input strain and the output stress is 90 °, the sample is purely viscous; if it is 0 °, the sample is completely elastic. A measured phase shift between 0 ° and 90 ° demonstrates that the fluid is viscoelastic.



Thermophysical Properties of Nonnewtonian Fluids The physical properties of nonnewtonian fluids necessary for the study of forced convection heat transfer are the thermal conductivity, density, specific heat, viscosity, and elasticity. In general these properties must be measured as a function of temperature and, in some instances, of shear rate. In the special case of aqueous polymer solutions it is recommended that all properties except the viscous and elastic properties be taken to be the same as those of water. This is confirmed by the work of Christiansen and Craig [11], Oliver and Jenson [12], and Yoo [13]. These investigators found that the thermal conductivities of dilute aqueous solutions of Carbopol-934, carboxymethyl cellulose (CMC), polyethylene oxide, and polyacrylamide are no more than 5 percent lower than those of pure water at corresponding temperature. However, Bellet et al. [14] observed substantial decreases in the thermal conductivity measurements for much higher concentrations of aqueous solutions of Carbopol-960 and CMC (i.e., beyond 10 to 15 percent by weight). Lee and Irvine [15] reported that the thermal conductivity of aqueous polyacrylamide solutions was dependent on the shear rate. Lee et al. [16] measured thermal conductivities of various nonnewtonian fluids at four different temperatures using a conventional thermal conductivity cell. These results, shown in Table 10.2, support the common practice of assuming that the thermal conductivity of aqueous polymer solution is equal to that of pure water of a corresponding temperature if the concentration of the polymer is less than 10,000 wppm (that is, 1 percent by weight). TABLE 10.2



Data of Thermal Conductivities kt, W/(m.K)*



T, °C Liquid Water



c, wppm t



20



30



40



50



--



0.593



0.612



0.627



0.645



Polyethylene oxide (WSR-301)



100 1,000 10,000



0.599 0.597 0.604



0.619 0.619 0.624



0.630 0.638 0.634



0.651 0.646 0.656



Polyacrylamide (Separan AP-273)



100 1,000 10,000



0.590 0.590 0.592



0.602 0.609 0.610



0.611 0.616 0.632



0.648 0.646 0.648



Carboxymethyl cellulose (CMC)



1,000 10,000



0.576 0.583



0.603 0.611



0.632 0.637



0.648 0.665



Carbopol-960



100 1,000 10,000



0.585 0.595 0.616



0.614 0.606 0.644



0.634 0.629 0.650



0.648 0.651 0.679



Attagel-40



1,000 10,000



0.594 0.604



0.605 0.614



0.625 0.636



0.650 0.645



1,000



0.588



0.604



0.637



0.643



Polyacrylamide (with 4% NaC1)



* 1 W/(m.K)= 0.5778 Btu/(h.ft.°F). , wppm = parts per million by weight.
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Governing Equations of Nonnewtonian Flow Conservation Equations. In the above section, the material functions of nonnewtonian fluids and their measurements were introduced. The material functions are defined under a simple shear flow or a simple shear-free flow condition. The measurements are also performed under or nearly under the same conditions. In most engineering practice the flow is far more complicated, but in general the measured material functions are assumed to hold. Moreover, the conservation principles still apply, that is, the conservation of mass, momentum, and energy principles are still valid. Assuming that the fluid is incompressible and that viscous heating is negligible, the basic conservation equations for newtonian and nonnewtonian fluids under steady flow conditions are given by Mass: Momentum: Energy:



(V. V) = 0



DV p~ = - V P + V- x + pg DT pCp - - ~ = ktV2T



(10.24) (10.25) (10.26)



where x is the shear stress, which will be determined when the constitutive equation of the fluid is specified.



Constitutive Equations. For a simple shear flow, Eq. 10.5 describes the dependence of shear stress on shear rate. Equation 10.5 can be extended to an arbitrary nonnewtonian flow:



T,ij -- Tldiy



(10.27)



Here dij is the rate-of-deformation tensor and 1] is the nonnewtonian viscosity, a function of the scalar invariant of the rate-of-deformation tensor di# In practice, the magnitude of the rate-of-deformation tensor is often used.



~=~2~~dijdji



(10.28)



In shearing flow, ~/is called the shear rate. Many expressions have been proposed to approximate the actual dependence of the viscosity of the magnitude of the rate-of-deformation tensor. Some of the models used to describe the behavior of purely viscous nonnewtonian fluids are listed in Table 10.1. Among these nonnewtonian fluid models, the power-law model [18] has the simplest viscosity-shear rate relation. For many real fluids this relation generally describes the intermediate shear rate range viscosity very well. It is the most widely used model in nonnewtonian fluid mechanics studies and has proven quite successful in predicting the behavior of a large number of nonnewtonian flows [19]. However, it has several built-in flaws and anomalies. For example, considerable error can occur when the shear rate is very small or very large. In flow over submerged bodies, there usually exist one or more stagnation points. The powerlaw model predicts an infinite viscosity at the stagnation point. This can cause the drag coefficient to be significantly overpredicted. As the generalized newtonian model becomes more complex such anomalies can be removed; for example, the Carreau model [24] avoids the previously mentioned difficulty and provides sufficient flexibility to fit a wide variety of experimental rl-versus-~, curves. Such fluids are called generalized newtonian fluids. Their viscosity is shear-rate-dependent, but the normal stress differences are negligible. In flow situations where the elastic properties play a role, viscoelastic fluid models are generally needed. Such models may be linear (e.g., Voigt, Maxwell) or nonlinear (e.g., Oldroyd). In general they are quite complex and will not be treated in this chapter. For further details, interested readers are referred to the textbooks by Bird et al. [6] and Barnes et al. [25].
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Use of Reynolds and Prandtl Numbers Duct flows of nonnewtonian fluids are described by the governing equations (Eq. 10.2410.26), by the constitutive equation (Eq. 10.27) with the viscosity defined by one of the models in Table 10.1, or by a linear or nonlinear viscoelastic constitutive equation. To compare the available analytical and experimental results, it is necessary to nondimensionalize the governing equations and the constitutive equations. In the case of newtonian flows, a uniquely defined nondimensional parameter, the Reynolds number, is found. However, a comparable nondimensional parameter for nonnewtonian flow is not uniquely defined because of the different choice of the characteristic viscosity. In the presentation of experimental results describing the fluid mechanics of a power-law nonnewtonian fluid flowing through circular tubes, the five different definitions of the Reynolds number shown in Table 10.3 have been used by various investigators: 1. A generalized Reynolds number Re', introduced by Metzner and Reed 2. A Reynolds number based on the apparent viscosity at the wall, Rea 3. A generalized Reynolds number Re +, derived for a power-law fluid from the nondimensional momentum equation 4. A Reynolds number based on the solvent viscosity, Res 5. A Reynolds number based on the effective viscosity, Reeee This use of different Reynolds numbers from one investigator to another makes the comparison of different sets of data quite difficult. The relative merits of the five definitions are discussed below. It was pointed out by Skelland [4] that for fully developed laminar circulartube flow of nonnewtonian fluids, the wall shear stress Xwis a unique function of 8U/d. This may be expressed as



,/8UV' 'r,w=K ~---~-)



(10.29)



where K' and n vary with 8U/d for most polymeric solutions. It should be noted that K' is not the same as K, the consistency index. To obtain the relationships between these two terms, recast Eq. 10.21 in terms of xw and equate the result to Eq. 10.29. This leads to the following relation: TABLE 10.3



Definitions of Reynolds and Prandtl Numbers: Circular-Tube Flow



Shear stress-shear rate



1



Reynolds n u m b e r



Re' = pUE-"d"



x~ = K'



K'8"- ~



Prandtl n u m b e r Pr' =



cpK'(8U/d)"kt



Pe (= pcpUd/kl) R e ' Pr'



xw= rl.% 3n + 1 8U %-



4n



d



pUd Re.-



rl.



"co= K(dqy



Re + = PUZ-"d"



rls = solvent viscosity



Re, -



K



8U % = ~eff d



pUd



1"1, pUd



Ree.-



]]eft



Pr, = rl,Cp kt



Rea Pr.



cpK(U/d) n-1 Pr + =



Re* Pr +



P r , - rlsCp kl



Re, Prs



Preff- ]'left£p



Reen Preff



kt
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K'= K( 3n + I )



(10.30)



The dimensionless fully developed pressure drop is given by the Fanning friction factor f, defined by the relation ~w



f = 1/2pU2



(10.31)



Metzner and Reed [26] introduced a generalized Reynolds number Re' such that the Fanning friction factor for fully developed laminar pipe flow is given by 16 f = Re'



(10.32)



Substituting Eq. 10.21 into Eq. 10.18 and taking note of Eq. 10.31, the generalized Reynolds number Re' is obtained: R e ' = P U2-"d" g,8,_ 1



(10.33)



This Reynolds number has had wide use because all fully established laminar pipe flow laminar friction factor data for power law fluids lie on the line f = 16/Re'. A second choice of Reynolds number [27] is based on the apparent viscosity at the wall: Rea -



pUd rla



(10.34)



This is a simple modification of the usual definition of Reynolds number for newtonian fluids. The apparent viscosity at the wall is calculated from the following expression: xw= rl~%



(10.35)



Here % becomes [(3n + 1)/4n]8U/dfor established pipe flow. Applying the definition of the Fanning friction factor, it can be shown for the laminar circular-tube flow of a power-law fluid that f=



3n+1 16 4n Rea



(10.36)



demonstrating that fis a function not only of Rea but also of n. The third approach involving the use of Re +is sometimes encountered in the study of nonnewtonian flow over surfaces such as plates, cylinders, or spheres [28]. pU2-nd . Re+= ~



(10.37)



Earlier investigators studying the drag-reducing phenomenon in viscoelastic fluids often used Res and Reeff. The former is generally valid only for dilute polymer solutions, in which case the solution viscosity is quite close to that of the solvent. The use of Reeff seems inappropriate in the study of the drag coefficient because it does not represent any physical property of nonnewtonian fluids, although it produces a unique reference line for experimental friction data in laminar pipe flow: f= ~



16



Reeff



(a0.38)
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In all five cases the corresponding Prandtl number is defined to be such that the product of the Reynolds and Prandtl numbers yields the Peclet number pcpUd/kt. In summary, for the experimental or analytical studies of nonnewtonian laminar flow through circular ducts the use of Re' and Rea is recommended; for the studies of nonnewtonian laminar flow over submerged objects, Re + is commonly used.



Use of the Weissenberg Number In dealing with viscoelastic fluids, especially under turbulent flow conditions, it is necessary to introduce a dimensionless number to take account of the fluid elasticity [29-33]. Either the Deborah or the Weissenberg number, both of which have been used in fluid mechanical studies, satisfies this requirement. These dimensionless groups are defined as follows: t



De = - -



(10.39)



U Ws = t -~-



(10.40)



tF



where t is a characteristic time of the fluid and a measure of the elasticity of the fluid tF is a characteristic time of flow, and U/d is a characteristic shear rate. In this chapter the Weissenberg number will be used to specify the dimensionless elastic effects. The evaluation of the Weissenberg number requires the determination of the characteristic time of the fluid. This can be accomplished by combining the use of a generalized newtonian model (see Table 10.1) with steady shear viscosity data [21, 34]. The characteristic time of a given sample is obtained by determining the value of t that gives the best fit to the measured viscosity data over the complete shear rate range. Among the various models, the Powell-Eyring model [22] and the Carreau model A [24] were found to be the most suitable for aqueous solutions of polyethylene oxide and polyacrylamide [35-37]. It should be noted that the absolute value of the calculated relaxation time differs from one nonnewtonian model to another. Consequently it is critical that the procedure for determining t be specified when giving numerical values of the Weissenberg number.



LAMINAR NONNEWTONIAN FLOW IN A CIRCULAR TUBE Velocity Distribution and Friction Factor For a fully developed nonnewtonian laminar pipe flow, the governing momentum equation can be written as



dP 1 d 0 = - ~ +--r-~r (rT,rx)



(10.41)



If the power-law model is assumed to describe the viscosity of the fluid, then



/duV' T,rx-- g~-~r )



(10.42)



and the fully developed velocity profile can be shown to be (10.43)
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where



Umax=



1+



-lln



(10.44)



For values of n less than 1, this gives a velocity that is flatter than the parabolic profile of newtonian fluids. As n approaches zero, the velocity profile predicted by this equation approaches a plug flow profile. Figure 10.5 shows the velocity profile generated by Eq. 10.43 for selected values of the power-law index n. It should be noted that the velocity profiles given in Fig. 5 are valid in the hydrodynamically fully developed region where the entrance effect can be neglected. 1.1 1.0 0.9 0.4 0.6 0.8
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FIGURE 10.5 Velocityprofile in fully developed laminar pipe flowfor nonnewtonianpower-lawfluids. As noted earlier, the Fanning friction factor for fully developed laminar pipe flow of a power-law fluid can be predicted by the following equation: 16 f - Re'



(10.32)



Experimental measurements of pressure drop for purely viscous nonnewtonian fluids flowing through a circular tube in the fully developed laminar flow region confirm this prediction. In fact, this relationship also applies to fully established flow of viscoelastic fluids through circular tubes as demonstrated by Tung et al. [38]. The reason for this is that there is no mechanism for elasticity to play a role under fully established pipe flow conditions. Equation 10.32 is recommended for the prediction of pressure drop for nonnewtonian fluids, both purely viscous and viscoelastic, in fully established laminar pipe flow. In the hydrodynamic entrance region where the flow undergoes development of its velocity profile, the governing equations are much more complicated. Bogue [39] calculated the hydrodynamic entrance length using the von Karman integral method for a power-law fluid in laminar pipe flow. Table 10.4 shows the results for four different n values. Experimental studies generally show that nonnewtonian additives, including high-molecular-weight polymers, do not affect the entrance length in the laminar region. Therefore, Table 10.4 is recommended for estimating the hydrodynamic entrance length of purely viscous and viscoelastic fluids in laminar pipe flow.
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Hydrodynamic Entrance Length in Laminar Pipe Flow [39]



TABLE 10.4



n



Lh/(dRe)



1.00 0.75 0.50 0.25



0.0575 0.048 0.034 0.017



For rectangular channels the hydraulic diameter is taken as the characteristiclength.



Fully Developed Heat Transfer The fully established laminar heat transfer results for nonnewtonian fluids flowing through a circular tube with a fully developed velocity distribution and constant heat flux boundary condition at the wall can be obtained by solving the following energy equation: pCpU ~



= ktr r-~r--~r



At r = 0



T = finite



At r = R



- \--~-r] = qw



Atx=0



T= Tin



(10.45)



The boundary conditions are



(10.46)



The fully developed velocity profile necessary to solve the preceding equation was calculated for the power-law fluid and presented in Eq. 10.43. Applying the separation-of-variables technique to solve the preceding partial differential equation, the Nusselt number for the constant heat rate case in the fully developed region c a n be shown [6] to be given by the following equation: Nu= =



8(5n + 1)(3n + 1) 31n2 + 12n + 1



(10.47)



The Nusselt number for power-law fluids for constant wall heat flux reduces to the newtonian value of 4.36 when n = 1 and to 8.0 when n = 0. Equation 10.47 is applicable to the laminar flow of nonnewtonian fluids, both purely viscous and viscoelastic, for the constant wall heat flux boundary condition for values of x/d beyond the thermal entrance region. The laminar heat transfer results for the constant wall temperature boundary condition were also obtained by the separation of variables using the fully developed velocity profile. The values of the Nusselt number for n = 1.0, 1/2, and 1/5 calculated by Lyche and Bird [40] are 3.66, 3.95, and 4.18, respectively, while the value for n = 0 is 5.80. These values are equally valid for purely viscous and viscoelastic fluids for the constant wall temperature case provided that the thermal conditions are fully established.



Laminar Heat Transfer in the Thermal Entrance Region The prediction of the local laminar heat transfer coefficient for a power-law fluid in the thermal entrance region of a circular tube was reported by Bird and colleagues [41]. Both the constant wall heat flux and the constant wall temperature boundary condition have been studied. The results can be expressed by the following relationships [42-48].
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Local Nusselt number--constant wall heat flux: Nux=1.41



3n + 4n



1



)1/3Gz 1/3



(10.48)



Local Nusselt number--constant wall temperature: Nux=1.16



3n + 1 )1/3 Gz u3 4n .....



(10.49)



It is interesting to note that the nonnewtonian effect has been taken into account by simply multiplying the corresponding newtonian result by [(3n + 1)/4n] ]/3. Equations 10.48 and 10.49 may be used to predict the local heat transfer coefficient of purely viscous and viscoelastic fluids in the thermal entrance region of a circular tube. Figure 10.6 shows a typical comparison of the measured local heat transfer coefficient of a viscoelastic fluid with the prediction for a power-law fluid. The good agreement provides evidence to support the applicability of Eq. 10.48 in the case of the constant heat flux boundary condition.
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The mean value of the Nusselt number at any position along the tube is equal to 1.5 times the local values given in Eqs. 10.48 and 10.49. The dimensionless thermal entrance length Lt/d can be estimated using the following expression:



L,/d = 0.04 Re Pr



(13.50)



LAMINAR NONNEWTONIAN FLOW IN A RECTANGULAR DUCT Velocity Distribution and Friction Factor A variety of noncircular passage geometries, including the rectangular duct, have been utilized for internal flow applications, for example in compact heat exchangers and solar collectors~ The study of the hydrodynamic behavior in a rectangular duct requires a two-dimensional
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analysis, since the axial velocity even in the fully developed region is a function of two independent variables. The governing equations expressing conservation of mass, momentum, and energy in a rectangular coordinate system under steady-state conditions and in the absence of body forces are au



bv



aw



+ oy-4-+ ~



=0



(10.51)
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(lO.52)



u g + ~ y + W - g z = - 7 ax+~L ax +~-y+ az J (



aXyy



a'Cyz]



(10.53)



a,zz]



(10.54)



U g x + ~ + W - g z = - f f ~ + ~ L ax +-~-y+ az j



U gx+~Ty+W~z =-~ az+TL-g~ +-~y + az J u --~x + V --~y + W a z - p cp -~x k --~x + -~y k



+ -~z k --~z



(10.55)



where the stress components of the stress tensor are to be determined using one of the constitutive equations. Equations 10.51-10.55, along with proper boundary conditions and a prescribed constitutive equation, describe the nonnewtonian flow and heat transfer in rectangular ducts. For hydraulically fully developed flow, the following conditions apply: 0n



ax



- O, v = w = O, P = P(x),



u = u(y, z)



(10.56)



If it is assumed that the constitutive equation is given by the power law, then 1"1= K(II/2) ("- 1)/2 II/2=L L\ ax) +\-@y} + ~



(10.57)



+ -~y+ Ox) + -~z + a x ) + -~z + by} /



Taking note of Eqs. 10.56 and 10.58, the final equation describing the fully established laminar velocity profile of a power-law fluid flowing through a rectangular duct is given by



--K dx = 3y L\ ~y ) + \ az ) J
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+ \ az ] J



-~z



(10.59)



subject to the conditions that the velocity u goes to zero on the boundaries of the flow. Equation 10.59 was solved by Schechter [49] using a variational principle and by Wheeler and Wissler [50] using a numerical method. Wheeler and Wissler also presented an approximate equation for the square duct geometry. Schechter reported approximate velocity profiles for a power law fluid flowing through rectangular ducts having aspect ratios 0.25, 0.50, 0.75, and 1.0. His results may be expressed as follows:



@ (z/a) (y/b) + 1 u(y, z) _/_., Ai sin 0~in 2 + 1 sin [3in~ U
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(10.60)



where the values of t~; and ~i are shown in Table 10.5, and the values of the coefficients A/are shown in Table 10.6.
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TABLE 10.6



Values of Constants in Eq. 10.60



i



0~i



[~i



1



1



1



2 3 4 5 6



3 1 3 5 1



1 3 3 1 1



Computed Results for Flow in Rectangular Duct a



tx*



A1



A2



A3



A4



1.00 1.00 1.00



2.346 2.313 2.263



0.156 0.205 0.278



0.156 0.205 0.278



0.0289 0.0007 -0.0285



0.0360 0.0434 0.0555



0.0360 0.0434 0.0555



1.00 0.75 0.50



0.75 0.75 0.75



2.341 2.310 2.263



0.204 0.235 0.286



0.119 0.180 0.267



0.0256 0.0001 -0.0277



0.0498 0.0568 0.0644



0.0303 0.0364 0.0505



1.00 0.75 0.50



0.50 0.50 0.50



2.311 2.288 2.249



0.296 0.299 0.312



0.104 0.174 0.274



0.0285 0.0120 -0.0101



0.0795 0.0811 0.0780



0.0303 0.0364 0.0501



1.00 0.75 0.50



0.25 0.25 0.25



2.227 2.221 2.205



0.503 0.459 0.407



0.0867 0.160 0.270



0.184 0.160 0.131



0.0189 0.0210 0.0364



0.0274 0.0312 0.0257



A5



A6



n 1.00 0.75 0.50



a See Eq. 10.60.



W h e e l e r and Wissler proposed an approximate equation for the fully developed friction factor for laminar flow of a power-law fluid through a square duct: f • Re+ = 1.874( ~1"7330 + 5.8606 )" n



(10.61)



H e r e Re + = pU2-"d~,/Kand 0.4 < n < 1.0. Chandrupatla and Sastri also reported friction factor results for flow in a square duct [51]. A different approach was taken by Kozicki et al. [52, 53], who generalized the RabinowitschMooney equation to cover nonnewtonian fluids including the special case of power-law fluids in arbitrary ducts having a constant cross section. These authors introduced a new Reynolds number such that the friction factor for fully developed laminar flow of a power-law fluid through noncircular geometries having constant cross-sectional area is given by a unique equation: f = 16/Re* where



Re* =



pU2-"d~



(10.62) 8" ~ b* +



The values of a* and b* depend on the geometry of the duct. Table 10.7 presents these values for a rectangular channel as a function of the aspect ratio o~*. It is of interest to note that a* and b* are 0.25 and 0.75 for the circular duct, and that the generalized Reynolds n u m b e r Re* becomes identical to that proposed by Metzner and R e e d [26].
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Geometric Constants a* and b* for Rectangular D u c t s a'b



0~*



a*



b*



c



~*



a*



b*



c



1.00 0.95 0.90 0.85 0.80 0.75 0.70 0.65 0.60 0.55 0.50



0.2121 0.2123 0.2129 0.2139 0.2155 0.2178 0.2208 0.2248 0.2297 0.2360 0.2439



0.6771 0.6774 0.6785 0.6803 0.6831 0.6870 0.6921 0.6985 0.7065 0.7163 0.7278



14.227 14.235 14.261 14.307 14.378 14.476 14.605 14.772 14.980 15.236 15.548



0.45 0.40 0.35 0.30 0.25 0.20 0.15 0.10 0.05 0.0



0.2538 0.2659 0.2809 0.2991 0.3212 0.3475 0.3781 0.4132 0.4535 0.5000



0.7414 0.7571 0.7750 0.7954 0.8183 0.8444 0.8745 0.9098 0.9513 1.0000



15.922 16.368 16.895 17.512 18.233 19.071 20.042 21.169 22.477 24.000



"See Eq. 10.63.



bNote: c = 16(a* + b*) =fRe for newtonian fluid. The validity of Eq. 10.62 has been confirmed by the experiments of Wheeler and Wissler [50], Hartnett et al. [54], and Hartnett and Kostic [55] for fully developed laminar flow of aqueous polymer solutions in rectangular channels (Fig. 10.7). Given the fact that these solutions are viscoelastic, a number of analytical studies that take elasticity into account predict that the presence of normal forces produces secondary flows [56-60]. However, these analytical studies, along with the previously cited pressure drop measurements, indicate that if such secondary flows exist, they have little effect on the laminar friction factor. In light of these observations, Eq. 10.62 is r e c o m m e n d e d for predicting the fully developed friction factor of both purely viscous and viscoelastic fluids in laminar flow through rectangular channels.



Fully Developed Heat TransfermPurely Viscous Fluids The solution of Eq. 10.55 describing the conservation of energy requires the solution of the m o m e n t u m equation for a specified constitutive relationship. The previous section provides this information for a power-law fluid. This section will treat the fully developed heat transfer
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FIGURE 10.7 Experimental friction factor measurements for nonnewtonian fluids in fully established laminar flow through rectangular channels. Results of Wheeler and Wissler [50] (©), Hartnett et al. [54] (A), and Harnett and Kostic [55] (l-1).
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behavior of a purely viscous power-law fluid in laminar flow through a rectangular duct for a variety of thermal boundary conditions. There are an infinite number of possible thermal boundary conditions describing the temperature and the heat flux that can be imposed on the boundaries of the fluid flowing through a rectangular duct. The heat transfer is strongly dependent on the thermal boundary conditions in the laminar flow regime, but much less dependent in the turbulent flow regime, particularly for fluids with a Prandtl number much larger than unity. This chapter will be restricted mainly to three classes of thermal boundary conditions: 1. Constant temperature imposed on the boundary of the fluid, the so-called T condition 2. Constant axial heat flux with constant local peripheral wall temperature imposed on the boundary of the fluid, the H1 condition 3. Constant heat flux imposed both axially and peripherally on the boundary of the fluid, the H2 condition If not all of the boundary walls are heated, then the usual nomenclature (i.e., T, H1, and H2) must be modified. Consideration is given here to the thermal boundary conditions: (1) constant temperature imposed on one or more bounding walls with the remaining walls adiabatic; (2) constant heat input per unit length imposed on one or more walls with the associated peripheral wall temperature being constant, while the remaining unheated walls are adiabatic; (3) constant heat input per unit area imposed on one or more walls while the remaining walls are adiabatic. The following examples illustrate the use of the definition: HI(3L) T(2S)



thermal boundary condition of the H1 type imposed on three walls (longer version), while one shorter wall is adiabatic two opposite shorter walls held at constant temperature, while two longer walls are adiabatic



If these terms are used in subscript, such as NUxHI(3L), it is obvious that this relates to the axially local Nusselt number for the HI(3L) thermal boundary condition. In general, when T, H1, and H2 appear alone, this corresponds to the case where all bounding walls are heated, that is H I = H1(4) It should be noted that in all cases, the local heat transfer coefficients and the local Nusselt numbers are based on the heated area. A number of analytical results are available for fully developed Nusselt values for the laminar flow of power law fluids in rectangular channels having aspect ratios ranging from 0 (i.e., plane parallel plates) to 1.0 (i.e., a square duct). Newtonian results (n = 1) are available for the T, H1, and H2 boundary conditions for the complete range of aspect ratios. Another limiting case for which many results are available is the slug or plug flow condition, which corresponds to n = 0. At other values of n, results are available for plane parallel plates and for the square duct. Figure 10.8 presents the fully established Nusselt values for the T boundary condition (i.e., constant temperature on all four walls) as a function of the power-law index n with the aspect ratio a* as a parameter. Many predictions are shown for the plane parallel plates case (a* = 0) coveting the range of n values from 0 to 3. The corresponding Nusselt number decreases rather rapidly from a value of 9.87 at n = 0 to 7.94 at n = 0.5, then decreases more slowly to a value of 7.54 at n = 1.0. In the case of the square duct geometry ((~* = 1.0), the Nusselt number also undergoes a large decrease from n = 0 to n = 0.5 (from 4.918 to 3.184), with the change from n = 0.5 to n = 1.0 being much more modest (from 3.184 to 2.975). Against this background, with the newtonian and slug flow limits available for all aspect ratios, it is a simple exercise to estimate the
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 5 x 105 and to a Prandtl number range of 0.5 to 600. A simple correlation has been given by Yoo [13], who compared his results for Carbopol and Attagel solutions with those of previous investigators. Yoo's empirical equation for predicting turbulent heat transfer for purely viscous fluids is given by St = 0.0152Re~ 155 Pra2/3



(10.68)
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This equation describes the available data with a mean deviation of less than 5 percent. It is recommended that Eq. 10.68 be used to predict the heat transfer for purely viscous fluids in turbulent pipe flow for values of the power-law exponent n between 0.2 and 0.9 and over the Reynolds number range from 3,000 to 90,000. The recommended procedure is as follows: 1. Determine the friction factor from Eq. 10.65 or 10.66 as a function of Re'. 2. Convert Re' to Re~ using the following relation: Re~ = Re' (3n + 1)/4n. 3. Use Eq. 10.68 to predict the Nusselt number as a function of Rea. The thermal entrance lengths for purely viscous nonnewtonian fluids in turbulent pipe flow are on the order of 10 to 15 pipe diameters, the same order of magnitude as for newtonian fluids [74].



TURBULENT FLOW OF VISCOELASTIC FLUIDS IN CIRCULAR TUBES Friction Factor and Velocity Distribution The hydrodynamic behavior of viscoelastic fluids in turbulent pipe flow is quite different from that of the solvent or of a purely viscous nonnewtonian fluid. The friction drag of such a viscoelastic fluid under turbulent flow conditions is substantially lower than the values associated with the pure solvent or with purely viscous nonnewtonian fluids. In general, for turbulent channel flow, this drag reduction increases with higher flow rate, higher polymer molecular weight, and higher polymer concentration. In addition, the diameter of the pipe, the degree of degradation of the polymer, and the chemistry of the solvent are important parameters in the determination of the drag reduction. It should be noted that the extent of the drag reduction is ultimately limited by a unique asymptote that is independent of the polymer concentration, the solvent chemistry, or the degree of polymer degradation and is solely dependent on the dimensionless axial distance x/d and the Reynolds number [75]. Since polymer concentration, solvent chemistry, and polymer degradation are related to the fluid elasticity, it is postulated that these effects can be incorporated in the dimensionless Weissenberg number and that the friction factor is in general a function of the axial location x/d, the Reynolds number, and the Weissenberg number [31, 37, 76]. However, beyond a certain critical value of the Weissenberg number (Ws)~, the friction factor reaches a minimum asymptote value that is dependent solely on the axial distance x/d and the Reynolds number. In operational terms this can be expressed by the following functional relationships: f = f ( d , Rea, Ws)



for Ws < (Ws)~



(10.69)



f = f ( d , Rea)



for Ws > (Ws)~



(10.70)



This behavior can be seen in Fig. 10.22, which shows the fully established turbulent friction factor as a function of Reynolds number Rea for concentrations ranging from 10 to 1000 wppm of polyacrylamide in Chicago tap water. This series of measurements, which were taken in a tube 1.30 cm in diameter, revealed that the hydrodynamic entrance length varied with concentration, reaching a maximum of 100 pipe diameters at the higher concentrations. Therefore, the friction factors shown in Fig. 22 were measured at values of x/d greater than 100. The asymptotic friction factor is reached at concentrations of approximately 50 wppm of polyacrylamide in tap water for the tube diameter used in the test program [50, 93]. The
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experimental values of the asymptotic friction factors in the turbulent region may be correlated by the following expression [53, 79]:



lO-Z 8 -6
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f = 0 . 2 0 R e ~ 48



(10.71)



The steady shear viscosity measurements of representative solutions used in the study of the friction factor behavior Seporon APare given in Fig. 10.23. For concentrations ranging from 50 to wppm tp X 10 s 1000 wppm, the viscosity is shear rate dependent. The vis10 2.12 ~"'1~ cosities for 10-wppm polyacrylamide solutions are relatively 50 309 f : 0.20 Re, "°'4e independent of shear rate. O 100 3.71 V 500 9.61 Relaxation times can be calculated for each of the poly& 500 24.9 xld > !00 acrylamide solutions used in the measurements shown in o 1000 302 Figs. 10.22 and 10.23. This may be accomplished by combin2 i I I i I i I 1 ing the experimentally measured viscosity results with an 4 6 8 104 2 4 6 8 105 appropriate generalized newtonian model containing relaxRe o ation time as a parameter. The Powell-Eyring model [22] has F I G U R E 10.22 Fanning friction factor versus Re. been used to fit the data, and the resulting values of the measured in a once-through flow system with polyrelaxation time tp are shown in the tables in the figures. As acrylamide (Separan AP-273) solutions, tp is the charexpected, the relaxation times increase with increasing conacteristic time calculated from the Powell-Eyring centration. model. The asymptotic nature of the friction factor is clearly brought out in Fig. 10.24, which shows the measured fully established friction factors taken in three tubes of differing diameters as a function of the Weissenberg number based on the Powell-Eyring relaxation time for fixed values of the Reynolds number for aqueous solutions of polyacrylamide. The critical Weissenberg number for friction (Ws)~, is seen to be on the order of 5 to 10. When the Weissenberg number exceeds 10, it is clear that the fully developed friction factor is a function only of the Reynolds number. Figure 10.25 shows the lower asymptotic values of the fully developed friction factors for highly concentrated aqueous solutions of polyacrylamide and polyethylene oxide as a func2
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Steady-shear-viscosity measurements for polyacrylamide (Separan AP-273) solutions from Weissenberg rheogoniometer and capillary-tube viscometer, tp is the characteristic time calculated from the Powell-Eyring model [37]. F I G U R E 10.23
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FIGURE ]10.24 Fullyestablished friction factors for aqueous polyacrylamidesolutions in turbulent pipe flow as a function of the Weissenberg and Reynolds numbers.



tion of the generalized Reynolds number Re' [79, 108]. These measurements, taken at values of x/d greater than 100, were obtained in tubes of 0.98, 1.30, and 2.25 cm inside diameter. This figure brings out the fact that the laminar flow region extends to values of the Reynolds number on the order of 5000 to 6000. In this laminar flow region the measured friction factors are in excellent agreement with the theoretical prediction, f = 16/Re'.
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CHAPTERTEN 10.9 Various Techniques Used in the Local Velocity Measurements with Dilute Polymer Solutions



TABLE



References



Method



Polymer



Khabakhpasheva and Perepelitsa [ 8 1 ] Rudd [82]



Bubble tracer method Stroboscopic f l o w visualization Laser anemometry



Arunachalam et al. [83]



Dye injection



Polyacrylamide AP-30, 1000 wppm Polyacrylamide, 120 wppm Polyacrylamide AP-30, 100 wppm Polyethylene oxide coagulant, 5.5 wppm



Seyer [80]



,,,



In the range of Re' from 6,000 to 40,000, the experimental friction factor measurements may be correlated by the simple expression [37, 77, 79]. f = 0.332(Re') -°.55



(10.72)



It is recommended that either Eq. 10.71 or Eq. 10.72 be used to predict the fully developed friction factor (that is, for x/d greater than 100) of viscoelastic aqueous polymer solutions in turbulent pipe flow for Reynolds numbers greater than 6000 and for Weissenberg numbers above critical value. The critical Weissenberg number for aqueous polyacrylamide solutions based on the Powell-Eyring relaxation time is on the order of 5 to 10 [50]. In the absence of experimental data for other polymers, this value should be used for other viscoelastic fluids with the appropriate caution. Direct measurements of the velocity profile for viscoelastic aqueous polymer solutions have been reported by several investigators. Table 10.9 summarizes the techniques and polymers used in obtaining the velocity profiles [80, 83]. The velocity measurements reported by Seyer [80], Khabakhpasheva and Perepelitsa [81], and Rudd [82] shown in Fig. 10.26 are in fairly good agreement. With the predicted velocity profiles obtained from modeling procedures including Prandtl's mixing length model [75], Deissler's continuous eddy diffusivity model [84], and van Driest's damping factor model [85, 86]. These investigations show that the laminar sublayer near the wall is thickened and the velocity distribution in the core region is shifted upward from the newtonian mean velocity profile.
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FIGURE 10.26 Experimental measurements of fully established local turbulent velocity profile for the minimum-drag asymptotic case.
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It is noteworthy that the use of Pitot tubes and hot-film anemometry, which are applicable to newtonian fluids, is questionable for drag-reducing viscoelastic fluids. The anomalous behavior of Pitot tubes and hot-film probes in these fluids has been observed by many investigators [87-92].
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Transfer



Local heat transfer measurements were carried out in the once-through system for the same aqueous polyacrylamide solutions used in the friction factor and viscosity measurements shown in Figs. 10.22 and 10.23 [37, 93]. These heat transfer studies involving a constant heat flux boundary condition required the measurement of the fluid inlet and outlet temperatures and the local wall temperature along the tube. These wall temperatures are presented in terms of a dimensionless wall temperature 0 in Fig. 10.27 for four selected concentrations. Here 0 is defined as
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FIGURE 10.27 Thermal entrance length for drag-reducing viscoelastic fluids. Dimensionless wall temperature versus dimensionless axial distance [93].



For a given concentration, the values of x/d associated with values of 0 less than unity are referred to as the thermal entrance region; in this region the thermal boundary layer is not fully developed and the heat transfer coefficient is greater than the value in the thermally developed region. Figure 10.27 reveals that the thermal entrance length of the 20-wppm polyacrylamide aqueous solution is almost the same as that of newtonian fluids, which is on the order of 5 to 15 pipe diameters [95-97]. The thermal entrance length increases with increasing concentration (i.e., increasing Weissenberg number), reaching a value of 400 to 500 diameters for the 1000-wppm solutions. It is important to note the long entrance lengths of viscoelastic fluids, which have been overlooked in many studies. The measured dimensionless heat transfer factors jH (that is, St Pra2/3) are shown in Fig. 10.28 as a function of the Reynolds number Rea for concentrations ranging from 10 to 1000 wppm polyacrylamide [37, 93]. These measurements were made at x/d equal to 430, which corresponds approximately to thermally fully developed conditions as shown in the figure. The asymptotic values of the fully established heat transfer coefficients are reached at a concentration of 500 wppm of polyacrylamide, whereas less than 50 wppm was required to reach
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F I G U R E 10.28 Turbulent heat transfer results for polyacrylamide solutions measured at x/d = 430. tp is the characteristic time calculated from the PowellEyring model.



the asymptotic friction factor values as shown in Fig. 10.22. The fully developed minimum asymptotic heat transfer, which is approximated by the experimental data obtained at x/d equal to 430, is correlated by the following equation [35, 37]" jH = 0.03Re~ "45



(10.74)



The asymptotic nature of the heat transfer is brought out more vividly in Fig. 10.29, which presents the same data in terms of jH versus the Weissenberg number based on the PowellEyring relaxation time for different values of the Reynolds number [37]. The critical Weissenberg number for heat transfer (Wsp)] is approximately 200 to 250, an order of magnitude higher than the critical Weissenberg number for the friction factor (Wsp)~. Above a Weissenberg number of 250, the dimensionless heat transfer reaches its minimum asymptotic value (Eq. 10.74). Note that this critical Weissenberg value has been established for aqueous polyacrylamide solutions, and appropriate care should be used in applying it to other polymers until additional confirmation is forthcoming. Values of the asymptotic heat transfer factors jH in the thermal entrance region are reported for concentrated aqueous solutions of polyacrylamide and polyethylene oxide. The results are shown in Fig. 10.30, as a function of the Reynolds number Re,. These values were measured in tubes of 0.98, 1.30, and 2.25 cm (0.386, 0.512, and 0.886 in) inside diameter in a recirculating-flow loop. The asymptotic turbulent heat transfer data in the thermal entrance region are seen to be a function of the Reynolds number Rea and of the axial position x/d. The following empirical correlation is derived from the data [35, 37]:



jH = O.13(x/d )-°24(Re,)-°45
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These same data are shown in Fig. 10.31 as a function of the generalized Reynolds number Re'. Here it may be noted that the laminar data are in excellent agreement with the theoreti-
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F I G U R E 1030 Experimental results of turbulent heat transfer for concentrated solutions of polyethylene oxide and polyacrylamide in the thermal entrance region.
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FIGURE 10.31 Experimental results of laminar and turbulent heat transfer for concentrated solutions of polyethylene oxide and polyacrylamide in the thermal entrance region. cal prediction by Bird [42], lending support to the experimental measurements. Laminar flow extends to a generalized Reynolds number of 5000 to 6000. The empirical correlations resulting from the turbulent flow data given in Fig. 10.31 are [35, 37] jH = O.13(x/d)-°3(Re" ) -°4



for x/d < 450



(10.76)



jH = 0.02(Re') -°4



for x/d > 450



(10.77)



It is recommended tLat Eqs. 10.74 and 10.75, or equivalently Eqs. 10.76 and 10.77, be used to predict the heat transfer performance of viscoelastic aqueous polymer solutions for Reynolds numbers greater than 6000 and for values of the Weissenberg number above the critical value for heat transfer. This critical Weissenberg number for heat transfer based on the Powell-Eyring relaxation time is approximately 250 for aqueous polyacrylamide solutions. Appropriate care should be exercised in using this critical value for other viscoelastic fluids.



Degradation The degradation of the polymer in a viscoelastic polymer solution makes the prediction of the heat transfer and pressure drop extremely difficult, if not impossible, in normal industrial practice. This results from the fact that mechanical degradation, the sheafing of the polymer bonds, goes on continuously as the fluid circulates, causing continuous changes in the rheology of the fluid. The elasticity of the fluid is particularly sensitive to this mechanical degradation. These changes in the rheology of the fluid ultimately cause changes in the heat transfer and pressure drop. Notwithstanding the difficulties of accurately predicting the quantitative effects of degradation on the hydrodynamics and heat transfer, it is nevertheless important to qualitatively understand the process if engineering systems are to be designed to handle such fluids.
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Systematic studies have been reported on the heat transfer behavior of degrading polymer solutions with highly concentrated polymer solutions: 1000 wppm of polyacrylamide [36, 37] and 1500 wppm of polyethylene oxide [35]. These studies were conducted in test sections with inside diameters of 2.25 cm (L/d - 280) and 1.30 cm (L/d - 475). Heat transfer and pressure drop measurements were carried out at regular time intervals. Although the circulation rate was held approximately constant, periodic flow rate measurements were carried out using the direct weighing and timing method. Fluid samples were removed at regular time intervals from the flow loop for rheological property measurements in the Weissenberg rheogoniometer (WRG) and in the capillary tube viscometer. Figure 10.32 shows the steady shear viscosity of the polyacrylamide (Separan AP-273) solution as a function of hours of circulation in the flow loop. Chicago tap water was the solvent. This figure brings out very clearly the substantial decrease in the viscosity at low shear rate resulting from the degradation of the polymers, which is accompanied by a decrease in the first normal stress difference and a decrease in the characteristic time [35]. This, in turn, means that a decrease in the Weissenberg number always accompanies degradation. Thus, a circulating aqueous polymer solution experiences a continuing decrease in the Weissenberg number. 101
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FIGURE 10.32 Degradation effects on steady shear viscosity measurements for polyacrylamide 1000-wppm solution as a function of circulation time. The Fanning friction factor f a n d the dimensionless heat transfer coefficient jl-tfor the polyacrylamide 1000-wppm solution measured at an x/d of 430 and at the Reynolds number equal to 20,000 [37] are presented in Fig. 10.33 as a function of hours of circulation. The dimensionless jn factor is seen to remain relatively constant at its minimum asymptotic value until some 3 hours have passed. On the other hand, the friction factor does not depart from its asymptotic value until some 30 hours of circulation have occurred. Estimates of the critical Weissenberg number based on the Powell-Eyring model yield values that are in good agreement with those given for the once-through system: Critical Weissenberg number for friction: (Wsp)~ = 10
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Critical Weissenberg number for heat transfer: (Wsp)] = 250



(10.79)
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F I G U R E 10.33 Fanning friction factor and turbulent heat transfer j versus hours of shear for Reynolds number equal to 20,000 and at x/d = 430. Separan AP = 273, 1000 wppm. Solid lines are minimum asymptotic values.



Above the corresponding critical Weissenberg number, the friction factor and the heat transfer remain at their asymptotic values. A similar degradation test was conducted with a concentrated solution of 1500 wppm polyethylene oxide [35]. Analysis of test results reveals good agreement with the polyacrylamide solutions. In particular, the critical Weissenberg values for the polyethylene oxide solution are of the same order as those for the polyacrylamide solution. Solvent Effects



When an aqueous solution of a high-molecular-weight polymer is used in a practical engineering system, the solvent is generally predetermined by the system. However, the importance of the solvent on the pressure drop and heat transfer behavior with these viscoelastic fluids has often been overlooked. Since the heat transfer performance in turbulent flow is critically dependent on the viscous and elastic nature of the polymer solution, it is important to understand the solvent effects on the rheological properties of a viscoelastic fluid. Following the earlier work by Little et al. [98] and Chiou and Gordon [99], Cho et al. [100] measured the rheological properties of the 1000-wppm aqueous solution of polyacrylamide (Separan AP-273) with various solvents: distilled water, tap water, tap water plus acid or base additives, and tap water plus salt. Figure 10.34 presents the steady shear viscosity data over the shear rate ranging from 10-2 to 4 x 1 0 4 s -1 using the Weissenberg rheogoniometer and the capillary tube viscometer. The viscosity in the low shear rate of the 1000-wppm polyacrylamide solution with distilled water is greater than that of the polyacrylamide solution with tap water by a factor of 25. However, when the shear rate is increased, the viscosity of the distilled water solution approaches that of the tap water solution. The addition of 100 wppm N a O H to Chicago tap water results in a 100 percent increase of the viscosity in the low-shear-rate range. In contrast, the addition of 4 percent NaC1 to the tap water reduces the viscosity of the polyacrylamide solution over the entire range of shear rate by a factor of 4 to 25 depending on the shear rate.
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FIGURE 10.34 Steadyshear viscosity versus shear rate for polyacrylamide 1000-wppmsolutions with four different solvents [100]. The effect on viscosity of the addition on NaOH, NH4OH, or H3PO4 to Chicago tap water has been investigated [100]. The results indicate that for base additives there is an optimum pH number (approximately 10) that maximizes the viscosity of polyacrylamide solutions. For acid additives, an increasing concentration of acid is generally accompanied by a decrease of viscosity. It is noteworthy that similar observations were made with aqueous solutions of polyethylene oxide. From the above results together with those of other investigators who used distilled water as a solvent [98, 99], it can be concluded that the rheological properties of polymer solutions may be modified bv changing the chemistry of the solvent. It follows that the hydrodynamic and heat transfer performance is sensitive to solvent chemistry.
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It is well known that for newtonian fluids in turbulent pipe flow, an analogy between momentum and heat transfer can be drawn and expressed in the following form:
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FIGURE 10.35 Comparison of percentage friction reduction and percentage heat transfer reduction.



For drag-reducing polymer solutions, there have been many attempts in the literature to formulate and to apply such an analogy [35]. Most of these works attempted to predict turbulent heat transfer rates for drag-reducing fluids from the use of the friction coefficients measurements. To get some insight into the use of the analogy, the measured asymptotic values of the friction factor and the heat transfer are presented in a different form. Figure 10.35 shows the percentage reduction in friction factor resulting from the addition of a long-chained polymer to water plotted against the percent reduction in heat transfer coefficient. Here the reduction is defined as follows:
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Friction factor reduction = FR = ( f s - fP)/fs Heat transfer reduction = HTR = (jHS- jHP)/IHS where the subscripts S and P designate the pure solvent and the aqueous polymer solution, respectively. The solid line in the figure represents the general trend of the experimental observations of Refs. 35 and 85, confirming the fact that the heat transfer reduction always exceeds the friction factor reduction. This contradicts the common assumption of the validity of the Reynolds or Colburn analogy made in a number of heat transfer studies of viscoelastic fluids [101-106]. To further verify the above conclusion on the failure of the analogy between momentum and heat transfer in the case of viscoelastic fluids, the approximate values of the eddy diffusivities of momentum and heat transfer corresponding to the minimum asymptotic cases will be compared. The eddy diffusivity of momentum corresponding to the minimum asymptotic case was calculated by Kale [84] directly from Deissler's continuous eddy diffusivity model: eM _ m2u+y+[ 1 _ exp(_m2u+y+) ]



y+ < 150, m = 0.046



(10.81)



V



where Kale's value of m = 0.06 has been changed to 0.046 to conform with the experimental data [35, 37, 79, 107]. Cho and Hartnett [108, 109] calculated the eddy diffusivity of heat for drag-reducing viscoelastic fluids using a successive approximation technique. The result for the minimum asymptotic case can be expressed in the following polynomial equation with respect to y+: ~H



- 2.5 x lO-6y+3



(10.82)



V



A comparison of the calculated eddy diffusivities using Eqs. 10.81 and 10.82 confirms the fact that the eddy diffusivity of heat is much smaller than that of momentum for dragreducing viscoelastic fluids. This result is consistent with the experimental observation that the thermal entrance length is much longer than the hydrodynamic entrance length for the turbulent pipe flow of drag-reducing viscoelastic fluids. It can be concluded that there is no direct analogy between momentum and heat transfer for drag-reducing viscoelastic fluids in turbulent pipe flows.



TURBULENT FLOW OF PURELY VISCOUS FLUIDS IN RECTANGULAR DUCTS Friction Factor The fully established friction factor for turbulent flow of purely viscous nonnewtonian fluids in rectangular channels may be determined by the modified Dodge-Metzner equation [72, 110]: 1/V~= 4.0 log [Re* fl -(,,/2)]_ n0.4 1"2



(10.83)



Alternatively, the simpler formulation proposed by Yoo [13, 110] may be used: f = 0.079n0.675(Re,)-0.25



for 0.4 < n < 1.0, 5000 < Re* < 50,000



(10.84)
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Heat Transfer



The fully developed Stanton number for turbulent flow of purely viscous nonnewtonian fluids in rectangular channels may be determined by the modified Metzner-Friend equation [73]" St =



f/2 [1.2 + 1 1 . 8 V ~ ( P r - 1) pr-l'31



(10.85)



Equation 10.85 gives values that are within +10 percent of available data over the range of Reynolds numbers from 5,000 to 60,000. In the case of turbulent channel flow of purely viscous power-law fluids, the hydrodynamic and thermal entrance lengths can be taken as the same as the corresponding values for a newtonian fluid.



TURBULENT FLOW OF VISCOELASTIC FLUIDS IN RECTANGULAR DUCTS Friction Factor



The fully established friction factor for turbulent flow of a viscoelastic fluid in a rectangular channel is dependent on the aspect ratio, the Reynolds number, and the Weissenberg number. As in the case of the circular tube, at small values of Ws, the friction factor decreases from the newtonian value. It continues to decrease with increasing values of Ws, ultimately reaching a lower asymptotic limit. This limiting friction factor may be calculated from the following equation: f = 0.2Re~ .48 where Rea pUdh/Tla. This is the same equation found for the circular tube and is confirmed by a number of experiments as shown in Fig. 10.36. =
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F I G U R E 10.36 Measured friction factors of aqueous po]yacrylamide solutions in a rectangular duct (a* = 0.5 to 1.0) as a function of the Reynolds number based on the apparent viscosity Rea. Values are from Kostic and Hartnett (112] (©), Kwack et a]. [111] (D), and Hartnett et al. [113] (A).
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CHAPTERTEN The behavior of a viscoelastic fluid in turbulent flow in the hydrodynamic entrance region of a rectangular channel can be estimated by assuming that the circular tube results are applicable provided that the hydraulic diameter replaces the tube diameter.



Heat



Transfer



Studies of the heat transfer behavior of viscoelastic aqueous polymer solutions have been carried out for turbulent flow in a rectangular channel having an aspect ratio of 0.5. These experimental results obtained with aqueous polyacrylamide solutions are shown in Fig. 10.37, where the minimum asymptotic values of the dimensionless heat transfer coefficient, ]n, are compared with the values reported by Cho and Hartnett for turbulent pipe flow. The turbulent pipe flow results are correlated by ]n = Nu/(Re* Pr .1/3) = 0.02Re *-°'4 or alternatively by
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jt-i = Nu/(Rea Pr 1/3) = 0.03Rea-°45 Although the rectangular channel data are somewhat higher (5 to 10 percent) than the circular tube correlation equations, it appears that the circular tube predictions may be used for engineering estimates of the asymptotic heat transfer for rectangular ducts having an aspect ratio of approximately 0.5 to 1.0. In this same spirit, it is proposed that the intermediate values of the heat transfer coefficient lying between the newtonian value and the lower asymptotic limit be estimated from the pipe flow correlation shown in Fig. 10.28 [114]. This approach should give reasonable estimates, at least for aqueous polyacrylamide and polyethylene oxide solutions.



ANOMALOUS BEHAVIOR OF AQUEOUS POLYACRYLIC ACID SOLUTIONS An exception to the generally observed drag reduction in turbulent channel flow of aqueous polymer solutions occurs in the case of aqueous solutions of polyacrylic acid (Carbopol, from B.E Goodrich Co.). Rheological measurements taken on an oscillatory viscometer clearly demonstrate that such solutions are viscoelastic. This is also supported by the laminar flow behavior shown in Fig. 10.20. Nevertheless, the pressure drop and heat transfer behavior of neutralized aqueous Carbopol solutions in turbulent pipe flow reveals little reduction in either of these quantities. Rather, these solutions behave like clay slurries and they have been often identified as purely viscous nonnewtonian fluids. The measured dimensionless friction factors for the turbulent channel flow of aqueous Carbopol solutions are in agreement with the values found for clay slurries and may be correlated by Eq. 10.65 or 10.66. The turbulent flow heat transfer behavior of Carbopol solutions is also found to be in good agreement with the results found for clay slurries and may be calculated from Eq. 10.67 or 10.68.



FLOW OVER SURFACES; FREE CONVECTION; BOILING Page limitations do not permit complete coverage of nonnewtonian fluid mechanics and heat transfer. Readers are referred to the following surveys for more information:



Flow Over Surfaces R. P. Chhabra, Bubbles, Drops, and Particles in Non-Newtonian Fluids, CRC Press, Boca Raton, FL, 1993. R. P. Chhabra and D. De Kee, Transport Processes in Bubbles, Drops, and Particles, Hemisphere, New York, 1992. D. D. Joseph, Fluid Dynamics of Viscoelastic Liquids, Springer-Verlag, New York, 1990. D. A. Siginer and S. E. Bechtel, "Developments in Non-Newtonian Flows," AMD, vol. 191, ASME, 1994. D. A. Siginer, W. E. VanArsdale, M. C. Altan, and A. N. Alexandrou, "Developments in Non-Newtonian Flows," AMD, vol. 175, ASME, 1993. Z. Zhang, "Numerical and Experimental Studies of Non-Newtonian Fluids in Cross Flow Around a Circular Cylinder," Ph.D. thesis, University of Illinois at Chicago, 1995.



Free Convection L L. S. Chen and M. A. Ebadian, "Fundamentals of Heat Transfer in Non-Newtonian Fluids," HTD, vol. 174, ASME, 1991.
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U. K. Ghosh, S. N. Upadhyay, and R. P. Chhabra, "Heat and Mass Transfer from Immersed Bodies to Non-Newtonian Fluids," Advances in Heat Transfer (25): 252-321, 1994. M. L. Ng, "An Experimental Study on Natural Convection Heat Transfer of Non-Newtonian Fluids from Horizontal Wires," Ph.D. thesis, University of Illinois at Chicago, 1985. A. V. Shenoy and R. A. Mashelkar, "Thermal Convection in Non-Newtonian Fluids," Advances in Heat Transfer (15): 143-225, 1982.



Boiling Y.-Z. Hu, "Nucleate Pool Boiling from a Horizontal Wire in Viscoelastic Fluids," Ph.D. thesis, University of Illinois at Chicago, 1989. T.-A. Andrew Wang, "Influence of Surfactants on Nucleate Pool Boiling of Aqueous Polyacrylamide Solutions," Ph.D. thesis, University of Illinois at Chicago, 1993.



Suspensions and Surfactants K. Gasljevic and E. E Matthys, "On Saving Pumping Power in Hydronic Thermal Distribution Systems Through the Use of Drag-Reducing Additives," Energy and Buildings (20): 45-56, 1993. E. E Matthys, "An Experimental Study of Convective Heat Transfer, Friction, and Rheology for NonNewtonian Fluids: Polymer Solutions, Suspensions of Particulates," Ph.D. thesis, California Institute of Technology, 1985.



Flow of Food Products S. D. Holdsworth, "Rheological Models Used for the Prediction of the Flow Properties of Food Products: a Literature Review," Trans. IChemE (71/C): 139-179, 1993.



Electrorheological Flows D. A. Siginer, J. H. Kim, S. A. Sherif, and H. W. Coleman, "Developments in Electrorheological Flows and Measurement Uncertainty," AMD, vol. 190, ASME, 1994.



NOMENCLATURE Symbol, Definition, SI Units, English Units A A~ Ai d d*



B b



b* C C1



defined in Eq. 10.8: Pa.s, lbm/h.ft cross-sectional area: m 2, r2 defined in Eq. 10.60 half of the longer side of the rectangular duct: m, ft geometric constant in Kozicki generalized Reynolds number, Eq. 10.63 defined in Eq. 10.8: °K, °R half of the shorter side of the rectangular duct or half of the distance between parallel plates: m, ft geometric constant in Kozicki generalized Reynolds number, Eq. 10.67 torque measured on inner cylinder or on plate (see Figs. 10.3 and 10.4: N.m, lbl.ft constant defined by Eq. 10.64
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cp d



specific heat at constant pressure: J/(kg.K), Btu/(lbm'°F)



De



Deborah number = t/tF hydraulic diameter (equal to d for circular pipe), 4AJp: m, ft



dh



tube inside diameter: m, ft



dij F



rate of strain tensor: s-1



f g Gr



Fanning friction factor = Xw/(pU2/2) acceleration of gravity: m/s 2, ft/s 2 Grashof number = p2g~ATd3/l"l2



Grq



Grashof number - pEg~q"d~/TI2kl



Gz



Graetz number - Wcp/klX heat transfer coefficient: W/(mE.K), Btu/(h'ft 2"°F)



h



j,, K,K"



total force applied on plate (Eq. 10.23): N, lbf



Colburn heat transfer factor - St • Pr 2/3 consistency index in power-law model defined in Table 10.1 and Eq. 10.30: N/(mE.sn), lbf/(ftE.sn)



kl



thermal conductivity of liquid: W/(m.K), Btu/(h.ft. °F)



L



tube length: m, ft



Lh



hydrodynamic entrance length in duct flow: m, ft



Lt N1 N2



thermal entrance length in duct flow: m, ft first normal stress difference: N/m E, lbf/ft 2



Num



mean Nusselt number - hmdh/kt



Nux Nuo.



local Nusselt number - hxdh/kt fully established Nusselt number, hoodh/kt power-law index pressure: N/m E, lbf/ft 2



n



P P Pe Pr AP



Q It



qw R
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second normal stress difference: N/m E, lbf/ft 2



perimeter: m, ft Peclet number = pcpUdh/kt Prandtl number = rlcp/kt pressure drop along the axial direction: N/m E, lbt/ft 2 volume flow rate: ma/s, fta/s heat flux at the tube wall: W/m E, Btu/(h.ft 2)



Raq Re + Rea Re'



tube radius = d/2: m, ft Rayleigh number for constant heat flux boundary condition, Grq Pr Reynolds number - pUE-"dg/K Reynolds number based on the apparent viscosity at the wall - pUdh/'l'la Reynolds number defined as puE-nd~/g'8 n-1



Res



Reynolds number based on the solvent viscosity,



Reeff



Reynolds number defined by Eq. 10.38 Kozicki generalized Reynolds number, Eq. 10.63 radial coordinate: m, ft Stanton number = Nu/(Re Pr) - h/pUcp



Re* F



St



pUdh/'l'ls
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T t



tF



t, U u U* u+



V V



W Ws Wsp w



(Ws); (Ws)~' x



x*



y y y+ Z



temperature: K, R characteristic time of the viscoelastic fluid, a measure of elasticity: s characteristic time of the flow: s characteristic time of a viscoelastic fluid calculated using the Powell-Eyring model (see Table 10.1): s mean velocity in channel flow: m/s, ft/s velocity in the x direction: m/s, ft/s friction velocity = ('l;w/p)l/2: m]s, ft/s normalized velocity = u/u* velocity: m/s, ft/s velocity in the y direction: m/s, ft/s mass flow rate: kg/s, lbm/s Weissenberg number = tU/dh Weissenberg number based on Powell-Eyring characteristic time, tpU/dh velocity in the z direction: m/s, ft/s critical Weissenberg number for friction critical Weissenberg number for heat transfer axial location along the channel: m, ft dimensionless distance, x/(dh Re Pr) distance normal to the tube wall = R - r: m, ft transverse rectilinear coordinate, orthogonal to x and z normalized distance from the wall = yu*/v transverse rectilinear coordinate, orthogonal to x and y



Greek Symbols



n rl/j rla 110 0 00 V ~00



P 1;



"~i]



aspect ratio of rectangular duct: b/a defined by Eq. 10.60 volumetric coefficient of thermal expansion: (K) -1, ( R ) -1 defined by Eq. 10.60 shear rate: s-1 eddy diffusivity of heat: m2/s, ft2/s eddy diffusivity of momentum: m2/s, ft2/s shear-rate-dependent viscosity: Pa.s, lbm/(h-ft) generalized viscosity: Pa.s, lbm/(h'ft) apparent viscosity: Pa.s, lbm/(h.ft) limiting viscosity at zero shear rate: Pa-s, lbm/(h'ft) limiting viscosity at infinite shear rate: Pa.s, lbm/(h.ft) dimensionless temperature, defined in Eq. 10.38 cone angle of cone and plate viscometer, Fig. 10.4 kinematic viscosity: m2/s, fta/s pressure measured by transducer (Eq. 10.22): N/m 2, lbf/ft 2 density: kg/m 3, lbm/ft3 shear stress: N/m 2, lbf/ft 2 shear stress tensor: N/m 2, lbf/ft 2
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shear stress at the wall: N / m E, lbf/ft 2 angular velocity:



S-1



Subscripts a p r o p e r t y based on the a p p a r e n t viscosity b



bulk fluid condition



ex



condition at the exit of the tube



H



constant axial heat flux, with peripherally constant wall t e m p e r a t u r e



in



condition at the inlet of the tube



l



liquid



max



m a x i m u m value



w



evaluated at the wall
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TECHNIQUES TO ENHANCE HEAT TRANSFER A. E. Bergles Rensselaer Polytechnic Institute



INTRODUCTION General Background Most of the burgeoning research effort in heat transfer is devoted to analyzing what might be called the "standard situation." However, the development of high-performance thermal systems has also stimulated interest in methods to improve heat transfer. The study of improved heat transfer performance is referred to as heat transfer enhancement, augmentation, or intensification. The performance of conventional heat exchangers can be substantially improved by a number of enhancement techniques. On the other hand, certain systems, particularly those in space vehicles, may require enhancement for successful operation. A great deal of research effort has been devoted to developing apparatus and performing experiments to define the conditions under which an enhancement technique will improve heat (and mass) transfer. Over 5000 technical publications, excluding patents and manufacturers' literature, are listed in a bibliographic report [1]. The recent growth of activity in this area is clearly evident from the yearly distribution of such publications shown in Fig. 11.1. The most effective and feasible techniques have graduated from the laboratory to full-scale industrial use. The main objective of this chapter is to survey some of the important literature pertinent to each enhancement technique, thus providing guidance for potential users. With the large amount of literature in the field, it is clearly impossible to cite more than representative studies. Wherever possible, correlations for thermal and hydraulic performance will be presented, or key sources of design data will be suggested.



Classification of Heat Transfer Enhancement Techniques Enhancement techniques can be classified as passive methods, which require no direct application of external power, or as active schemes, which require external power. The effectiveness of both types depends strongly on the mode of heat transfer, which might range from single-phase free convection to dispersed-flow film boiling. Brief descriptions of passive techniques follow.
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~. 250 Q. 1' >1' > 1, it is necessary to use small-diameter cylinders. The data presented in Fig. 11.42 illustrate this situation. These data fall into three rather distinct regions depending on the intensity of vibration: the region of low Rev, where free convection dominates; a transition region, where free convection and the "forced" convection caused by vibration interact; and finally, the region of dominant vibrational forced convection. The data in this last region are in good agreement with a standard correlation for forced flow normal to a cylinder. I00
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FIGURE 11.42 Influence of mechanical vibration on heat transfer from horizontal cylinders--



a/Do>> 1.



When cylinders of large diameter, typically those found in heat exchange equipment, are used, a different type of behavior is expected. When a/Do < 1, there is no longer a significant displacement of the cylinder through the fluid to provide enthalpy transport. Natural convection should then dominate. However, where the vibrational intensity reaches a critical value, a secondary flow, commonly called acoustic or thermoacoustic streaming, develops; this flow is able to effect a net enthalpy flux from the boundary layer. Since the coordinates of Fig. 11.42 are inappropriate for description of streaming data, a simple heat transfer coefficient ratio is used in Fig. 11.43 to indicate typical improvements in heat transfer observed under these conditions. The heat transfer coefficient remains at the natural convection value until a critical intensity is reached and then increases with growing intensity. The rate of improvement in heat transfer appears to decrease as Rev is increased. If these data were plotted on the coordinates of Fig. 11.42, they would lie below the quasi-steady prediction, except at very high Rev, where they are generally higher. Several studies have been done concerning the effects of transverse or longitudinal vibrations on heat transfer from vertical plates. Analyses indicate that laminar flow is virtually unaffected; however, experimental observations indicate that turbulent flow is induced by sufficiently intense vibrations. The improvement in heat transfer appears to be rather small, with the largest values of ha/ho < 1.6 [280]. From an efficiency standpoint, it is important to note that the improvements in heat transfer coefficient with vibration may be quite dramatic, but they are only relative to natural con-



11.48



CHAPTER ELEVEN



100 _



I



I



I



I



I I I1 I



1



I



I



I



IIII



I



!



I



!



! I III



I



I



- A [272]a/Do=O.13max. Ra=l.OxlO e



I[278] o/D,=O.46-1.T6Ra=500



- B [273] - C [.274]



6.0xlO 5 0.56



d [279] K



8.2



L



0.26max. 0.89-2.40



- D - E



[.275] F [276] - G [277] .too



I.Omax.



O.176rnax. 2.4x104 0.03-0.15 3.OxlO 4 < 1.0 2.6x I04



H



,,, 1.0



I



15



I



I



1 I IlL



O.3xlO 4 I.OxlO 4 7x I04



-



_-



/ B



-



dK



I0-



C



H



i



0



I



I0 2



I



I till



I0 3



l



J



J



I I I Ii



10 4



10 5



Re o



F I G U R E 11.43 a/Do < 1.



Influence of mechanical vibration on heat transfer from horizontal cylinders--



vection. The average velocities are actually quite low: for example, 4af = 1.8 rn/s for the highestintensity data of Mason and Boelter [273] in Fig. 11.42. For most systems, it would appear to be more convenient and economical to provide steady forced flow to achieve the desired increase in heat transfer coefficient. Substantial improvements in heat transfer have also been recorded when vibration of the heated surface is used in forced-flow systems. No general correlation has been obtained; however, this is not surprising in view of the diverse geometric arrangements. Figure 11.44 presents representative data for heat transfer to liquids. The effect on heat transfer varies from slight degradation to over 300 percent improvement, depending on the system and the vibrational intensity. One problem is cavitation when the intensity becomes too large. As indicated by curves A and B, the vapor blanketing (*) causes a sharp degradation of heat transfer. Hsieh and Marsters [288] extended the extensive single-tube experience to a vibrating vertical array of five horizontal cylinders. They found that the average of the heat transfer coefi
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ficients increased by 54 percent at the highest vibrational intensity. The bottom cylinder showed the highest increase; the relatively poor performance of the top cylinders is apparently due to wake interaction. These experiments indicate that vibrations can be effectively applied to practical heat exchanger geometries; however, economic evaluation is difficult because sufficient data are not available. Apparently, no comparative pressure drop data have been reported for forced flow. In any case, it appears that the overriding consideration is the cost of the vibrational equipment and the power to run it. Ogle and Engel [285] found for one of their runs that about 20 times as much energy was supplied to the vibrator as was gained in improved heat transfer. Even though the vibrator mechanism was not optimized in this particular investigation, the result suggests that heat-surface vibration will not be practical.



Boiling Experiments by Bergles [279] have established that vibrations have little effect on subcooled or saturated pool boiling. It was found that the coefficients characteristic of single-phase vibrational data govern the entry into boiling conditions. Once boiling is fully established, however, vibration has no discernible effect. The maximum increase in critical heat flux was about 10 percent at an average velocity of 0.25 m/s. Experiments by Parker et al. [289, 290], run over the frequency range from 50 to 2000 Hz, have further confirmed that fully developed nucleate boiling is essentially unaffected by vibration. Fuls and Geiger [291] studied the effect of enclosure vibration on pool boiling. A slight increase in the nucleate boiling heat transfer coefficient was observed. Raben et al. [284] reported a study of flow surface boiling with heated-surface vibration. A large improvement was noted at low heat flux, but this improvement decreased with increasing heat flux. This is consistent with those pool-boiling results that indicate no improvement in the region of fully established boiling. Pearce [292] found insignificant changes in bulkboiling CHF when a boiler tube was vibrated transversely.



Condensing The few studies in this area include those of Dent [293] and Brodov et al. [294], who both obtained maximum increases of 10 to 15 percent by vibrating a horizontal condenser tube.



FLUID VIBRATION



Single-Phase Flow In many applications it is difficult to apply surface vibration because of the large mass of the heat transfer apparatus. The alternative technique is then utilized, whereby vibrations are applied to the fluid and focused toward the heated surface. The generators that have been employed range from the flow interrupter to the piezoelectric transducer, thus covering the range of pulsations from 1 Hz to ultrasound of 10 6 Hz. The description of the interaction between fluid vibrations and heat transfer is even more complex than it is in the case of surface vibration. In particular, the vibrational variables are more difficult to define because of the remote placement of the generator. Under certain conditions, the flow fields may be similar for both fluid and surface vibration, and analytical results can be applied to both types of data. A great deal of research effort has been devoted to studying the effects of sound fields on heat transfer from horizontal cylinders to air. Intense plane sound fields of the progressive or
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stationary type have been generated by loudspeakers or sirens. The sound fields have been oriented axially and transversely in either the horizontal or vertical plane. With plane transverse fields directed transversely, improvements of 100 to 200 percent over natural convection heat transfer coefficients were obtained by Sprott et al. [295], Fand and Kaye [296], and Lee and Richardson [297]. It is commonly observed that increases in average heat transfer occur at a sound pressure level of about 134 to 140 dB (well above the normal human tolerance of 120 dB), and that these increases are associated with the formation of an acoustically induced flow (acoustic or thermoacoustic streaming) near the heated surface. Large circumferential variations in heat transfer coefficient are present [298], and it has been observed that local improvements in heat transfer occur at intensities well below those that affect the average heat transfer [299]. Correlations have been proposed for individual experiments; however, an accurate correlation covering the limits of free convection and fully developed vortex motion has not been developed. In general, it appears that acoustic vibrations yield relatively small improvements in heat transfer to gases in free convection. From a practical standpoint, a relatively simple forcedflow arrangement could be substituted to obtain equivalent improvements. When acoustic vibrations are applied to liquids, heat transfer may be improved by acoustic streaming as in the case of gases. With liquids, though, it is possible to operate with ultrasonic frequencies given favorable coupling between a solid and a liquid. At frequencies of the order of 1 MHz, another type of streaming called crystal wind may be developed. These effects are frequently encountered; however, intensities are usually high enough to cause cavitation, which may become the dominant mechanism. Seely [300], Zhukauskas et al. [301], Larson and London [302], Robinson et al. [303], Fand [304], Gibbons and Houghton [305], and Li and Parker [306] have demonstrated that natural convection heat transfer to liquids can be improved from 30 to 450 percent by the use of sonic and ultrasonic vibrations. In general, cavitation must occur before significant improvements in heat transfer are noted. In spite of these improvements, there appears to be some question regarding the practical aspects of acoustic enhancements. When the difficulty of designing a system to transmit acoustic energy to a large heat transfer surface is considered, it appears that forced flow or simple mechanical agitation will be a more attractive means of improving natural convection heat transfer. Low-frequency pulsations have been produced in forced convection systems by partially damped reciprocating pumps and interrupter valves. Quasi-steady analyses suggest that heat transfer will be improved in transitional or turbulent flow with sufficiently intense vibrations. However, heat transfer coefficients are usually higher than predicted, apparently due to cavitation. Figure 11.45 indicates the improvements that have been reported for pulsating flow in channels. The improvement is most significant in the transitional range of Reynolds numbers, as might be expected, since the pulsations force the transition to turbulent flow. Interrupter valves are a particularly simple means of generating the pulsations. The valves must be located directly upstream of the heated section to produce cavitation, which appears to be largely responsible for the improvement in heat transfer [310, 311]. A wide variety of geometric arrangements and more complex flow fields are encountered when sound fields are superimposed on forced flow of gases. In general, the improvement is dependent on the relative strengths of the acoustic streaming and the forced flows. The reported improvements in average heat transfer are limited to about 100 percent. Typical data obtained with sirens or loudspeakers placed at the end of a channel are indicated in Fig. 11.46. The improvements in average heat transfer coefficient are generally significant only in the transition range where the vibrating motion acts as a turbulence trigger. The experiments of Moissis and Maroti [318] are important in that they demonstrate practical limitations. Even with high-intensity acoustic vibrations, the gas-side heat transfer coefficient was improved by only 30 percent for a compact heat exchanger core. The data of Zhukauskas et al. [301] and Larson and London [302] suggest that ultrasonic vibration has no effect on forced convection heat transfer once the flow velocity is raised to
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Effect of upstream pulsations on heat transfer to liquids flowing in p i p e s .



about 0.3 m/s. However, Bergles [319] demonstrated that lower-frequency vibrations (80 Hz) can produce improvements of up to 50 percent. This experiment was carried out at higher surface temperatures where it was possible to achieve cavitation.



Boiling The available evidence indicates that fully established nucleate pool boiling is unaffected by ultrasonic vibration, apparently because of the dominance of bubble agitation and attenua-
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CHAPTERELEVEN tion of acoustic energy by the vapor [320, 321]. However, enhanced vapor removal can improve CHF by about 50 percent [320, 322]. Transition and film boiling can also be substantially improved, since the vibration has a strong tendency to destabilize film boiling [323]. In channel flow it is usually necessary to locate the transducer upstream or downstream of the test channel, with the result that the sound field is greatly attenuated. Tests with 80-Hz vibrations [319] indicate no improvement of subcooled boiling heat transfer or critical heat flux. Romie and Aronson [324], using ultrasonic vibrations, found that subcooled critical heat flux was unaffected. Even where intense ultrasonic vibrations were applied to the fluid in the immediate vicinity of the heated surface, boiling heat transfer was unaffected [325]. The severe attenuation of the acoustic energy by the two-phase coolant appears to render this technique ineffective for flow boiling systems.



Condensing Mathewson and Smith [317] investigated the effects of acoustic vibrations on condensation of isopropanol vapor flowing downward in a vertical tube. A siren was used to generate a sound field of up to 176 dB at frequencies ranging from 50 to 330 Hz. The maximum improvement in condensing coefficient was found to be about 60 percent at low vapor flow rates. The condensate film under these conditions was normally laminar; thus, an intense sound field produced sufficient agitation in the vapor to cause turbulent conditions in the film. The effect of the sound field was considerably diminished as the vapor flow rate increased.



ELECTRIC AND MAGNETIC FIELDS A comprehensive discussion of the fundamental effects electric and magnetic fields have on heat transfer is given in Ref. 370. A magnetic force field retards fluid motion; hence, heat transfer coefficients decrease. On the other hand, if electromagnetic pumping is established with a combined magnetic and electric field, heat transfer coefficients can be increased far above those expected for gravity-driven flows. For example, an analysis by Singer [326] indicates that electromagnetic pumping can increase laminar film condensation rates of a liquid metal by a factor of 10. Electric fields are particularly effective in increasing heat transfer coefficients in free convection. The configuration may be a heated wire in a concentric tube maintained at a high voltage relative to the wire, or a fine wire electrode may be utilized with a horizontal plate. Reported increases are as much as a factor of 40; however, several hundred percent is normal. Much activity has centered on the application of corona discharge cooling to practical freeconvection problems. The cooling of cutting tools by point electrodes was proposed by Blomgren and Blomgren [327], while Reynolds and Holmes [328] have used parallel wire electrodes to improve the heat dissipation of a standard horizontal finned tube. Heat transfer coefficients can be increased by several hundred percent when sufficient electrical power is supplied. It appears, however, that the equivalent effect could be produced at lower capital cost and without the hazards of 10 to 100 kV by simply providing modest forced convection with a blower or fan. Some very impressive enhancements have been recorded with forced laminar flow. The recent studies of Porter and Poulter [329], Savkar [330], and Newton and Allen [331] demonstrated improvements of at least 100 percent when voltages in the 10-kV range were applied to transformer oil. A typical gas-gas heat exchanger rigged for electrohydrodynamic (EHD) enhancement, on both the tube side and the shell side, is shown in Fig. 11.47. These data show that substantial improvements in the overall heat transfer coefficient are possible. The power expenditure of the electrostatic generator is small, typically only several percent of the pumping power. While it is desirable to take advantage of any naturally occurring electric fields in
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(b) FIGURE 11.47 Schematicview of EHD-enhanced heat exchanger, and overall heat transfer coefficient improvement as a function of tube-side corona current. Shell and tube excitation [332].



electrical equipment, enhancement by electrical fields must be considered carefully. Mizushina et al. [333] found that even with intense fields, the enhancement disappeared as turbulent flow was approached in a circular tube with a concentric inner electrode. The typical effects of electric fields on pool boiling are shown in Fig. 11.48. These data of Choi [334] were taken with a horizontal electrically heated wire located concentrically within a charged cylinder. Because of the large enhancement of free convection, boiling is not observed until relatively high heat fluxes. Once nucleate boiling is initiated, the electric field has little effect. However, C H F is elevated substantially, and large increases in the filmboiling heat transfer coefficient are obtained.
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Durfee and coworkers [335] conducted an extensive series of tests to evaluate the feasibility of applying E H D to boiling-water nuclear reactors. Tests with water in electrically heated annuli indicated that wall temperatures for flow bulk boiling were slightly reduced through application of the field. Increases in CHF were observed for all pressures, flow rates, and inlet subcoolings, with the improvement falling generally in the 15 to 40 percent range for applied voltages up to 3 kV. On the basis of limited pressure drop data, it was suggested that greater steam energy flow was obtained with the E H D system than with the conventional system at the same pumping power. Velkoff and Miller [336] investigated the effect of uniform and nonuniform electric fields on laminar film condensation of Freon-ll3 on a vertical plate. With screen grid electrodes providing a uniform electric field over the entire plate surface, a 150 percent increase in the heat transfer coefficient was obtained with a power expenditure of a fraction of one watt. Choi and Reynolds [337] and Choi [338] recently reported data for condensation of Freon113 on the outside wall of an annulus in the presence of a radial electric field. With the maximum applied voltage of 30 kV, the average heat transfer coefficients for a 25.4-mm outside diameter by 12.7-mm inside diameter annulus were increased by 100 percent. EHD has not yet been adopted commercially, largely because of concerns about installing the electrodes and using very high voltages during heat exchanger operation. It has a potential drawback, common to all active techniques, in that an extra system is required (in this case, the electrostatic generator); failure of that system means the enhancement is not obtained.



INJECTION Injection and suction have been considered primarily in connection with retarding of heat transfer to bodies subject to aerodynamic heating. On the enhancement side, some thought
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has been given to intensifying heat transfer by injecting gas through a porous heat transfer surface. The bubbling produces an agitation similar to that of nucleate boiling. Gose et al. [339, 340] bubbled gas through sintered or drilled heated surfaces to stimulate nucleate pool and flow boiling. Sims et al. [341] analyzed the pool data and found that Kutateladze's pool boiling relationship correlated the porous-plate data quite well. For their limited forced circulation tests with a sintered pipe, Gose et al. found that heat transfer coefficients were increased by as much as 500 percent in laminar flow and by about 50 percent in turbulent flow. Kudirka [342] found that heat transfer coefficients for flow of ethylene glycol in porous tubes were increased by as much as 130 percent by the injection of air. The practical application of injection appears to be rather limited because of the difficulty of supplying and removing the gas. Tauscher et al. [348] have demonstrated up to fivefold increases in local heat transfer coefficients by injecting similar fluid into a turbulent tube flow. The effect is comparable to that produced by an orifice plate; in both cases the effect has died out after about 10 L/D. Bankoff [343] suggested that heat transfer coefficients in film boiling could be substantially improved by continuously removing vapor through a porous heated surface. Subsequent experimental work [344, 345] demonstrated that coefficients could be increased by as much as 150 percent, provided that a porous block was placed on the surface to stabilize the flow of liquid toward the surface. Wayner and Kestin [346] extended this concept to nucleate boiling and found that wall superheats could be maintained at about 3 K (5.4°F) for heat fluxes over 300,000 W/m 2 or 95 x 10 3 Btu/(h.ft2). This work was extended by Raiff and Wayner [347]. The need for a porous heated surface and a flow control element appears to limit the application of suction boiling.



SUCTION Large increases in heat transfer coefficient are predicted for laminar flow [349] and turbulent flow [350] with surface suction. The general characteristics of the latter predictions were confirmed by the experiments of Aggarwal and Hollingsworth [351]. However, suction is difficult to incorporate into practical heat exchange equipment. The typical studies of laminar film condensation by Antonir and Tamir [352] and Lienhard and Dhir [353] indicate that heat transfer coefficients can be improved by as much as several hundred percent when the film thickness is reduced by suction. This is expected, as the thickness of the condensate layer is the main parameter affecting the heat transfer rate in film condensation.



COMPOUND ENHANCEMENT Compound techniques are a slowly emerging area of enhancement that holds promise for practical applications since heat transfer coefficients can usually be increased above any of the several techniques acting alone. Some examples for single-phase flows are Rough tube wall with twisted-tape insert (Bergles et al. [354]) Rough cylinder with acoustic vibrations (Kryukov and Boykov [355]) Internally finned tube with twisted-tape insert (Van Rooyen and Kroeger [356]) Finned tubes in fluidized beds (Bartel and Genetti [357]) Externally finned tubes subjected to vibrations (Zozulya and Khorunzhii [358]) Gas-solid suspension with an electric field (Min and Chao [359]) Fluidized bed with pulsations of air (Bhattacharya and Harrison [360])
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CHAPTERELEVEN It is interesting to note that some compound attempts are unsuccessful. Masliyah and Nandakumar [361], for example, found analytically that average Nusselt numbers for internally finned coiled tubes were lower than they were for plain coiled tubes. Compound enhancement has also been studied to a limited extent with phase-change heat transfer. For instance, the addition of surface roughness to the evaporator side of a rotating evaporator-condenser increased the overall coefficient by 10 percent [362]. Sephton [208, 243] found that overall coefficients could be doubled by the addition of a surfactant to seawater evaporating in spirally corrugated or doubly fluted tubes (vertical upflow). However, Van der Mast et al. [363] found only slight improvements with a surfactant additive for falling film evaporation in spirally corrugated tubes. Compound enhancement, as it is used with vapor space condensation, includes rotating finned tubes [147], rotating rough disks [362], and rotating disks with suction [364]. Moderate increases in condensing coefficient are reported. Weiler et al. [268] condensed nitrogen inside rotating tubes treated with a porous coating, which increased coefficients above those for a rotating smooth tube.



PROSPECTS FOR THE FUTURE This chapter has given an overview of enhanced heat transfer technology, citing representative developments. The literature in enhanced heat transfer appears to be growing faster than the engineering science literature as a whole. At least 10 percent of the heat transfer literature is now directed toward enhancement. An enormous amount of technology is available; what is needed is technology transfer. Many techniques, and variations thereof, have made the transition from the academic or industrial research laboratory to industrial practice. This development of enhancement technologies must be accelerated. In doing this, however, the "corporate memory" should be retained. The vast literature in the field should be pursued before expensive physical or numerical experiments are started. To facilitate this, bibliographic surveys, such as that in Ref. 1, should be continued. Also, books, such as that of Webb [386], should be consulted. Enhanced heat transfer will assume greater importance when energy prices rise again. With the current oil and gas "bubbles," there is little financial incentive to save energy. Usually, enhancement is now employed not to save energy costs but to save space. For example, process upgrading, through use of an enhanced heat exchanger that fits a given space, is common. It is expected that the field of enhanced heat transfer will experience another growth phase (refer to Fig. 11.1) when energy concerns are added to volume considerations. Throughout this whole process, manufacturing methods and materials requirements may be overriding considerations. Can the enhancement be produced in the material that will survive any fouling and corrosion inherent in the environment? Much work needs to be done to define the fouling/corrosion characteristics of enhanced surfaces [385]. Particularly, antifouling surfaces need to be developed. It should be noted that enhancement technology is still largely experimental, although great strides are being made in analytical/numerical description of the various technologies [386]. Accordingly, it is imperative that the craft of experimentation be kept viable. With the wholesale rush to "technology," laboratories everywhere are being decommissioned. Handson experiences in universities are being decreased or replaced by computer skills. Experimentation is still a vital art, needed for direct resolution of transport phenomena in complex enhanced geometries as well as benchmarking of computer codes. As such, experimental skills should continue to be taught, and conventional laboratories should be maintained. Finally, it is evident that heat transfer enhancement is well established and is used routinely in the power industry, process industry, and heating, ventilation, and air-conditioning. Many techniques are available for improvement of the various modes of heat transfer. Fundamental understanding of the transport mechanism is growing; but, more importantly,
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design correlations are being established. As noted in Ref. 365, it is appropriate to view enhancement as "second-generation" or "third-generation" heat transfer technology. This chapter indicates that many enhancement techniques have gone through all of the steps required for commercialization. The prognosis is for the exponential growth curve of Fig. 11.1 to level off, not from a lack of interest, but from a broader acceptance of enchancement techniques in industrial practice.



NOMENCLATURE



Symbol, Definition, Sl Units, English Units Properties are evaluated at the bulk fluid condition unless otherwise noted. A



heat transfer surface area: m 2, ft 2



Ae AF Ai Ar



effective heat transfer surface area, Eq. 11.12: m 2, ft 2



a



vibrational amplitude; amplitude of sinusoidally shaped flute: m, ft



b cp D,d



stud or fin thickness: m, ft specific heat at constant pressure: J/(kg-K), Btu/(lbm'°F)



Dc Dh Do D,,



diameter of coil: m, ft



di



inside diameter of annulus or ring insert: m, ft



do d. d,



outside diameter of annulus or ring insert: m, ft diameter of particles in air-solid suspensions: m, ft



E e F



Ft f f



G



Ge Gr Gz g g H



heat transfer surface area of fins: m E, ft 2 cross-sectional flow area: m 2, ft 2 area of unfinned portion of tube: m E, ft 2



tube inside diameter: m, ft hydraulic diameter: m, ft outside diameter of circular finned tube or cylinder: m, ft root diameter of finned tube: m, ft



diameter of spherical packing or disk insert: m, ft electric field strength: V/m, V/ft protrusion height: m, ft fin factor, Eq. 11.19 convective factor, Eq. 11.23 Fanning friction factor = APDp/2LG 2 vibrational frequency: s-1 mass velocity - W/A i kg/(mE.s), lbm/(h'ft 2) effective mass velocity, Eq. 11.14: kg/(mE's), lbm/(h'ft 2) Grashof number = g~ATDa/v 2 Graetz number = Wcp/kL gravitational acceleration: m/s 2, ft/s 2 spacing between protrusions: m, ft fin height: m, ft
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h h h i rig



]



k L Le LS Ls l e N n



Nu Nu P P



AP



heat transfer coefficient: W/(mZ.K), Btu/(h.ft 2.°F); strip fin height: m, ft mean value of the heat transfer coefficient: W/(mZ.K), Btu/h'ft 2"°F) protrusion length, Fig. 11.11" m, ft enthalpy: J/kg, Btu/lbm enthalpy of vaporization: J/kg, Btu/lbm Colburn j-factor, St Pr 2/3 thermal conductivity: W/(m.K), Btu/(h.ft-°F) channel heated length: m, ft finned length between cuts for interrupted fins or between inserts: m, ft mean effective length of a fin, Eq. 11.12: m, ft distance between condensate strippers: m, ft average space between adjacent fins: m, ft length of one offset module of strip fins: m, ft number of tubes number of fins Nusselt number = hD/k mean value of the Nusselt number = hD/k pressure: N/m 2, lbJft 2 m



pumping power: W, Btu/h wetted perimeter of channel between two longitudinal fins, Fig. 11.16: m, ft pressure drop: N/m 2, lbf/ft 2



P q q,,



Prandtl number = gcp/k roughness or flute pitch, Fig. 11.8: m, ft rate of heat transfer: W, Btu/h heat flux: W/m 2, Btu/(h.ft 2)



qc'~



critical heat flux: W/m 2, Btu/(h.ft 2)



Ra



Rayleigh number - Gr Pr Reynolds number = GD/g (actual Gmallowing for any flow blockage--is generally used) vibrational Reynolds number = 2xafDo/v



Pr



Re Rev S



St Sw T Tsat



AT



aT~ AT, AT, m AT,,



ZXTsat U



lateral spacing between strip fins: m, ft Stanton number = h/Gcp = Nu/Re Pr Swirl flow parameter Sw = Re,~V7 temperature: °C, °F saturation temperature: °C, °F temperature difference: K, °F temperature difference from saturated vapor to wall: K, °F heat exchanger inlet temperature difference: K, °F log mean temperature difference: K, °F shell-side to tube-side exit temperature difference: K, °F wall-minus-saturation temperature difference: K, °F overall heat transfer coefficient: W/(mZ.K), Btu/(h'ft 2"°F)
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G



average overall heat transfer coefficient based on nominal tube outside diameter: W/(m2.K), Btu/(h.ft 2.°F)



U



average axial velocity: m/s, ft/s mass flow rate: kg/s, lbm/s dimensionless position- x/(D Re Pr) axial position: m, ft; flowing mass quality quality change along test section average flowing mass quality quality at critical heat flux twist ratio, tube diameters per 180 ° tape twist



W X÷ X



Ax m



X Xcr



y



Greek Symbols ct 13 G 7 11 la v p Ap



spiral fin helix angle: rad, deg; aspect ratio for strip fin s/h volumetric coefficient of expansion: K -1, R-l; contact angle of rib profile, deg ratio for offset strip fin t/l ratio for offset strip fin t/s fin efficiency dynamic viscosity: N/(m2.s), lbm/(h'ft) kinematic viscosity: m2/s, ft2/s density: kg/m 3, lbm/ft 3 density difference between wall and core fluid: kg/m 2, lbm/ft 3 parameter defined in Eq. 11.7



Subscripts a b cr



E ex



f g h i in iso l O



p S



sat SW



t X W



enhanced heat transfer condition evaluated at bulk or mixed-mean fluid condition at critical heat flow condition refers to electrostatic field condition at outlet of channel evaluated at film temperature, (Tw + Tb)/2 based on vapor or gas based on hydraulic diameter based on maximum inside (envelope) diameter condition at inlet of channel isothermal based on liquid nonenhanced data particles standard condition; refers to solids; refers to shell side evaluated at saturation condition swirl condition, allows for flow blockage of twisted tape refers to tube side local value evaluated at wall temperature
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INTRODUCTION Passive two-phase heat transfer devices capable of transferring large quantities of heat with a minimal temperature drop were first introduced by Gaugler in 1944 [1]. These devices, however, received little attention until Grover et al. [2] published the results of an independent investigation and first applied the term heat pipe. Since that time, heat pipes have been employed in numerous applications ranging from temperature control of the permafrost layer under the Alaska pipeline to the thermal control of electronic components such as highpower semiconductor devices [3]. A classical heat pipe consists of a sealed container lined with a wicking structure. The container is evacuated and backfilled with just enough liquid to fully saturate the wick. When a heat pipe operates on a closed two-phase cycle with only pure liquid and vapor present, the working fluid remains at saturation conditions as long as the operating temperature is between the freezing point and the critical state. As shown in Fig. 12.1, heat pipes consist of three distinct regions: the evaporator or heat addition region, the condenser or heat rejection region, and the adiabatic or isothermal region. Heat added to the evaporator region of the container causes the working fluid in the evaporator wicking structure to be vaporized. The high temperature and corresponding high pressure in this region result in flow of the vapor to the other, cooler end of the container, where the vapor condenses, giving up its latent heat of vaporization. The capillary forces in the wicking structure then pump the liquid back to the evaporator. Similar devices, referred to as two-phase thermosyphons, have no wick but utilize gravitational forces for the liquid return. In order to function properly, heat pipes require three major components: the case, which can be constructed from glass, ceramic, or metal; a wicking structure, which can be fabricated from woven fiberglass, sintered metal powders, screens, wire meshes, or grooves; and a working fluid, which can vary from nitrogen or helium for low-temperature (cryogenic) heat pipes to lithium, potassium, or sodium for high-temperature (liquid metal) heat pipes. Each of these three components is equally important, with careful consideration given to the material type, thermophysical properties, and compatibility. The heat pipe container or case provides containment and structural stability. As such, it must be fabricated from a material that is (1) compatible with both the working fluid and the wicking structure, (2) strong enough to withstand the pressure associated with the saturation temperatures encountered during storage and normal operation, and (3) of a high enough thermal conductivity to permit the effective transfer of heat either into or out of the vapor space. In addition to these characteristics, which are primarily concerned with the internal
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FIGURE 12.1 Heat pipe operation.



effects, the container material must be resistant to corrosion resulting from interaction with the environment and must be malleable enough to be formed into the appropriate size and shape. The wicking structure has two functions in heat pipe operation: it is the vehicle through which, and provides the mechanism by which, the working fluid is returned from the condenser to the evaporator. It also ensures that the working fluid is evenly distributed over the evaporator surface. In order to provide a flow path with low flow resistance through which the liquid can be returned from the condenser to the evaporator, an open porous structure with a high permeability is desirable. However, to increase the capillary pumping pressure, a small pore size is necessary. Solutions to this apparent dichotomy can be achieved through the use of a nonhomogeneous wick made of several different materials or through a composite wicking structure. Because the basis for operation of a heat pipe is the vaporization and condensation of the working fluid, selection of a suitable fluid is an important factor in the design and manufacture of heat pipes. Care must be taken to ensure that the operating temperature range is adequate for the application. The most common applications involve the use of heat pipes with a working fluid having a boiling temperature between 250 and 375 K; however, both cryogenic heat pipes (those operating in the 5 to 100 K temperature range) and liquid metal heat pipes (those operating in the 750 to 5000 K temperature range) have been developed and used successfully. Figure 12.2 illustrates the typical operating temperature ranges for some of the various heat pipe fluids. In addition to the thermophysical properties of the working fluid, consideration must be given to the other factors such as the compatibility of the materials and the ability of the working fluid to wet the wick and wall materials [4, 5]. Further criteria for the selection of the working fluids have been presented by Groll et al. [6], Peterson [7], and Faghri [8]. In general, the high heat transfer characteristics, the ability to maintain constant evaporator temperatures under different heat flux levels, and the diversity and variability of evaporator and condenser sizes and shapes make the heat pipe an effective device for use in a wide variety of applications where thermal energy must be transported from one location to another with minimal temperature drop.



FUNDAMENTAL OPERATING PRINCIPLES Heat pipes and thermosyphons both operate on a closed two-phase cycle and utilize the latent heat of vaporization to transfer heat with very small temperature gradients. Thermosyphons,
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FIGURE 12.2 Heat pipe working fluids [7].



however, rely solely on the gravitational forces to return the liquid phase of the working fluid from the condenser to the evaporator, while heat pipes utilize some sort of capillary wicking structure to promote the flow of liquid from the condenser to the evaporator. As a result of the capillary pumping occurring in this wick, heat pipes can be used in a horizontal orientation, microgravity environments, or even applications where the capillary structure must "pump" the liquid against gravity from the evaporator to the condenser. It is this single characteristic, the dependence of the local gravitational field to promote the flow of the liquid from the condenser to the evaporator, that differentiates thermosyphons from heat pipes [7].



Capillary



Limitation



Although heat pipe performance and operation are strongly dependent on shape, working fluid, and wick structure, the fundamental phenomenon that governs the operation of these devices arises from the difference in the capillary pressure across the liquid-vapor interfaces in the evaporator and condenser regions. The vaporization occurring in the evaporator section of the heat pipe causes the meniscus to recede into the wick, and condensation in the condenser section causes flooding. The combined effect of this vaporization and condensation process results in a meniscus radius of curvature that varies along the axial length of the heat pipe as shown in Fig. 12.3a. The point at which the meniscus has a minimum radius of curvature is typically referred to as the "dry" point and usually occurs in the evaporator at the point farthest from the condenser region. The "wet" point occurs at that point where the vapor pressure and liquid pressure are approximately equal or where the radius of curvature is at a maximum. It is important to note that this point can be located anywhere in the condenser or adiabatic sections, but typically is found near the end of the condenser farthest from the evaporator [7].
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where (AP~)m = the maximum capillary pressure difference generated within the capillary wicking structure between the wet and dry points
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The first two terms on the right side of this equation, 3Pv/3x and 3Pt/Ox represent the summation of viscous and inertial losses in the vapor and liquid flow paths, respectively. The next tWO, mepT, e and APpr,c, represent the pressure gradients occurring across the phase transition in the evaporator and condenser and can typically be neglected, and the last two, AP÷ and APII, represent the normal and axial hydrostatic pressure drops. As indicated, when the maximum capillary pressure is equal to or greater than the summation of these pressure drops, the capillary structure is capable of returning an adequate amount of working fluid to prevent dryout of the evaporator wicking structure. When the total capillary pressure across the liquid-vapor interface is not greater than or equal to the summation of all of the pressure drops occurring throughout the liquid vapor flow paths, the working fluid will not be returned to the evaporator, causing the liquid level in the evaporator wicking structure to be depleted, leading to dryout. This condition, referred to as the capillary limitation, varies according to the wicking structure, working fluid, evaporator heat flux, and operating temperature. In order to effectively understand the behavior of the vapor and liquid flow in an operating heat pipe, each of the factors contributing to the overall pressure gradient must be clearly understood. The following is a brief explanation of each of these individual terms, summarized from the more detailed explanations presented in Bar-Cohen and Kraus [3] and Peterson [7]. Capillary Pressure. At the surface of a single liquid-vapor interface, a capillary pressure difference, defined as ( P v - PI) or APe, exists. This capillary pressure difference can be described mathematically from the Laplace-Young equation, =



o(1 + 1)



(12.2)



where rl and rE are the principal radii of curvature and 6 is the surface tension. For many heat pipe wicking structures, the maximum capillary pressure may be written in terms of a single radius of curvature rc. Using this expression, the maximum capillary pressure between the wet and dry points can be expressed as the difference between the capillary pressure across the meniscus at the wet point and the capillary pressure at the dry point or



'123, Figure 12.3a illustrates the effect of the vaporization occurring in the evaporator, which causes the liquid meniscus to recede into the wick, and the condensation occurring in the condenser section, which causes flooding of the wick. This combination of meniscus recession and flooding results in a reduction in the local capillary radius rc,e, and increases the local capillary radius rc,c, respectively, which further results in a pressure difference and, hence, pumping of the liquid from the condenser to the evaporator. During steady-state operation, it is generally assumed that the capillary radius in the condenser or at the wet point rcc approaches infinity, so that the maximum capillary pressure for a heat pipe operating at steady state in many cases can be expressed as a function of only the effective capillary radius of the evaporator wick [7], A e c , m --



(2r~,~e)



(12.4)



Values for the effective capillary radius rc are given in Table 12.1 for some of the more common wicking structures [7]. In the case of other geometries, the effective capillary radius can be found theoretically using the methods proposed by Chi [9] or experimentally using the methods described by Ferrell and Alleavitch [10], Freggens [11], or Tien [12]. In addition, limited information on the transient behavior of capillary structures is also available [13]. Normal Hydrostatic Pressure Drop. There are two hydrostatic pressure drop terms of interest in heat pipes: a normal hydrostatic pressure drop AP÷, which occurs only in heat pipes
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Structure



rc



Data



Circular cylinder (artery or tunnel wick) Rectangular groove Triangular groove



r 60 o/cos 13



r = radius of liquid flow passage co= groove width o = groove width 13= half-included angle co= wire spacing d = wire diameter N = screen mesh number o = wire spacing rs = sphere radius



Parallel wires Wire screens



o



(co + do~)/2= 1/2N 0.41rs



Packed spheres



that have circumferential communication of the liquid in the wick, and an axial hydrostatic pressure drop. The first of these is the result of the body force component acting perpendicularly to the longitudinal axis of the heat pipe, and can be expressed as AP+ = ptgdv cos ~



(12.5)



where p~ is the density of the liquid, g is the gravitational acceleration, dv is the diameter of the vapor portion of the pipe, and ~ is the angle the heat pipe makes with respect to the horizontal.



Axial Hydrostatic Pressure Drop.



The second hydrostatic pressure drop term is the axial hydrostatic pressure drop, APII, which results from the component of the body force acting along the longitudinal axis. This term can be expressed as A/°ll = ptgL sin ~



(12.6)



where L is the overall length of the heat pipe. In a gravitational environment, the normal and axial hydrostatic pressure terms may either assist or hinder the capillary pumping process depending on whether the tilt of the heat pipe promotes or hinders the flow of liquid back to the evaporator (i.e., the evaporator lies either below or above the condenser). In a zero-g environment, both this term and the normal hydrostatic pressure drop term can be neglected because of the absence of body forces.



Liquid Pressure Drop.



While the capillary pumping pressure promotes the flow of liquid through the wicking structure, the viscous forces in the liquid result in a pressure drop APt, which resists the capillary flow through the wick. This liquid pressure gradient may vary along the longitudinal axis of the heat pipe, and hence the total liquid pressure drop can be determined by integrating the pressure gradient over the length of the flow passage [7], or AP,(x) = -



X dp~ --~xdX



(12.7)



where the limits of integration are from the evaporator end to the condenser end (x = 0) and dPz/dx is the gradient of the liquid pressure resulting from frictional drag. Introducing the Reynolds number Ret and drag coefficient fi and substituting the local liquid velocity, which is related to the local heat flow, the wick cross-sectional area, the wick porosity e, and the latent heat of vaporization k, yields



KAw~O;) effq



(12.8)
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Wick Permeability for Several Wick Structures [7] Structure



K



Data



Circular cylinder (artery or tunnel wick)



r2/8



r =



Open rectangular grooves



2e(rh.,)2/(fi Re,)



e = wick porosity w = groove width s = groove pitch ~i= groove depth (rh,t) = 2a~/({O + 28)



radius of liquid flow passage



Circular annular wick



2(rh,l)2/(ft Ret)



(rh,t) = rl - rE



d2E 3



Wrapped screen wick



do, = wire diameter



122(1 - 0 2



e = 1 - (1.05nNdw/4) N = mesh number r2E 3



Packed sphere



rs = sphere radius



37.5(1 - 0 2



e = porosity (dependent on packing mode)



where Leff is the effective heat pipe length, defined as Leff = 0.5Le + La + 0.5Lc



(12.9)



and the wick permeability is given in Table 12.2.



Vapor Pressure Drop. Mass addition and removal in the evaporator and condenser, respectively, along with the compressibility of the vapor phase, complicate the vapor pressure drop in heat pipes. Applying continuity to the adiabatic region of the heat pipe ensures that for continued operation, the liquid mass flow rate and vapor mass flow rate must be equal. As a result of the difference in the density of these two phases, the vapor velocity is significantly higher than the velocity of the liquid phase. For this reason, in addition to the pressure gradient resulting from frictional drag, the pressure gradient due to variations in the dynamic pressure must also be considered. Chi [9], Dunn and Reay [13], and Peterson [7] have all addressed this problem. The results indicate that on integration of the vapor pressure gradient, the dynamic pressure effects cancel. The result is an expression, which is similar to that developed for the liquid, APv = ( C( f~ Re')gv ) 2(rh,OZA@v)~ Le.q



(12.10)



where (rh,O is the hydraulic radius of the vapor space and C is a constant that depends on the Mach number. During steady-state operation, the liquid mass flow rate ml must equal the vapor mass flow rate m, at every axial position, and while the liquid flow regime is always laminar, the vapor flow may be either laminar or turbulent. As a result, the vapor flow regime must be written as a function of the heat flux. Typically, this is done by evaluating the local axial Reynolds number in the vapor stream. It is also necessary to determine whether the flow should be treated as compressible or incompressible by evaluating the local Mach number. Previous investigations summarized by Bar-Cohen and Kraus [3] have demonstrated that the following combinations of these conditions can be used with reasonable accuracy. Re~ < 2300,



Ma~ < 0.2



( L R e 0 = 16 C = 1.00



(12.11)
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Rev > 2300,
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Ma,, < 0.2



( fv Rev) = O'O38(2(rh'v)q 4tv~ ) C = 1.00 Re,, > 2300,
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Ma,, > 0.2
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(12.14)



Because the equations used to evaluate both the Reynolds number and the Mach number are functions of the heat transport capacity, it is necessary to first assume the conditions of the vapor flow. Using these assumptions, the maximum heat capacity qc,m can be determined by substituting the values of the individual pressure drops into Eq. 12.1 and solving for q.... Once the value of qc,m is known, it can then be substituted into the expressions for the vapor Reynolds number and Mach number to determine the accuracy of the original assumption. Using this iterative approach, which is covered in more detail by Chi [9], accurate values for the capillary limitation as a function of the operating temperature can be determined in units of watt.m or watts for (qL)c,m and q .... respectively. Other Limitations



While the capillary limitation is the most frequently encountered limitation, there are several other important mechanisms that limit the maximum amount of heat transferred during steady-state operation of a heat pipe. Among these are the viscous limit, sonic limit, entrainment limit, and boiling limit. The capillary wicking limit and viscous limits deal with the pressure drops occurring in the liquid and vapor phases, respectively. The sonic limit results from the occurrence of choked flow in the vapor passage, while the entrainment limit is due to the high liquid vapor shear forces developed when the vapor passes in counterflow over the liquid saturated wick. The boiling limit is reached when the heat flux applied in the evaporator portion is high enough that nucleate boiling occurs in the evaporator wick, creating vapor bubbles that partially block the return of fluid. In low-temperature applications such as those using cryogenic working fluids, either the viscous limit or capillary limit occurs first, while in high-temperature heat pipes, such as those that use liquid metal working fluids, the sonic and entrainment limits are of increased importance. The theory and fundamental phenomena that cause each of these limitations have been the object of a considerable number of investigations and are well documented by Chi [9], Dunn and Reay [13], Tien [12], Peterson [7], Faghri [8], and the proceedings from the nine International Heat Pipe Conferences held over the past 25 years.



Viscous Limitation. In conditions where the operating temperatures are very low, the vapor pressure difference between the closed end of the evaporator (the high-pressure
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region) and the closed end of the condenser (the low-pressure region) may be extremely small. Because of this small pressure difference, the viscous forces within the vapor region may prove to be dominant and, hence, limit the heat pipe operation. Dunn and Reay [13] discuss this limit in more detail and suggest the criterion zXP~ ~ 0.4 m, Umspmay be modified by multiplying by a factor of 2D [22].



HEAT TRANSFER I N PACKED BEDS Knowledge of the heat transfer characteristics and spatial temperature distributions in packed beds is of paramount importance to the design and analysis of the packed-bed catalytic or noncatalytic reactors. Hence, an attempt is made in this section to quantify the heat transfer coefficients in terms of correlations based on a wide variety of experimental data and their associated heat transfer model~ The principal modes of heat transfer in packed beds consist of conduction, convection, and radiation. The contribution of each of these modes to the overall heat transfer may not be linearly additive, and mutual interaction effects need to be taken into account [23, 24]. Here we limit our discussion to noninteractive modes of heat transfer.
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Particle-to-Fluid Heat Transfer The temperature of the particle surface that is necessary to quantify the heat transfer can be conveniently described in terms of the particle-to-fluid heat transfer coefficient. A considerable amount of study has been carried out to evaluate the particle-to-fluid heat transfer coefficient [e.g., Ref. 25]. The experimental techniques used to measure heat transfer involve either steady-state or unsteady-state conditions. Wakao and Kaguei [1] provide a comprehensive review of the evaluation of the particle-to-fluid heat transfer coefficient. Heat transfer from a single particle in an infinite fluid medium presents the limiting case for heat transfer in packed beds. A simple mathematical treatment of conduction from a sphere (Fourier law) in the absence of convection and/or radiation gives a particle-to-fluid Nusselt number Nup of 2. By adding the convective contribution to the overall heat transfer, Ranz and Marshall [26] correlated Nup as given by correlation Eq. 13.2.1 in Table 13.2. In a multiparticle system, the heat transfer from particle to fluid and the hydrodynamics are affected by the presence of surrounding particles. Based on the linear velocity, which is higher than the superficial velocity, Ranz and Marshall [26] modified correlation Eq. 13.2.1 for a rhombohedral array (the most dense packing arrangement) of bed particles to give correlation Eq. 13.2.2, where the heat transfer coefficient for a fixed bed is given in terms of particle Reynolds number. Details of this relationship are given in Fig. 13.5, which represents the variation of Nup with Rep. From the figure, it can be seen that correlation Eq. 13.2.2 fits the data well for higher Rep; however, for lower Rep the Nusselt number falls below the minimum of 2. 100
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FIGURE 13.5 Particle-to-gasand bed-to-gas heat transfer coefficients under various flow conditions (from Kunii and Levenspiel [2]).



Effective Thermal Conductivity Although the heat flow and fluid flow in packed beds are quite complex, the heat transfer characteristics can be described by a simple concept of effective thermal conductivity Ke that is based on the assumption that on a macroscopic scale the bed can be described by a continuum. Effective thermal conductivity is a continuum property that depends on temperature, bed material, and structure. It is usually determined by evaluating the steady-state heat flux between two parallel plates separated by a packed bed. The effective thermal conductivity applies very accurately to steady-state heat transfer and to unsteady-state heat transfer if (t/d2) > 1.94 x 107 s/m2 [27]; in other cases, for unsteady state heat transfer the thermal



13.10



CHAPTER THIRTEEN TABLE 13.2



Heat Transfer in Packed Beds Equation 13.2.1



Investigator Type of correlation Phases involved Correlation equation Range of applicability



Ranz and Marshall [26] Particle-to-fluid heat transfer (single-particle system) Fluid-solid Nup = 2 + 0.6Rep~ P r 1/3 Rep> 50



Investigator Type of correlation Phases involved Correlation equation Range of applicability



Ranz and Marshall [26] Particle-to-fluid heat transfer (multiparticle system) Fluid-solid Nup = 2 + 1.8Repl~ Pr 1/3 Rep> 50



Equation 13.2.2



Equation 13.2.3 Investigator Type of correlation Phases involved Model associated



Kunii and Smith [29] Effective thermal conductivity of packed bed Fluid-solid One-dimensional heat transfer model Spheres in cubic array



Model equation



ge K -



( gp )2(In gp gp-g) K Kp



(0.7854)(2) K. - K



+ 0.2146



Equation 13.2.4 Investigator Type of correlation Phases involved Model associated



Kunii and Smith [29] Effective thermal conductivity of packed bed Fluid-solid One-dimensional heat transfer model Spheres in orthorhombic array



Model equation



ge ( gp )2(1n gp K-(0"9069)(2) Kp- K K - ge2gl Kp J +0"0931 Equation 13.2.5



Investigator Type of correlation Phases involved Model associated



Krupiczka [30] Effective thermal conductivity of packed bed Fluid-solid Two-dimensional heat transfer model Packed bed consisting of bundle of long cylinders



Model equation



log -~- - 0.785- 0.057 log



log KPK



Equation 13.2.6 Investigator Type of correlation Phases involved Model associated



Krupiczka [30] Effective thermal conductivity of packed bed Fluid-solid Two-dimensional heat transfer model Packed bed consisting of a spherical lattice of spheres



Model equation



log -~- = 0.280- 0.757 log ( a ) - 0.057 log



log ~
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Equation 13.2.7 Investigator Type of correlation Phases involved Model associated



Correlation equation Range of applicability



Yagi and Kunii [31] Effective thermal conductivity of packed bed Fluid-solid Accounting the fluid motion (convective contribution) Applicable to heat transfer in the direction normal to fluid flow K~ .....



ge



- K + 0.11Rep Pr



dp 100), values of NUbg are very close to those of Nugp determined by correlation Eq. 13.3.1, since the plug flow assumption for the gas phase in the bed is realistic. However, values of NUbg under low Reynolds numbers (Repf < 100), as in fine-particle fluidization, are smaller than Nugp based on correlation Eq. 13.3.1 and are much smaller than the value of 2 for an isolated spherical particle in a stationary condition. NUbg under this Reynolds number range follows the correlation Eq. 13.3.2. It should, however, be mentioned that this deviation is model dependent rather than being mechanistic because the actual gas-solid contact is much poorer than that portrayed by the plug flow assumption on which Eq. 13.21 is based [2]. The deviation could also be related to the boundary layer reduction due to particle collision, and the generation of turbulence by bubble motion and particle collision [50]. Bed-to-Surface Heat Transfer The particle circulation induced by bubble motion plays an important role in the bed-to-surface heat transfer in a dense-phase fluidized bed. This can



TABLE 13.3



Heat Transfer in Dense-Phase Fluidized Beds Equation 13.3.1



Correlation equation



Kunii and Levenspiel [2] Particle-to-gas heat transfer coefficient Gas-solid Gas in plug flow through the bed hgpdp Nugp = K = 2 + (0.6- 1.8)Re~2 Pr 1/3



Range of applicability



Repf > 100



Investigator Type of correlation Phases involved Model associated



Equation 13.3.2 Investigator Type of correlation Phases involved



Kunii and Levenspiel [2] Bed-to-gas heat transfer coefficient Gas-solid



Correlation equation



Nubg = hbgdp K = 0.03Rep3



Range of applicability



0.1 < Repf < 100 Equation 13.3.3



Investigator Type of correlation Phases involved Correlation equation



Molerus et al. [55, 56] Wall-to-bed heat transfer coefficient in bubbling fluidized beds Gas-solid hL 0.125(1 - amf)(1 + A) -1 _ + 0.165Pr 1/3E K 1 + (K/2cg)ll + BCI
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C = [ 3~pC (u_ Umf)]2 L~/ Kg



Umf . ( U - Umf)



P~ );/311+ 0.05( ~ Umf E:(pp_pg U- Umf)}1-1



Range of applicability



Ar < 108 where Ar = d3g(PPg2 Pg)Ps



Investigator Type of correlation Phases involved



Baskakov et al. [57] Gas convective heat transfer coefficient Gas-solid



Correlation equation Range of applicability



hgcdp _ 0.009Ar1/2 prl/3 K 0.16 mm < dp < 4 mm



Investigator Type of correlation Phases involved



Denloye and Botterill [58] Gas convective heat transfer coefficient Gas-solid



Correlation equation



hgcV~p = 0.86Ar0.39 K 103 < Ar < 2 x 1 0 6 and



Equation 13.3.4



Equation 13.3.5



Range of applicability



operating pressure < 1 MPa 13.21
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be seen from a study conducted by Tuot and Clift [51] on heat transfer properties around a single bubble rising in a gas-solid suspension. Employing a sensitive probe with low heat capacity and fast response time, these researchers observed that the heat transfer coefficient increased as the bubble rose toward the probe (points A to B on the solid line in Fig. 13.10). The increase results from the particle movement close to the probe surface as the bubble approaches from beneath. As the bubble envelops the probe, the heat transfer coefficient decreases (point C on the solid line) due to the lower thermal conductivity and heat capacity of the gas phase. Further rising of the bubble leads to a peak in the heat transfer coefficient behind the bubble (point D) that is due to high concentration of particles in the wake passing the probe. A relatively slow decay of heat transfer coefficient beyond point D to a new steady value is due to the effect of turbulence in the medium. The dashed line in Fig. 13.10 shows the heat transfer coefficient due to a bubble rising to the side of the probe, and the maximum is again due to the effect of high concentration of particles carried in the wake of the bubble. Thus the bubble wake plays a significant role in particle circulation and hence the heat transfer in gas-solid fluidization.
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t,s FIGURE 13.10 Probe-to-bed heat transfer coefficient variations in a fluidized bed (from Tuot and Clift [51]). The bed-to-surface heat transfer consists of three major components, viz., the particle convective component, the gas convective component, and the radiative component. In gas-solid fluidization systems, radiation may be neglected when the bed temperature is less than 400°C. The significance of particle convection and gas convection depends mostly on the types of particles used. As a rule of thumb, particle convection is the dominant mechanism for small particles (dp < 400 ~tm) and it usually plays a key role for Group A particles. Gas convection becomes important for large particles (dp > 1500 ~m) and for high-pressure or high-velocity fluidizations, and it usually plays a key role for Group D particles [52]. For Group B particles, both components are significant. Particle Convective Component. Particle convection, caused by the mixing of the particles within the bed, is important for heat transfer from a surface when the surface is in contact with the suspension instead of the void/bubble phase. Thus the heat transfer coefficient due to particle convection can be defined as ( 1 - Orb) hpc- particle convective heat transfer resistance



(13.22)



where the particle convective heat transfer resistance can be further divided into the following two series resistances: (1) average packet (particulate phase) resistance 1/hp, and (2) film resistance 1/h/. Thus, Eq. 13.22 can be expressed by
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h~ = 1/hp + 1/hI where ab is the bubble volume fraction, and h e can be calculated from



hp = ~lfo~ h~ dt



(13.24)



where h/is the instantaneous heat transfer coefficient averaged over the contact area. Considering the thermal diffusion through an emulsion packet and assuming that the properties of the emulsion phase are the same as those at minimum fluidization, h~ can be expressed by [53]



hi=(K~mPp( 1 - °~f)c) 1/2 nt



(13.25)



Substituting Eq. 13.25 into Eq. 13.24 yields



2 ( KemPp(l - O~mf)C) 1/2 hp= - ~ t~



(13.26)



Assuming that the time fraction needed for the surface to be covered by bubbles equals the bubble volume fraction in the bed, the surface-emulsion phase contact time tc can be estimated by t~ --



1 - ~b



f~



(13.27)



where fb is the bubble frequency at the surface. Equations 13.26 and 13.27 yield



2 (KemPp(1-Oqnf)Cfb) 1/2 hp = - ~ 1 - e~b



(13.28)



For film resistance, the film heat transfer coefficient can be expressed by ~,K



h i - dR



(13.29)



where ~ is a factor ranging from 4 to 10 [54]. Thus, the particle convective heat transfer component hp¢ can be calculated from Eqs. 13.23, 13.28, and 13.29. Bed-to-surface heat transfer in bubbling fluidized beds is influenced by the migration of particles to and from the heat transfer surface. Molerus et al. [55] modeled the bed-to-surface heat transfer coefficient by measuring the particle exchange frequencies using the pulsedlight method. This frequency, along with simultaneously measured heat transfer coefficient, revealed the direct correspondence between particle migration and heat transfer. Molerus et al. [56] proposed the correlation Eq. 13.3.3 for predicting the bed-to-surface heat transfer in bubbling fluidized beds. This correlation accounts for the effect of the thermophysical properties of the gas-solid system and the superficial gas velocity. Figure 13.11 depicts the comparison between the measured heat transfer coefficient for gas-solid systems at ambient conditions and the heat transfer coefficient predicted from the correlation Eq. 13.3.3. This correlation also accounts for the variation in the physical properties of the system, as seen in Fig. 13.12, which shows the effect of operating pressure on heat transfer coefficient. From Fig. 13.12, it can be seen that the heat transfer coefficient increases with the operating pressure. Gas Convective Component. The gas convective component is caused by the gas percolating through the particulate phase and the gas bubbles coming in contact with the heat transfer surface. For small particles, though the contribution of gas convective component is small in the in-bed region, it could be important in the freeboard region. The gas convective
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heat transfer coefficient in general varies with the geometry of the heat transfer surface. However, it can be approximated without treating specific surface geometries, as suggested by Baskakov et al. [57] in correlation Eq. 13.3.4 or as proposed by Denloye and Botterill [58] in correlation Eq. 13.3.5. Denloye and Botterill [58] found that the gas convective component becomes a dominant mode of heat transfer as the particle size and the operating pressure increase. The heat transfer coefficient for the gas convective component can be regarded as comparable to that at incipient fluidization conditions~ By assuming hgc = hmf, Xavier and Davidson [54] simulated the fluidization system, considering a pseudofluid with the apparent thermal conductivity Ka of the gas-solid medium flowing at the same superficial velocity and the same inlet and outlet temperatures as the ga~ They found the temperature distribution in the bed as
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where kn are eigenvalues of the eigen equation J0(;~) = 0, with the first three being ;~1 = 2.450, ~2 = 5.520, and X3 = 8.645. Radiative Component. At high temperatures (above 600°C), radiative heat transfer is significant in many fluidized bed processes such as coal combustion and gasification. If the fluidized bed is treated as a "solid" gray body, the radiative heat transfer coefficient hr between the fluidized bed at temperature Tb and a heating surface at temperature T~ is defined as hr-
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L



T~- L



- (YbEbs(~ + T]s)(Tb + Zs)



(13.31)



where Jr is the radiant heat flux, Ob is the Stefan-Boltzmann constant, and %s is the generalized emissivity, which depends on the shape, material property, and emissivity of the radiating and receiving bodies [59]. For two parallel large, perfect gray planes, the generalized emissivity is given as



~b~= (1/~b + 1/~s- 1) -1



(13.32)



Due to the multiple surface reflections, the effective bed-to-surface emissivity is larger than the particle emissivity %. From Eq. 13.31, it can be seen that the importance of radiative heat transfer significantly increases with the temperature. In general, depending on particle size, hr increases from being approximately 8 - 12 percent of the overall heat transfer coefficient at 600°C to being 20 - 30 percent of h at 800°C. Also, increasing the particle size increases the relative radiative heat transfer [60]. Flamant et al. [23] studied the effects and relative importance of parameters such as particle size, particle and wall emissivities, bed and wall temperatures, heat flux direction, and so on, on the heat transfer coefficient in high-temperature gas-solid fluidized beds. Their study indicated that gas convective heat transfer is governed by both wall and bed temperatures, while particle convective heat transfer is mainly affected by the wall temperature. Effect of Operating Conditions. When the radiative heat transfer is negligible, the existence of a maximum convective heat transfer coefficient hmax is a unique feature of the densephase fluidized beds. This phenomenon is distinct for fluidized beds of small particles. For beds of coarse particles, the heat transfer coefficient is relatively insensitive to the gas flow rate once the maximum value is attained. For a given system, hmax depends primarily on the particle and gas properties. For coarseparticle fluidization at U > Ume, gas convection is the dominant mode of heat transfer. Thus, hmax can be evaluated from the equations for hgc, such as correlation Eq. 13.3.5. On the other hand, hmax in a fine-particle bed can be reasonably evaluated from the equations for hrs. In general, hmax is a complicated function of hpc,max, ]1[, and other parameters. An approximation for this functionality was suggested by Xavier and Davidson [54] as hmax ( hI hgc ) °'84 hp~.... - hf + 2hpc.... + hpc....



(13.33)



The convective heat transfer hc (= hp~ + hgc) depends on both the pressure and the temperature. An increase in pressure increases the gas density, yielding a lower Umf. Thus, a pressurized operation enhances the convective heat transfer, hc is lower under subatmospheric pressure operations than it is under ambient pressure operation due to a lower gas density and a reduction in Ke with decreasing pressure [61]. For fluidized beds with small particles, increasing pressure enhances solids mixing and hence the particle convection [62]. The convective heat transfer increases significantly with pressure for Group D particles; however, in general the pressure effect decreases with decreasing particle size. For Group A and Group B particles, the increase in h~ with pressure is small.
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CHAPTERTHIRTEEN At high temperatures, the decreased gas density causes a decrease in the gas convective component hgc, while the increased gas conductivity at high temperature can increase hgc, Ke, and hp~. For a bed of small particles, the latter is dominant. Thus, a net increase in hc with increasing temperature can be observed before radiation becomes significant. For Group D particles, hc decreases with increasing temperature [63]. A higher operating pressure leads to enhanced hg~ and hp~. These effects of temperature and pressure on hp~, hg~, and hmax are illustrated in Fig. 13.13. 1000 Flu/dizing gas: air, CO2, had Ar ~ "~.
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FIGURE 13.13 Effects of temperature and pressure on hp~, hg¢,and hmaxfor bed-to-surface heat transfer (from Botterill et al. [64]). In fluidized bed heat transfer, it is a common practice to use internals such as water-cooled tubes in the bed. Hence, it is important to know the effect of immersed objects on the local fluidization behavior and the local heat transfer characteristics. Here we consider a case in which a horizontal water-cooled tube is placed in a hot fluidized bed [65]. The interference of the immersed tube with the particle circulation pattern leads to an increased average particle residence time at the heat transfer surface. The formation of stagnant zones of particles on the top or nose of the horizontal tube is evidence of such interference. Also, at high gas velocities, gas packets or bubbles are frequently present in the upper part of the horizontal tube. Therefore, there is a significant circumferential variation in the heat transfer coefficient around the tube. The heat transfer coefficient near the nose is considerably lower than that around the sides, indicating a reduction in convective heat transfer due to the stagnant zones near the nose. For large particles for which the gas convective component of heat transfer is significant, the circumferential variations would be somewhat similar, with peaks at the sides, but the variation is less than that with small particles, since the particle convection is no longer dominant. The overall heat transfer coefficient as a result of orientation usually does not differ much from that for a horizontal tube, being slightly lower than that for the vertical tube. It is noted that most of the models and correlations are developed on the basis of bubbling fluidization. However, most can be extended to the turbulent regime with reasonable error margins. The overall heat transfer coefficient in the turbulent regime is a result of two counteracting effects, one due to the vigorous gas-solid movement that enhances the heat transfer and the other due to the low particle concentration that reduces the heat transfer.
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Heat Transfer in Circulating Fluidized Beds.



This section discusses the mechanism of heat transfer in circulating fluidized beds along with the effects of the operating variables on the local and overall heat transfer coefficients. Mechanism and Modeling. In a circulating fluidized bed, the suspension-to-wall heat transfer comprises various modes including conduction due to particle clusters contacting the surface or particles sliding along the walls, gas convection to uncovered surface areas, and thermal radiation. Glicksman [66] suggested that the percent of surface area covered by particle clusters is an important parameter in the heat transfer study. The wall-to-bed heat transfer coefficient is a function of the average cluster displacement before breakup. For modeling of the heat transfer mechanism in a circulating fluidized bed, the heat transfer surface is considered to be covered alternately by cluster and dispersed particle phases [67, 68]. Thus, considering that a "packet" represents a "cluster," the packet model developed for dense-phase fluidized beds can be applied. In circulating fluidized beds, the clusters move randomly and the heat transfer between the surface and clusters occurs via unsteady heat conduction with a variable contact time. The heat transfer due to cluster movement represents the major part of the particle convective component. Heat transfer is also due to gas flow that covers the surface (or a part of surface) and contributes to the gas convective component. Particle Convective Component. The particle convection is in general important in the overall bed-to-surface heat transfer. When particles or particle clusters contact the surface, relatively large local temperature gradients are developed. The rate of heat transfer can be enhanced with increased surface renewal rate or decreased cluster residence time in the convective flow of particles in contact with the surface. The particle convective component hpc can be expressed by the following equation, which is an alternative form of Eq. 13.23: ~5c



hpc = 1~hi+ 1/hp



(13.34)



Thus, hp~ is determined from the wall (film) resistance, 1/hI, in series with a transient conduction resistance of homogeneous semi-infinite medium 1/hp. By analogy to Eq. 13.29, h I can be expressed by [69]



hi_ 8.de KI



(13.35)



where 5" is the dimensionless effective gas layer thickness between wall and cluster (ratio of gas layer thickness to particle size), which is mainly a function of cross-sectionally averaged particle volume fraction [70]. Similarly to Eq. 13.28, hp can be expressed as [70]



hP = ( Kcpp(arrtc - °[c)Cpc) 1/2



(13.36)



Equations 13.34-13.36 give hp~.



Gas Convective Component. The wall-to-bed heat transfer in circulating fluidized beds is greatly influenced by the hydrodynamics near the wall and the thermophysical properties of gas. Wirth [71] studied the effect of particle properties on the heat transfer characteristics in circulating fluidized beds. Their measurements are represented in Fig. 13.14, where the Nusselt number is plotted against the Archimedes number with pressure drop number as the parameter. The Archimedes number and pressure drop number, which accounts for the crosssectional average solids concentration, characterize the flow dynamics near the wall. From Fig. 13.14 it can be seen that at low Ar, most of the heat transfer occurs by heat conduction in the gas, while at high Ar, gas convection is the dominant mode of heat transfer. Wirth [71] found that particle thermal properties have no influence on heat transfer and proposed correlation Eq. 13.4.1, given in Table 13.4, for predicting the heat transfer in circulating fluidized



13.28



CHAPTERTHIRTEEN I01



.



.



.



.



.



.



.



.



I01



lOo



tOo. tlTIIm



.



0.01



K



10"!



o



F,



It2"/Itm



III



I0-1 16J lira



B0*~'~



°5~4r~



63.7 Itm



Bo~ ~



10"2



1o'



P polystyrene



G 194 lan o~bfl~



I~



. ,. !,10.2



I~'



I~



io6



Ar FIGURE 13.14 Heat transfer characteristics in circulating fluidized bed at ambient temperature (from Wirth [71]).



beds. Figure 13.15 shows the comparison between the predicted (from correlation Eq. 13.4.1) and measured heat transfer coefficients at ambient temperature. In practice, hgc may be evaluated by one of the following approaches: 1. Extended from correlation Eq. 13.3.5 for hgc in dense-phase fluidized beds 2. Approximated as that for dilute-phase pneumatic transport [72, 73] 3. Estimated by the convective coefficient of single-phase gas flow [74] For high particle concentration on a surface with large dimensions, any one of the approaches listed is reasonable due to the small value of hgc. For low particle concentrations and high temperatures, discrepancies in hgc may exist when these approaches are used.



TABLE 13.4 Heat Transfer in Circulating Fluidized Beds Equation 13.4.1 Investigator Type of correlation Phases involved Model associated



Wirth [711 Wall-to-suspension heat transfer coefficient Gas-solid Assumes that heat is transferred simultaneously by gas conduction and gas convection



Correlation equation
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~ b ( T 4 - T4) [(1/esus) + (1/es)- 1](Tb- T~)



(13.37)



where esusis the emissivity of the suspension. An alternative treatment for radiative heat transfer in a circulating fluidized bed is to consider the radiation from the clusters (her) and from the dispersed phase (i.e., the remaining part of gas-solid suspension except clusters hdr) separately [76] hr = (l,chcr + (1 - ~c)hdr



(13.38)



where t~c is the volume fraction of clusters in the bed. These two components can be defined by hcr=



o6( T 4 - T 4) [(1/ec) + (1/es) - 1](Tb- T~)



(13.39)



Ob( Tab - T4) hdr= [(1/ed) + (1/es) -- 1](Tb- T~)



(13.40)



The emissivity of the cluster ec can be determined by Eq. 13.32, and the dispersed phase emissivity ed is given by [77] ed=



( 1 - %)B



( 1 - %)B +2 - (l _ %)B



where B is taken as 0.5 for isotropic scattering and 0.667 for diffusely reflecting particles.
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Radial and Axial Distributions of Heat Transfer Coefficient. Contrary to the relatively uniform bed structure in dense-phase fluidization, the radial and axial distributions of voidage, particle velocity, and gas velocity in the circulating fluidized bed are considerably nonuniform, resulting in a nonuniform heat transfer coefficient profile in the circulating fluidized bed. In the axial direction, the particle concentration decreases with height, which leads to a decrease in the cross-sectionally averaged heat transfer coefficient. In addition, the influence of the solids circulation rate is significant at lower bed sections but less significant at upper bed sections, as illustrated in Fig. 13.16. In the radial direction, the situation is more complicated due to the uneven radial distribution of the particle concentration as well as the opposite solids flow directions in the wall and center regions. In general, the coefficient is relatively low and approximately constant in the center region. The coefficient increases sharply toward the wall region. Three representative radial profiles of the heat transfer coefficient with various particle holdups reported by Bi et al. [78] are shown in Fig. 13.16 as described below. 1. When the particle holdup is high, the contribution of hp~ plays a dominant role and hgc is less important. The radial distribution of the heat transfer coefficient is nearly parabolic, as shown in Fig. 13.16a. 2. As the gas velocity increases, the solids holdup decreases and thus hgc begins to become as important as hp~. In the center region of the riser, hgc is dominant, and its influence decreases with an increase in the solids holdup along the radial direction toward the wall. In the near wall region, hp~ dominates the heat transfer. The contribution of hp¢ decreases with a decrease in the particle concentration toward the bed center. As a result, a minimum value of h appears at r/R of about 0.5 - 0.8, as indicated in Fig. 13.16b. 3. With further decrease in the particle concentration at ¢x > 0.93, hgc becomes dominant except at a region very close to the wall. Thus, the heat transfer coefficient decreases with increasing r/R in most parts of the riser as shown in Fig. 13.16c; this is the same trend as the radial profile of the gas velocity. In the region near the wall, hp~ increases sharply, apparently due to the effect of relatively high solids concentration in that region.



3oo



3oo



I 2501



A 68.2 0.850



I °4'" .~ 2oo



I I.



250



o,,o



°'94'///



~200



v



15



150



100~____________~______j~



10



10(



0.5



fir U = 3.7 m/s, H = 1=25 m (a)



1.0



0.0



0.5



ot



(kg/m:s) v



133.8 0.930



A



93.9



0.950



O 73.1 O.960



15



0.0



J~



300



1.0



0.0



ra 42.1



0.980



0.5



r/R



rlR



U - 6.0 m/s, H = 1.25 m



u = 6.0 m/s, H = 6.50 m



(b)



1.0



(c)



13.16 Radial distributions of overall heat transfer coefficient in a circulating fluidized bed of dp = 280 ~tm and pp = 706 kg/m 3 (from Bi et al. [78]). FIGURE



HEAT TRANSFER IN PACKED AND FLUIDIZED BEDS



13.31



Effect of Operating Parameters. The overall heat transfer coefficient can be influenced by the suspension density, solids circulation rate, gas velocity, particle properties, bed temperature, pressure, and dimensions of the heating surface. Basu and Nag [79] presented a critical review on the wall-to-bed heat transfer in circulating fluidized bed boilers. They concluded that the effect of particle size on the heat transfer is insignificant; however, the suspension density shows a dominant effect on the heat transfer coefficient. The overall heat transfer coefficient increases with suspension density [75] and with particle circulation rate. The increase in gas velocity appears to have two counteracting effects, viz., enhancing hgc due to an increased gas convection effect while reducing particle convective heat transfer due to the reduced particle concentration. When hpc dominates (in the near wall region with high particle concentration), h decreases with increasing U. On the other hand, h increases with U if hgc is important (e.g., in the central region where the particle concentration is small). Another reason for the decrease of h in the near wall region is the reduced particle downward velocity caused by increasing U, which results in a prolonged particle-surface contact. In general, small/light particles can enhance heat transfer. The cluster formation in small/light particle systems contributes to the enhancement of hp~. Also, the gas film resistance can be reduced by fluidizing small particles [80]. When the temperature is lower than 400°C, the effect of bed temperature on the heat transfer coefficient is due to the change of gas properties, while hr is negligible. At higher temperatures, h would increase with temperature, mainly due to the sharp increase of radiative heat transfer. Measurements of heat transfer in circulating fluidized beds require use of very small heat transfer probes in order to reduce the interference to the flow field. The dimensions of the heat transfer surface may significantly affect the heat transfer coefficient at any radial position in the riser. All the treatment of circulating fluidized bed heat transfer described above is based on a small dimension for the heat transfer surface. The heat transfer coefficient decreases asymptotically with an increase in the vertical dimension of the heat transfer surface [81]. It can be stated that the large dimensions of the heat transfer surface can prolong the residence time of particles or particle clusters on the surface, resulting in lower renewal frequency and hence a low apparent heat transfer coefficient. Heat Transfer in Spouted Beds. The heat transfer behavior in a spouted bed is different from that in the dense-phase and circulating fluidized bed systems due to the inherent differences in their flow structures. The spouted bed is represented by a flow structure that can be characterized by two regions: the annulus and the central spouting region. Gas-to-Particle Heat Transfer The heat transfer phenomena in the annulus and central spouting regions are usually modeled separately. For the central spouting region, the correlation of Rowe and Claxton [82] given by correlation Eq. 13.5.2 in Table 13.5 can be used. In the annulus, the heat transfer can be described using the correlations for fixed beds, for example Littman and Sliva's [83] correlation given by correlation Eq. 13.5.3. Substitution of the corresponding values for the spouted bed into Eqs. 13.5.2, 13.5.3, and 13.20 reveals that the distance required for the gas to travel to achieve a thermal equilibrium with the solids in the annulus region is on the order of magnitude of centimeters, while this distance in the spout region is one or two orders of magnitude larger. An in-depth discussion on the heat transfer between gas and particles in spouted beds, can be found in Mathur and Epstein [84]. The importance of the intraparticle heat transfer resistance is evident for particles with relatively short contact time in the bed or for particles with large Biot numbers. Thus, for a shallow spouted bed, the overall heat transfer rate and thermal efficiency are controlled by the intraparticle temperature gradient. This gradient effect is most likely to be important when particles enter the lowest part of the spout and come in contact with the gas at high temperature, while it is negligible when the particles are slowly flowing through the annulus. Thus, in the annulus, unlike the spout, thermal equilibrium between gas and particles can usually be achieved even in a shallow bed, where the particle contact time is relatively short. Bed-to-Surface Heat Transfer. The heat transfer between the bed and the surface in spouted beds is less effective than in fluidized beds. The heat transfer primarily takes place by



13.32



CHAPTER THIRTEEN



TABLE 13.5



Heat Transfer in Spouted Beds Equation 13.5.1



Investigator Type of correlation Phases involved Correlation equation Range of applicability



Mathur and Gishler [21] Minimum spouting velocity prediction Gas-solid Umsp
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For D < 0.4 m Equation 13.5.2



Investigator Type of correlation Phases involved Region associated Correlation equation Range of applicability



Rowe and Claxton [82] Gas-to-particle heat transfer coefficient Gas-solid Central spouting region 2 2 NUgp = 1 - (1 - (~)0.33 d- ~ Pr °'33 Repf55 Repf > 1000 Equation 13.5.3



Investigator Type of correlation Phases involved Region associated Correlation equation Range of applicability



Littman and Sliva [83] Gas-to-particle heat transfer coefficient Gas-solid Annulus region Nugp = 0.42 + 0.35Rep~8 Repf < 100



convection. Compared to the fluidized bed, a spouted bed with immersed heat exchangers is less frequently encountered. The bed-to-immersed object heat transfer coefficient reaches a maximum at the spout-annulus interface and increases with the particle diameter due to the convective component of heat transfer [85]. Since the solid particles in the spouted bed are well mixed, their average temperature in different parts of the annulus can be considered to be the same, just as in the case of a fluidized bed. The maximum value of the heat transfer coefficient in the h-U plot also exists, similar to the conditions in a dense-phase fluidized bed [84].



Design Considerations for Heat Transfer. The optimal design considerations for a fluidized bed heat exchanger should consider its heat transfer coefficient and structure properties as given below. Position and Orientation of Heat Transfer Surface; Intensification of Heat Transfer. Since the flow behavior in the bed varies spatially, different arrangements of heat transfer surface result in differences in the heat transfer performance. Even for a single surface, different parts of the surface may have quite different heat transfer coefficients. For example, an immersed horizontal tube has a relatively smaller coefficient on the upper surface, due to the possible particle packing and local defluidization in a small area on the top of the tube. The configurations of the heat exchanger tubes, such as horizontal, vertical, slanted, upstream, downstream, sidewall, upward, downward, and so on, are very important for heat transfer, because the local flow field can be varied by changing these factors. The difference in coefficients measured at the different locations inside a dense-phase fluidized bed is not so remarkable compared to the difference obtained from different positions in a circulating fluidized bed. The reason is that the heat transfer coefficient is strongly related to the particle concentration,
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TABLE 13.6 Influence of Surface Location and Orientation on Bed-to-Surface Heat Transfer Coefficient in a Circulating Fluidized Combustor (from Grace [86]) Location of heat transfer surface Below secondary air Above secondary air, on wall Above secondary air, suspended Extended recycle loop



Position in Fig. 13.17



h, W/m2K



Comments



Horizontal or vertical



A



300-500



Corrosion, erosion, attrition impedes solids lateral mixing



Vertical



B



150-250



A preferred location



Vertical



C



150-250



Horizontal or vertical



D



400-600



Some erosion/attrition, reduces lateral mixing Small surface, suitable for big load variation, high cost, needs additional floor space



Orientation



which is distributed in a more uniform way in a dense bed than in a circulating bed. For similar reasons, the heat transfer coefficients in the dense-phase beds are generally larger than those obtained in circulating fluidized beds. The influence of surface location and orientation on the bed-to-surface heat transfer coefficient in circulating fluidized bed combustors is summarized in Table 13.6. The geometric construction of the combustor and the heat transfer surface is shown in Fig. 13.17. Besides the location and orientation, differences in local heat transfer can also be found on the heat transfer surface/tube. For example, the upper part of the horizontal tube shows the smallest value for the heat transfer coefficient in dense-phase fluidized beds due to less frequent bubble impacts and the presence of relatively low-velocity particles. In general, heat transfer can be intensified in the following ways: 1. By considering proper local flow behavior and local heat transfer properties for placement of the heat transfer surface C



Otfp~es to



HI



'-I



,..I i I



Economizer



""



ded Hut Transferl Surface



On-wall tubes



Secondary ~



Primary



Cydoue



•



J



;~::.:.i ~..



,



-



.,,,,..,,



...............



External BubbUng Bed H u t E x d m n g e r Primary



gas



FIGURE 13.17 Immersed surface-to-bed heat transfer in a circulating fluidized bed system (from Grace [86]).
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CHAPTERTHIRTEEN 2. By selecting proper configuration, including orientation, for heat transfer 3. By altering the local geometry of the heat transfer surface to intensify the turbulence in the local flow field 4. By using an extended or finned heat transfer surface to increase the area of heat transfer 5. By controlling the fouling and scaling of the heat transfer surface



Structure Properties of Heat Exchanger. Corrosion, erosion, and mechanical fatigue are the main reasons for the structural failure of heat exchangers. They may occur at the in-bed heat exchanger, waterwall, or in-bed support structure. The immersed heat exchanger will erode because of the impact of fluidized particles. Compared with other factors, such as corrosion and tube fatigue due to vibrations, wear appears to be the major cause of tube failure in many gas-solid systems. For example, the life of the heat exchanger tube to be used in a multisolids fluidized bed combustor will depend primarily on erosion [87]. The erosion phenomenon of heat exchanger tubes in a fluidized bed is very complex. Sometimes tubes in similar situations may yield entirely different erosion results. It is known, however, that tube erosion is strongly related to the in-bed flow pattern that brings the particles into contact with the surface. Generally, the factors that may influence erosion include particle and surface properties and operating conditions. In dense-phase fluidized beds, the particle impacts are mainly due to the action of bubble wakes because the wake particles possess large kinetic energy. For example, the occurrence of the vertical coalescence of a pair of bubbles just beneath the heat exchanger tube results in the formation of a highvelocity jet of wake particles that strikes the underside of the tube [88]. Thus, any attempt aimed at reducing the bubble size, and hence the kinetic energy, of the wake particles, will be helpful in reducing the erosion of immersed heat exchangers. The heat exchanger erosion mechanisms for ductile and brittle materials are completely different. A detailed discussion on erosion mechanisms of ductile and brittle materials can be found elsewhere [89]. In the early stages of erosion, the brittle material will form a crack on the surface. Then the formation and propagation of the crack network takes place, yielding material chipping by rodent particles. However, for ductile material, the repeated particle impacts result in the deformation of extruded and forged platelet that reaches a stage of fracture only when it exceeds a local critical strain and is in the final stage of being removed from the surface [90, 91]. The tube materials of interest in most gas-solid suspension systems are all ductile materials. Some conclusions about surface erosion can be summarized as follows: 1. When the tube is vertical, the erosion rate is less. 2. The erosion rate is smaller for tubes inside a tube bundle than for a single isolated tube [92-93]. 3. The erosion rate is strongly influenced by the particle impact velocity, which is caused by the rise and interaction of bubbles in the bed. 4. At high temperature, erosion becomes more complicated due to the involvement of corrosion, deposition, and chemical reactions such as oxidation. The presence of an oxidized layer or deposit may reduce the apparent erosion rate in some cases.



Liquid-Solid Fluidized Beds In liquid-solid fluidized beds, the presence of solids increases the turbulence in the system and provides additional surface renewal through the thermal boundary layer at the wall. Early studies have indicated that the heat transfer by particle convective mechanism is insignificant and that the convective heat transfer due to turbulent eddies is the principal
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mode of heat transfer [94]. This distinguished the heat transfer in liquid-solid fluidized beds from that in gas-solid fluidized beds, where particle convective mechanism is dominant. Recently, however, it has been shown that, in conjunction with isotropic fluid microeddies, particles contribute to heat transfer in liquid-solid fluidized beds [95]. In contrast to gas fluidized beds, liquid fluidized beds are generally homogeneous (particulate) and the thermal conductivity of liquid is manyfold more than that of gas. Numerous correlations have been proposed for overall heat transfer in liquid-solid fluidized beds based on a resistance-inseries model considering the near-wall heat transfer resistance and the in-bed heat transfer resistance, which varies with the scale and extent of fluid mixing in the system (e.g., Refs. 96 and 97).



Wall-to-Bed Heat Transfer. The wall-to-bed heat transfer coefficient increases with an increase in liquid flow rate, or equivalently, bed voidage. This behavior is due to the reduction in the limiting boundary layer thickness that controls the heat transport as the liquid velocity increases. Patel and Simpson [94] studied the dependence of heat transfer coefficient on particle size and bed voidage for particulate and aggregative fluidized beds. They found that the heat transfer increased with increasing particle size, confirming that particle convection was relatively unimportant and eddy convection was the principal mechanism of heat transfer. They observed characteristic maxima in heat transfer coefficients at voidages near 0.7 for both the systems. Recent studies have considered the effects of the in-bed thermal resistance on the overall wall-to-bed heat transfer process. A parabolic radial temperature distribution in the bed indicates a considerable thermal resistance in the in-bed region. Muroyama et al. [96] showed that the contribution of the in-bed thermal resistance relative to the total resistance decreases with increasing bed porosity due to increased bed mobility and radial liquid mixing. For wall-tobed heat transfer coefficients in liquid-solid fluidized beds of spherical particles, Chiu and Ziegler [98] proposed correlation Eq. 13.7.1, given in Table 13.7. Kang et al. [97] correlated the modified Colburn j factor for heat transfer in liquid fluidized beds, considering the dispersion or mixing of fluidized particles, which appreciably affects the rate of heat transfer. They suggested correlation Eq. 13.7.2 for the wall-to-bed heat transfer coefficient. Both the correlations predict the wall-to-bed heat transfer coefficient satisfactorily in their respective applicability ranges. Immersed Surface~Particle-w-Bed Heat Transfer.



In the design of liquid-solid fluidized beds, the heat transfer between the internals and the bed is also of considerable significance. Macias-Machin et al. [99] studied the heat transfer between a fine immersed wire of the same diameter as the fluidized particles and a liquid fluidized bed. They proposed correlation Eq. 13.7.3 for predicting heat transfer coefficient at low Reynolds numbers (Rep < 100). Kang et al. [97], based on their experiments carried out with a heating source placed at the center of the column, suggested correlation Eq. 13.7.4 for predicting the heat transfer coefficients in the region near the heat transfer surface. Their study reconfirmed the fact stated by Muroyama et al. [96] that when fully fluidized, the heat transfer resistance in the region near the heat transfer surface is more important than the thermal resistance in the in-bed region.



Effective Thermal Conductivity.



The effective thermal conductivity signifies the intensity of solids mixing in the interior of the fluidized bed. Muroyama et al. [96] reported that near incipient fluidization the effective thermal conductivity increases sharply with the liquid velocity, passes through a maximum, and then gradually decreases as the liquid velocity is increased. Karpenko et al. [100] reported the effective radial thermal conductivities for liquid fluidized beds of glass and aluminum particles. They obtained correlation Eq. 13.7.5 for predicting the effective thermal conductivity.
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Heat Transfer in Liquid-Solid Fluidized Beds Equation 13.7.1



Investigator Type of correlation Phases involved



Chiu and Ziegler [98] Wall-to-bed heat transfer coefficient Liquid-solid



Correlation equation



NUp=0.762Rer~646pr°638UR0.266(l/q0)( 1 -0~(x )



Range of applicability



/-JR--Umf/Upt ULpL Rein = Sp~(1 - 00t-tL 0 < Re,, < 3000 where



Equation 13.7.2 Investigator Type of correlation Phases involved Correlation equation



Kang et al. [97] Wall-to-bed heat transfer coefficient Liquid-solid jH = 0-021Peru-°'453 where Pe"=



Range of applicability



( (~'h)pr2/3



jH = pLCLUL dpUL(X Dp(1 - o0



0 < Re"l < 3000 where



dpUmPm



Rein1= laL(1 -- t~) Equation 13.7.3



Investigator Type of correlation Phases involved



Macias-Machin et al. [99] Particle-to-bed heat transfer Liquid-solid



Correlation equation



Nup= l.72 + 2.66(Rep/OO°56 pr-°41(~-~) °'29



Range of applicability



0.1 < Rep < 100 Equation 13.7.4



Investigator Type of correlation Phases involved Region associated Correlation equation



Kang et al. [97] Immersed surface-to-bed heat transfer Liquid-solid Near the heat transfer surface jn, surt= 0.191Re~ "31 where



.iH,~a= pLcLUL



Range of applicability



Re,,,1 is same as defined by Eq. 13.7.2 0 < Rem~ < 3000



Investigator Type of correlation Phases involved



Karpenko et al. [100] Effective thermal conductivity Water/glycerol-solid



Correlation equation



ge = 5.05ge, m a x ( ~ -



Range of applicability



where K~max= 89.4K Ar °2 and Glycerol concentration (wt%) < 70%



Equation 13.7.5
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CONCLUDING REMARKS This chapter presents a brief summary of the hydrodynamic behavior of the packed and fluidized beds and elaborates their heat transfer phenomena. Specifically, the heat transfer mechanisms, models, and characteristics over a wide range of operating conditions for gassolid and liquid-solid fluidization are described. The particle-to-fluid, wall-to-bed, and immersed surface-to-bed heat transfer properties are discussed in conjunction with the hydrodynamic phenomena including fluidization regimes and their transition. Packed-bed heat transfer can be conveniently expressed by the concept of effective thermal conductivity, which is based on the assumption that on a macroscale the bed can be described by a continuum. In general, the effective thermal conductivity increases with increasing operating pressure. The wall-to-bed heat transfer coefficient increases with decreasing particle diameter. In dense-phase gas-solid fluidization systems, particle circulation induced by bubble motion is the primary driving force for bed-to-surface heat transfer. The importance of bubble and bubble wake hydrodynamic characteristics extends to transport phenomena involved in heat transfer and mixing behavior. The significant variations in bubble behavior with gas velocities, column diameter, and particle diameter, and the corresponding significant variations in heat transfer and mixing behavior, generally indicate the shortcomings involved in extrapolating the correlations beyond their range of applicability, specifically the compatible flow regimes. The particle convective heat transfer coefficient typically increases with increasing pressure and decreasing particle size. A pressurized operation also enhances the gas convective heat transfer coefficient. Higher temperatures at which the radiative heat transfer becomes important also favor the overall heat transfer. Contrary to dense-phase fluidized beds, the radial and axial distributions of voidage, particle velocity, and gas velocity in a circulating fluidized bed are considerably nonuniform, resulting in a nonuniform heat transfer coefficient profile. Since the particle concentration decreases in the axial direction, the heat transfer also decreases. In the radial direction the heat transfer coefficient exhibits a steep profile near the wall, but is almost constant in the center region. The overall heat transfer coefficient increases with suspension density and particle circulation rate. The heat transfer behavior in a spouted bed is different from that in the dense-phase or circulating fluidized bed system due to the inherent differences in their flow structures. The gasto-particle heat transfer coefficient in the annulus region is usually an order of magnitude higher than that in the central spout region. The bed-to-surface heat transfer coefficient reaches a maximum at the spout-annulus interface and also increases with the particle diameter. In liquid-solid fluidized beds, the bed-to-wall heat transfer coefficient increases with an increase in liquid flow rate due to the reduction in thermal boundary layer thickness. The heat transfer coefficient was also found to increase with the particle size. The effective thermal conductivity of liquid fluidized bed increases sharply with liquid velocity beyond minimum fluidization, passes through a maximum near a voidage of 0.7, and then gradually decreases. Since the flow behavior in a fluidized bed varies in space, different arrangements of heat transfer surface result in differences in the heat transfer performance. Gas velocities, operating pressures, and temperatures have significant effects on enhancement of the heat transfer coefficient. For a given operating condition, the heat transfer coefficient from an immersed surface to a bed is higher than that from column wall to bed. In general, the heat transfer can be intensified by altering the local geometry of the heat transfer surface to increase the turbulence in the local flow field.
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NOMENCLATURE Symbol, Definition Am Ar B



C CL



cp Cpc



D Di Ds



Dtem



d~ F~2 Fo



f~ g H



HI H,p h



hbg hc h~



her hdr



hi hgc hgp hi



hmf hmax



h~ h~ hpc,max



h,. hsu•



area of packet in contact with the heating surface Archimedes number parameter defined by Eq. 13.41 specific heat of particles specific heat of liquid specific heat at constant pressure specific heat of clusters diameter of column diameter of jet nozzle particle dispersion coefficient diameter of spout thermal diffusivity of the emulsion phase diameter of particle radiation view factor between two contacting spheres Fourier number bubble frequency at surface gravitational acceleration height expansion bed height spouted bed height heat transfer coefficient, bed-to-surface heat transfer coefficient bed-to-gas heat transfer coefficient convective bed-to-surface heat transfer coefficient heat transfer coefficient caused by gas heat conduction and gas heat convection radiative heat transfer coefficient of clusters radiative heat transfer coefficient of the dispersed phase gas-film heat transfer coefficient gas convective component of hc particle-to-gas heat transfer coefficient instantaneous heat transfer coefficient heat transfer coefficient at incipient fluidization condition maximum value of h average heat transfer coefficient between the particulate phase and surface in the absence of gas film resistance particle convective component of hc maximum value of hp~ radiative heat transfer coefficient heat transfer coefficient in the region adjacent to the heater surface
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K K



Ka Kc /(con gdis



Ke g~conv.



gem g~max



KI Kp grad



L L M



M~ NUbg



Nugp Nup P



Ap~ Pd Pe Pem Pr r



R R Rem Rein1 Reopt
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wall-to-bed heat transfer coefficient age distribution function in the film penetration model solids recirculation rate or solids flux radiant heat flux modified Colburn j factor, defined by correlation Eq. 13.7.2 modified Colburn j factor in the region adjacent to the heater surface thermal conductivity of gas thermal conductivity of fluid apparent thermal conductivity of a gas-solid suspension thermal conductivity of clusters effective thermal conductivity of a fixed bed due to conduction effective thermal conductivity of a fixed bed due to dispersion effective thermal conductivity of a fixed bed with stagnant fluid effective thermal conductivity of a fixed bed accounting for the convective contribution due to fluid motion thermal conductivity of the emulsion phase maximum effective radial thermal conductivity, defined by correlation Eq. 13.7.5 thermal conductivity of gas film thermal conductivity of particles effective thermal conductivity of a fixed bed due to radiation laminar flow length scale, defined by correlation Eq. 13.3.3 length of the column mass of particles total mass of particles in the bed bed-to-gas Nusselt number particle-to-gas Nusselt number particle-to-fluid Nusselt number for a single particle total pressure pressure drop across the bed dynamic pressure Peclet number, defined by correlation Eq. 13.2.14 modified Peclet number, defined by correlation Eq. 13.7.2 Prandtl number radial coordinate radius of the bed radius of the particle modified particle Reynolds number, defined by correlation Eq. 13.7.1 modified particle Reynolds number, defined by correlation Eq. 13.7.2 optimum particle Reynolds number, defined by correlation Eq. 13.7.5 particle Reynolds number based on particle diameter and relative velocity particle Reynolds number based on particle diameter and superficial gas velocity
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S



s, Sp~ t



t~ te Ta T~ T T~ Tb L U U~ Uk UL Umb Umf



Umsp Uopt



up~ W Z Zi £o



particle Reynolds number based on particle diameter and falling velocity of wall strands area mean stirring factor surface area of particles surface area of particles per unit volume time contact time of clusters or the particulate phase and surface surface renewal time in the penetration model for bubbles in contact with the emulsion phase gas temperature at the inlet of the bed gas temperature at the outlet of the bed absolute temperature of gas temperature of gas at inlet bed temperature temperature of particles temperature of heating surface superficial gas velocity transition velocity between bubbling and turbulent fluidization gas velocity corresponding to the pressure fluctuation leveling point in Fig. 13.2 superficial liquid velocity minimum bubbling velocity minimum fluidization velocity minimum spouting velocity superficial gas velocity at h = hmax particle terminal velocity diffusely reflecting wall axial coordinate location of inflection point for fast fluidization characteristic length of transition region, as shown in Fig. 13.3



Greek Letters bed voidage



eta ~b



tXc t~s t~t~nf 5 ~5" 5c ~em Ebs



asymptotic voidage in the upper dilute region asymptotic voidage in the lower dense region volume fraction of bubbles in the bed volume fraction of clusters in the bed volume fraction in the central spouting region bed voidage at minimum fluidization boundary layer thickness dimensionless gas layer thickness time-averaged fraction of wall area covered by clusters layer thickness of emulsion on the surface general bed emissivity for bed-to-surface radiation



HEAT TRANSFER IN PACKED AND FLUIDIZED BEDS



~b



emissivity of bed suspension



~c



emissivity of clusters



IEd



emissivity of dispersed phase



ep



emissivity of particle surface



~s



emissivity of heat transfer surface



~sus



emissivity of suspension phase



Ow



wake angle
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parameter defined by Eq. 13.29 viscosity of gas gL



viscosity of liquid



P



density of fluid



~em



density of emulsion phase



Pg



density of gas



PL Pp



density of liquid



Gb



Stefan-Boltzmann constant



V(t) ~p



sphericity of the particle



density of particles age distribution function in the packet model
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INTRODUCTION Condensation of vapor occurs in a variety of engineering applications. For example, when a vapor is cooled below its saturation temperature, or when a vapor-gas mixture is cooled below its dew point, homogeneous condensation occurs as a fog or cloud of microscopic droplets. Condensation also occurs when vapor comes in direct contact with subcooled liquid such as spraying a fine mist of subcooled liquid droplets into a vapor space or injecting vapor bubbles into a pool of subcooled liquid. The most common type of condensation occurs when a cooled surface, at a temperature less than the local saturation temperature of the vapor, is placed in contact with the vapor. Vapor molecules that strike this cooled surface may stick to it and condense into liquid.



Modes of Condensation During condensation, the liquid collects in one of two ways, depending on whether it wets the cold surface or not. If the liquid condensate wets the surface, a continuous film will collect, and this is referred to as filmwise condensation. If the liquid does not wet the surface, it will form into numerous discrete droplets, referred to as dropwise condensation. All surface condensers today are designed to operate in the filmwise mode, since long-term dropwise conditions have not been successfully sustained. Dropwise condensation is a complex phenomenon that has been studied for over sixty years. It involves a series of randomly occurring subprocesses as droplets grow, coalesce, and depart from a cold surface. The sequence of these subprocesses forms a dynamic "life cycle." The cycle begins with the formation of microscopic droplets that grow very rapidly due to condensation of vapor on them and merge with neighboring droplets. Therefore, they are constantly shifting in position. As a result, rapid surface temperature fluctuations under these droplets occur. This active growth and coalescence continues until larger drops are formed. Although inactive due to condensation, these drops continue to grow due to coalescence with neighboring smaller droplets. Eventually, these large, so-called "dead" drops merge to form a drop that is large enough so that adhesive forces due to surface tension are overcome either by gravity or vapor shear. This very large drop then departs from the surface, sweeping away all condensate in its path, allowing fresh microscopic droplets to begin to grow again and start another cycle.
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Condensation Curve In the last twenty years, it has been demonstrated that, just as with boiling heat transfer, a characteristic condensation curve exists that includes a dropwise region, a filmwise region, and a transition region. Figure 14.1 shows some representative condensation curves for steam at atmospheric pressure [1]. At a fixed vapor velocity, at very low surface subcoolings, dropwise condensation occurs. Dropwise conditions can persist to relatively large subcoolings (and to very large heat fluxes, near 10 MW/m 2 for steam). However, at large enough subcoolings, so much condensate is formed that a relatively thick, continuous liquid film tries to occur (i.e., the rate of formation of condensate exceeds the rate of drop departure). Thus, a maximum heat flux occurs similar to boiling. A transition region follows where the heat flux decreases and approaches the filmwise condensation curve. Further increases in subcooling result in a portion of the condensate actually freezing on the cold surface, and a pseudofilm condensation condition will exist. For steam, this is referred to as on-ice or glacial condensation [1].
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Dropwise heat transfer coefficients can be as much as 10-20 times larger than filmwise values during steam condensation at atmospheric pressure on copper surfaces. Under vacuum conditions and for condenser materials with lower thermal conductivities, the dropwise heat transfer coefficient decreases, as shown in Fig. 14.2, making this mode of condensation less attractive. Nevertheless, if a reliable long-term dropwise promoter application technique can be found, a significant economic incentive would exist for design development. In recent years, considerable research has focused on new promoters and on promoter application techniques [2-11], and new breakthroughs may lead to a renewed practical interest in this mode of condensation.



Thermal Resistances During condensation, thermal resistances exist in the condensate, in the vapor, and across the liquid-vapor interface. These resistances are reflected schematically in Fig. 14.3, which shows the resulting temperature profiles during film condensation on a vertical surface. The dashed
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FIGURE 14.2 The influence of surface material and operating pressure on the dropwise condensation heat transfer coefficient of steam. (Adapted from Ref. 1 and printed with permission from Academic Press, Inc., Orlando, FL.) profile denotes the idealized case of a pure vapor with no thermal resistance at the liquidvapor interface. In reality, the vapor may contain a small amount of noncondensable gas so that the saturation temperature of the vapor far away from the surface is reduced to ~ . In addition, because of the presence of the gas molecules that concentrate near the interface, the vapor molecules will experience a temperature drop due to a pressure drop caused by their diffusing through the noncondensable gas layer to get to the interface. The resulting vapor interface temperature will be Tgi. The influence of noncondensable gases can severely reduce condensation rates; this subject is covered in later sections. An additional temperature drop may exist at the liquid-vapor interface due to the nonequilibrium mass flux of molecules toward and away from the interface during condensation conditions. The theory of interphase mass transfer is reviewed by Tanasawa [1], and an approximate interfacial heat transfer coefficient may be written as



q" h, = (Tgi- Tei)



2o =



i2g pg



(14.1)



2 - 0 "k,/2nRT3g



where o is the condensation coefficient (i.e., the fraction of vapor molecules striking the condensate surface that actually stick and condense on the surface). Recent experimental results indicate that the condensation coefficient is close to 1.0 for condensation of a metal vapor and less than 1.0 (most probably around 0.4) for steam [1]. The interracial thermal resistance is important only at low pressures and at high condensation rates (where the vapor velocity is high).
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FIGURE 14.3 Temperature distributions during film condensation on a vertical plate.



FILM CONDENSATION ON A VERTICAL PLATE



Approximate Analysis When a stagnant vapor condenses on a vertical plate, the motion of the condensate will be governed by body forces, and it will be laminar over the upper part of the plate where the condensate film is very thin. In this region, the heat transfer coefficient can be readily derived following the classical approximate method of Nusselt [12]. Consider the situation depicted in Fig. 14.4 where the vapor is at a saturation temperature T, and the plate surface temperature is Tw. Neglecting m o m e n t u m effects in the condensate film, a force balance in the z-direction on a differential element in the film yields
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A similar force balance in the y-direction gives 3P/3y = 0, so that



aP 3z



dP~ -



dz



= pgg



(14.3)



Substituting Eq. 14.3 into Eq. 14.2, and integrating from y to 5 with the assumption that all fluid properties are constant, yields the shear stress distribution in the film:



~Vz



= Ite ~



= ( p , - pg)g03 - y)



(14.4)



where the shear stress at y = 8 has been assumed to be zero, since there is no vapor motion. With Vz = 0 at y = 0, the condensate velocity distribution is therefore Vz =



~g,o (By - y2/2)



It,
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FIGURE 14.4 Model of laminar film condensation on a vertical plate.



The local liquid flow rate (per unit depth) in the film can then be calculated:



F~ =



fo~



pevz dz =



Pe(Pe- Pg)g~3 3kte



(14.6)



Neglecting convection effects in the film (i.e., assuming pure conduction in the film, which yields a linear temperature profile), an energy balance on a differential slice of condensate of width dz (Fig. 14.4) gives



dFz _ ke(T~- Tw) dz ieg8



(14.7)



Combining Eq. 14.7 with Eq. 14.6 and assuming the wall temperature Tw to be constant yields the local heat transfer coefficient:



_ q" ke ( k3pe(Pe- pg)gieg 1TM hz - ( T~ - Tw-------~ - a - 41Lte(T~- Tw)z



(14.8)



which can be converted to an average value between z = 0 and L
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hz dz = 4/3h~ = 0.943. k3pe(Pe pg)gieg ~te(T~- Tw)L
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or in terms of an average Nusselt number Nun -



hmL [ pe(Pe - Ps)giegL3 ] TM ke - 0.943 lae(T, - Tw)ke



(14.10)
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CHAPTERFOURTEEN The condensation heat transfer coefficient may also be written in terms of the film Reynolds number, Rez (equal to 4Fz/~te), where Fz is given by Eq. 14.6 or by Fz - qavgL/ieg. With this conversion, Eqs. 14.8 and 14.9 become, respectively,
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= l'lRez'/3
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= 1.47Re£ 1/3



(14.12)



)1/3



In most cases, the vapor density Pg is much smaller than the liquid density Pc, so the term in brackets in Eqs. 14.11 and 14.12 may be approximated by (v~/g) 1/3. The Nusselt analysis of laminar film condensation has been shown to be reasonably accurate for a variety of ordinary fluids such as steam and organic vapors, despite the approximations made in the model. Measured heat transfer coefficients are about 15-20 percent higher than predicted values. Numerous studies have been conducted to explain the observed differences. For example, in Eq. 14.9, a correction may be made to the latent heat of evaporation to take into account condensate subcooling:



i'eg= ieg + 3/8Cpt(Ts- Tw)



(14.13)



Rohsenow [13] showed that if the condensate temperature profile was allowed to be nonlinear to account for convection effects in the condensate film, an improved correction term, i'eg= ieg + 0.68Cpe(Ts- Tw) results. Another correction pertains to the variation of viscosity with temperature. For the assumed linear temperature profile in the condensate, Drew [14] showed that if 1/kte is linear in temperature, then the condensate viscosity should be calculated at a reference temperature equal to T,- 3/4(T~- Tw). Shang and Adamek [15] recently studied laminar film condensation of saturated steam on a vertical flat plate using variable thermophysical properties and found that the Nusselt theory with the Drew [14] reference temperature cited above produces a heat transfer coefficient that is as much as 5.1 percent lower than their more correct model predicts (i.e., the Nusselt theory is conservative). Condensate Waves and Turbulence. As the local condensate film thickness (i.e., the film Reynolds number Rez) increases, the film will become unstable, and waves will begin to grow rapidly. This occurs for Rez > 30. Kapitza [16] has shown that, in this situation, the average film thickness is less than predicted by the Nusselt theory and the heat transfer coefficient increases accordingly. Kutateladze [17] therefore recommends that the following correction be applied to Eq. 14.12:
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Butterworth [18] applied Eq. 14.14 to Eq. 14.11 to get h__.£z(
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)1/3 = 0.76Rez_O.22



(14.15)



ke Pe(Pt - Pg)g for Rez > 30. Nozhat [19] recently studied this problem by including the effect of surface tension and free surface curvature in the Nusselt model. With this refinement, he arrived at a correction factor for the Nusselt heat transfer coefficient that may be approximated by



hc - 0.87Re °°7 hm



(14.16)



With the above corrections, the presence of waves can easily explain the noted 15-20 percent discrepancy between the Nusselt theory and experimental data.
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As the film thickens further, turbulence will develop in the condensate film, and the heat transfer mechanism then undergoes a significant change, since the heat is transferred across the condensate film by turbulent mixing as well as by molecular conduction. For gravitydominated flow (i.e., natural convection), the transition from laminar-wavy flow to turbulent flow occurs at film Reynolds numbers of about 1600 [18]. Various semiempirical models exist in the literature to predict turbulent film condensation [20-23]. Butterworth [18] recommends the result of Labuntsov [23] for the local coefficient hz(
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)1/3 = 0.023Re~,4 pr~/2



(14.17)
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Using Eqs. 14.11, 14.15, and 14.17, respectively, for the local coefficients in the laminar wavefree (0 < Rez < 30), laminar-wavy (30 < Rez < 1600), and turbulent (Rez > 1600) regions, Butterworth [18] determined an average coefficient from the expression ReL
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His result is: For ReL < 30, use Eq. 14.12. For 30 < ReL < 1600,



hm ( ~t2 )1/3= ReL ke Pe(Pe- Pg)g 1.08Re 1"22- 5.2



(14.19)



For ReL > 1600,
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8750 + 58Pr~ m (Re 3~4- 253)



Chun and Kim [24] recommend the following semiempirical average heat transfer coefficient correlation that is valid over a wide range of film Reynolds numbers. For 10 < ReL < 3.1 x 104,
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= 1"33ReZ1/3 + 9.56 x 10-6 Re °-89Pre°'94 + 8.22 x 10-2



This correlation agrees with a variety of data for 1.75 < Pre < 5.0 and is plotted in Fig. 14.5. When viewing this figure, it is clear that Prandtl number is important during turbulent flow conditions. For small Prandtl number fluids, the vertical surface should be as short as possible (i.e., low ReL) to allow good heat transfer to occur. On the other hand, for large Prandtl number fluids, good heat transfer occurs in the turbulent region (i.e., high ReL), so the surface should be very long [25].



Laminar Forced Convection. When the vapor moves in relation to the condensate, a shear stress Xg will develop at the liquid-vapor interface. At very high vapor velocities, this shear 1.0
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FIGURE 14.5 Averageheat transfer coefficients for film condensation on vertical plates.
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force can dominate over the gravitational force so that gravitational effects may be completely neglected. The local condensate velocity is then simply 'l~g



vz = - - y ge



(14.22)



If "r,gremains constant, independent of z, a Nusselt-type derivation for heat transfer yields an average Nusselt number Num-



hmL - 1.04. Pe'r'giesL2 } kte( T~ - Tw)ke ke



or, in terms of the film Reynolds number,



hm( ke
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= 2.2(x*) a'2 Re~ 1'2
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x* = [Pe(Pe- Pg)geg] 2/3



(14.23)



(14.24) (14.25)



For shear-dominated conditions, the linear temperature distribution correction for subcooling in the condensate film is



i'eg = ieg + 1/3c,e(7',- T,,)



(14.26)



and the reference temperature to evaluate condensate viscosity is 7', - 2/3(T~- Tw). See Ref. 26. When both vapor shear and gravity are important, the average heat transfer coefficient may be approximated by



hm=



h2 ~u2 (h2h + ,-gr,



(14.27)



where hsh is the average heat transfer coefficient calculated for shear-dominated flow (Eq. 14.24) and hgr is the average value for gravity-dominated flow (Eq. 14.21). In real situations, the vapor velocity varies with position along the plate, and the interracial shear stress is not constant since mass is removed due to condensation. The variation in vapor velocity depends upon the condensation rate and any changes in the vapor cross sectional flow area. For moderate condensation rates, the interfacial shear stress may be approximated by:



Xg = 1/2fpgv2



(14.28)



where the friction factor f is dependent upon the local vapor Reynolds number, the "waviness" of the film, and any momentum changes due to flow development in the film. As a first approximation, the friction factor f may be estimated by any of the well-known single phase expressions, but this approach ignores the motion of the interface as well as mass transfer effects across the interface due to condensation. Therefore, the results would only be valid at low condensation rates. The friction factor may also be estimated from the adiabatic twophase flow data of Bergelin et al. [27], shown plotted in Fig. 14.6, where cw/c is the ratio of the surface tension of water to that of the particular fluid being condensed (at the saturation temperature of the condensate). At high condensation rates (i.e., high heat flux), the interracial shear stress must take into account changes in momentum as the vapor condenses upon the condensate surface. In this case, the shear stress may be represented by



dFz dFz 'r,g= (Vg- vi) ~ = Vg dz since vi 11, Rohsenow et al. [21] reasoned that a limiting Reynolds number exists, and Butterworth [28] recommends it to be 50. In reality, as shown by the data of Blangetti and SchlUnder [29], a distinct laminar to turbulent transition does not exist. Rohsenow et al. [21] extended the analysis into the turbulent film regime using the heat transfer-momentum analogy. The results for a downward flowing vapor are shown in Fig. 14.7 for Pre = 1.0 and 10.0. At high vapor velocities, as the dimensionless shear stress x* increases, the transition to turbulence occurs at smaller values of the film Reynolds number (Eq. 14.31) as represented by the dashed lines. The influence of x* on both laminar and turbulent film condensation is evident.



Effect of Superheat.



When the vapor is superheated (i.e., Tg > Ts) and the cold wall temperature is less than the vapor temperature but greater than the saturation temperature, no condensation occurs. Instead, the vapor is cooled by single-phase free or forced convection
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F I G U R E 14.7 Effect of turbulence and vapor shear stress during film condensation on a vertical plate [21].



(so-called dry wall desuperheating). When the wall temperature is less than the saturation temperature, condensation occurs (so-called wet wall desuperheating), and the rate of condensation is slightly increased by the superheat in the vapor. During condensation, this effect of superheat is accounted for in the above analysis by replacing the corrected latent heat of evaporation by



ie'g= i'eg+ Cpg(Tg- T~)



(14.32)



In most practical situations, the increase predicted by Eq. 14.32 is less than a few percent. Miropolskiy et al. [30] found that superheated steam flowing in a tube did not always condense when the wall temperture was less than the saturation temperture. Condensation did not occur unless both the vapor temperature and quality were below certain threshold values.



Boundary



Layer Analysis



The boundary layer treatment of laminar film condensation is thoroughly described by Rose [31] and Fujii [32].
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L a m i n a r Free Convection. Sparrow and Gregg [33] were the first to use the boundary layer method to study laminar, gravity-driven film condensation on a vertical plate. They improved upon the approximate analysis of Nusselt by including fluid acceleration and energy convection terms in the momentum and energy equations, respectively. Their numerical results can be expressed as: Nu - F[H, Pre] (14.33) NUNu



where NUNuis the Nusselt number from the Nusselt analysis, and



H = cpeAT/ieg



(14.34)



For practical values of H and Pre, Eq. 14.33 was found to be near unity, indicating that acceleration and convection effects are negligible. Chen [34] included the effect of vapor drag on the condensate motion by using an approximate expression for the interracial shear stress. He was able to neglect the vapor boundary layer in the process and obtained the results shown in Fig. 14.8. The influence of interracial shear stress is negligible at Prandtl numbers of ordinary liquids (nonliquid metals, Pre > 1). Chen [34] was able to represent his numerical results by the approximate (within 1 percent) expression: Num { 1 + 0.68Pre Je + O.O2Pre j2 } 114 N--~m,Nu 1 + 0.85Je- 0.15Pre j2



(14.35)



keAT H Je - ~ ~teieg Pre



where



(14.36)



Koh et al. [35] solved the boundary layer equations of both the condensate and the vapor using a more accurate representation for the interracial shear stress. They found a dependence on an additional parameter R = [pe#e/pglJ, g] u2



(14.37)



but this dependence was negligible. Churchill [36] developed closed-form approximate solutions of the Koh et al. [35] model. He included the effects of acceleration and convection
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FIGURE 14.8 Influence of vapor drag during laminar free convection condensation on a vertical plate [31]. (Reprinted with permission from JSME International Journal,
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CHAPTERFOURTEEN within the condensate, the drag of the vapor, and the curvature of the surface. Thus, his results are applicable also to the outside and inside of vertical tubes. Laminar Forced Convection. Several investigators have solved the boundary layer equations during forced convection conditions. Cess [37] treated the case where no body force was present (a horizontal plate or a vertical plate where the free stream velocity V= is very large, and the resulting interfacial shear stress dominates the heat transfer). Neglecting the acceleration terms in the momentum equation and the convection terms in the energy equation and using two asymptotic shear stress relationships, he obtained the following approximate asymptotic expressions for the local heat transfer coefficient:



Nux Rex 1/2= I 0.436G-m [0.5



zero condensation rate limit (i.e., low flux) infinite condensation rate limit (i.e., high flux)
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(14.38a) (14.38b) (14.39)



Equation 14.38b, when integrated over the entire length of the plate, yields an average Nusselt number expression identical to Eq. 14.30. Koh [38] solved the same problem more completely by including the acceleration and convection terms and showed that for most practical cases, the effects of acceleration and convection can be safely neglected, just as in the natural convection case. A comparison of his solution to the approximate solution of Cess [37] for high Prandtl number (Pre > 1) is given in Fig. 14.9. The results show that a definite Prandtl 1.6
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FIGURE 14.9 Influence of acceleration and convection terms during laminar forced convection condensation on a vertical plate [38]. (Reprinted with permis-
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number effect occurs. On the other hand, for liquid metals (Pre 1250



Dobson [144] developed an additive model that combined film condensation (i.e., a modified Nusselt analysis) at the top and sidewalls of the tube with forced convection condensation in the stratified pool at the bottom of the tube. Nu = Nufi,m + (1 - -~) NU,orced



(14.128)



where ~ is the angle measured from the top of the tube to the liquid pool (Fig. 14.23) and (1 - ~/rt) is the fraction of the tube circumference covered by stratified liquid. This fraction is approximated by:
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arccos (2o~g- 1) (1-0/~)



=



(14.129)



where ag is the void fraction given in Eq. 14.125. In Eq. 14.128, the film condensation component is given by



NUfilm =



0.23Re°o~2 {Ga • ere} TM 1 + 1.11Xt°t58 H



(14.130)



where H is given by Eq. 14.34 and



Rego -



Gdi ~tg



(14.131)



The constants in Eq. 14.130 were chosen so that it approaches Eq. 14.54 (with do replaced by di) at low vapor velocities and at a quality of 1.0. The forced convection component is a modified form of the expression proposed by Traviss et al. [145] for annular flow: Nuforcea = 0.0195Ree°8 Pre°4 ~/ 1.376 + ~ a



(14.132)



where, for Fre < 0.7, a = 4.72 + 5.48Fre- 1.564Fr 2



(14.133a)



b = 1.773 - 0.169Fre



(14.133b)



and, for Fre > 0.7, a = 7.242



b = 1.655



(14.133c)



In the above expressions, Fre -



(G/pe) 2 gdi



(14.134)



Dobson [144] compared Eq. 14.128 to his experimental data for R-22, R-134a, and two mixtures of R-32/R-125 and found agreement, in general, to within +15 percent.



Annular. When the vapor velocity is high enough (j* > 1.5), gravitational effects can be neglected, and the condensate collects as a thin annular film around the inside of the tube walls, with no stratification. A significant portion of most condensers operate in this flow regime. There are numerous predictive models described in the literature for annular flow. Laminar flow models predict heat transfer coefficients that are too low, and turbulent models must be used. The most commonly used models are listed in Table 14.1. All models have a form for the local Nusselt number Nu = Nue" F(x)



(14.135)



where Nue is a turbulent flow, single-phase, forced convection Nusselt number for the liquid, and F(x) is a two-phase multiplier that depends on local quality x.



CONDENSATION TABLE 14.1



Annular Flow Heat Transfer Models



Akers et al. [146] Nu = ~hdi = C Re~ prl/3 where



C = 0.0265, C = 5.03,



(14.136)



for Ree > 5 x 1 0 4 for Re~ < 5 x 104



n = 0.8 n=½



Ree ae :



a[(1



Gd/i



(14.136a)



ge



- x) + x(pf/pg) 112]



(14.136b)



Boyko and Kruzhilin [147] Nu = 0.021Redo8 Pr °'43 [1 + x(pe/pg- 1)] lr2 where



Reeo -



Gdi



(14.137) (14.137a)



ktt



Cavallini and Zecchin [148] Nu = 0.05Re °'8 Pr °'33



(14.138)



where Ree is calculated from Eq. 14.136a, b Shah [149] Nu = Nueo [(1 - x) °8 + where



3.8X0"76(1 -- • p0.38 x)°°4 ]



(14.139)



Pr = P/Po and (14.140)



Nuto = 0.023Re°o8 PI'~ "4 Traviss et al. [145] Nu =



Pre Re °'9 Fz(Ret, Pre)



0.15 < FI(X,,) < 15



FI(X.)



G(1 - x)di



Re¢ = - -



where



(14.141)



(14.141a)



ge



FI(X,) = 0.15



(14.142)



+ XtOt.476



and F2(Ree, Pre) is given by



F2 = 0.707Pre



Ree 1012). Carey [4] derives the following expression for J: / ,~2,,r \1/2



J = 1.44x 104°/~_~ )



-1.213 x 10240" 3 } exp Tt[nPsat(T,)- p,]2



(15.19)



where 1] is given by el-



q =exp



Psat(Tl) ]



plRTI



(15.2o)
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In the above equations, J is the rate at which the embryos are formed (1/(m3s)), esat(Tl) is the saturation pressure (Pa) corresponding to the liquid temperature Tt (K), ~ is the surface tension (N/m), and P, is the liquid pressure (Pa). Equation 15.19 can be solved to give J as a function of Tb and, choosing the point at which J = 1012 as the limiting value, the homogeneous nucleation temperature Tn can be estimated. For organic fluids, results are in good agreement with the predictions but the values for water (around 300°C) are higher than the highest values (250--280°C) that have been measured. Analysis of the superheat required for homogeneous nucleation leads to the conclusion that the predicted temperatures are very much higher than those normally required to initiate boiling. The conclusion, therefore, is that it is heterogeneous rather than homogeneous nucleation that initiates vapor formation in practical boiling processes. This case is discussed in the next section. However, large superheats can exist within liquids before nucleation occurs if the conditions are such as to inhibit heterogeneous nucleation (careful removal of dissolved gases, the use of ultra-smooth surfaces, etc.), and there have been a number of studies (see for instance Merte and Lee [16] and Drach et al. [17]) that indicate that homogeneous nucleation can occur with rapid transient heating.



Heterogeneous Nucleation As was seen from the preceding discussion, very large superheats are required to nucleate bubbles by the homogeneous nucleation process` For water at atmospheric pressure, a superheat on the order of 200°C (i.e., a liquid temperature of around 300°C) is required for nucleation, and this is dearly much larger than the values commonly observed (typically 10-15°C) for boiling of water from heated surfaces under these conditions, Clearly, then, the surface itself is playing a crucial role in reducing the superheat requirements` If we consider a bubble being formed on a planar solid surface where the contact angle is ¢ (Fig. 15.7a), then the required superheat for homogeneous nucleation is reduced by a factor f(~)) that is given as follows (Cole [18], Rohsenow [2]):



f((~) = [2 + 3 cos (~ -c°s3 ¢31/2 4



(15.21)



For ¢ = 0, f(¢) = 1 and the onset of boiling will occur at a superheat identical to that for homogeneous nucleation. On the other hand, if ¢ = 180 ° (its maximum value), then f(¢) = 0 and boiling will be initiated at the surface as soon as the fluid reaches the saturation temperature. However, real contact angles are normally less than 90°; Shakir and Thome [19] report values ranging from 86 ° for water on a copper surface down to 8 ° for n-propanol on a brass surface.
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(d) F I G U R E 15.7 Formation of bubbles at a solid surface (from Collier and Thome [3], by permission of Oxford University Press).
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The highest values of ~ are observed for water on Teflon, where the contact angle is 108 ° . Even for this extreme value Fluid of ¢, the superheat required for nucleation is still very high (around 290°C for watermCarey [4]). Thus, some other explanation has to be sought for the low values actually observed. S u . ~ e """ ~c .ff-"q'/.'-,-'>" The explanation for the existence of boiling at much lower superheats than predicted by homogeneous nucleation theory is that bubbles are initiated from cavities on the heat transfer surface. Gas or vapor is trapped in these cavities as shown in Fig. 15.7b-d. Once boiling is initiated, these cavities may remain vapor-filled and continue to be active sources for the initiation and growth of bubbles from the surface. The growth process from a conical cavity whose mouth radius is rc is illustrated in Fig. 15.8. As the bubble grows from the cavity, it passes through a condition (where the bubble tip is a distance b2 from the surface) at which the bubble radius is a minimum as shown. This is referred to as the critical hemispherical condition and is the condition at which the maximum amount of superheat is required to continue growth. The superheat may be preb=0 b -= rc dicted from Eq. 15.14 by substituting r = rc. The larger the heat flux, the larger the superheat on the surface and the FIGURE 15.8 Bubble growth from an idealized conical cavity (from Hewitt et al. [13], with permissmaller the cavities that can be activated. Thus, the number sion. Copyright CRG Press, Boca Raton FL). of active cavities increases with heat flux, leading to an increase in heat transfer coefficient with heat flux; Jakob [20] was the first to recognize the connection between heat flux and active site density. Developing an understanding of this relationship has been the main focus of boiling research over the subsequent decades. Critical to the formation of active nucleation sites is the entrapment of gas into potential sites during the initial wetting of the heat transfer surface during filling of the boiling system with the liquid phase. This process was addressed by Bankoff [21], who considered the motion of an advancing liquid front over a V-groove and suggested that trapping of gas was only possible if
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Ca > 13



(15.22)



where ~a is the advancing contact angle and I} is the groove angle. If one considers this entrapment process, it does not follow that the residual gas bubble in the cavity has a radius greater than the critical hemispherical radius illustrated in Fig. 15.8. For low contact angles, the radius of the residual bubble trapped in the conical cavity can be smaller than the critical hemispherical radius. This aspect was studied by Lorentz et al. [22], and their results are illustrated in Fig. 15.9. The ratio of trapped bubble radius to mouth radius increases with cavity angle and contact angle is shown. For water, where the contact angle is high, the bubble growth is likely to be still governed by the critical hemispherical condition, but this need not be necessarily so for organic fluids, where the contact angle is much less. Detailed studies of the relationship between the actual physical configuration of the boiling surface and the nucleation behavior are reported by Yang and Kim [23] and by Wang and Dhir [24-26]. In these studies, electron microscopy and optical microscopy, respectively, were used to measure the characteristics of the cavities. Yang and Kim [23] assumed conical cavities, but Wang and Dhir [24-26] found that the cavities were more irregular in shape, as illustrated in Fig. 15.10. The area Ac of the cavity mouth could be determined from the microscope pictures, and an effective cavity diameter D* was defined as
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FIGURE 15.9 Vapor/gas trapping at a conical cavity (from Lorentz et al. [22], with permission from Taylor & Francis, Washington, DC. All fights reserved).



Dc A depth Ah was r e m o v e d from the surface by polishing and a new equivalent di amet er D" was d e t e r m i n e d on the same basis. Thus, the cavity m o u t h angle Vm is then given by
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O • Cavity density on surface; N. ' J O : Reservoir type cavity density; Na=(~ Vm



(15.25)



2. The wall superheat mTsa t must be greater than the value given by Eq. 15.14. The appropriate radius for use in Eq. 15.14 is given by



r= De~2 = fDD*/2



(15.26)



where Dc is an effective cavity diameter, which is given by the product of the measured diameter (defined by Eq. 15.23) and a shape factor.to (accounting for the irregularity of the cavity) that Wang and Dhir found empirically to be 0.89. Wang and Dhir carried out a series of measurements in which the active site number density Na was determined by photographing boiling on the copper surface on which the site distribution experiments were carried out. Na could be determined as function of Dc by measuring the superheat and using Eq. 15.14 to determine the appropriate Dc. These values could be compared with the values estimated from the measurements of the cumulative distributions of Ns and ~m just described. The comparisons are shown in Fig. 15.12. Wang and Dhir were able to change the wetting angle from its original value of 90 ° to lower values of 35 ° and 18 °, respectively, by progressively oxidizing the copper surface. For ~ = 90 °, the cumulative number density N~ of active sites agrees well with Na~ (i.e., the number of sites that have IlJm • 90°). However, the number of sites that have ~m < 35 ° and ~m < 18 ° is substantially smaller. Nevertheless, the number distribution of active sites meeting the criteria that ~ >/]/m for these two cases agrees well with the measured active site number densities from the boiling experiments. Note that, for a given cavity diameter, the number of active sites for ~ = 18 ° is on the order of 20 times less than for the case where ~ = 90 °. The results obtained by Wang and Dhir are consistent with earlier observations by Lorentz et al. [22], who calculated site density from measured superheat values and plotted the site densities as a function of active site radius for organic fluids and for water, respectively. Their results are illustrated in Fig. 15.13. Here, as we will see, there is a large difference between the number densities for water and for the organic fluids; in this case, the surface has remained the same but the contact angle has been changed by changing the liquid. The experiments of Wang and Dhir [24-26] and others have demonstrated quantitatively the relationship between the surface characteristics (site number density, internal angles of the cavities, and contact angles) on nucleation processer~ These effects have, as we shall see later when discussing nucleate boiling, a profound influence on the overall heat transfer behavior in this region, making the behavior very difficult to predict. In the previous discussion, we have implicitly assumed that the temperature of the liquid phase surrounding the bubble is uniform. However, in real heat transfer situations, there is a temperature gradient away from the surface. This case has been investigated for pool boiling by Hsu [27] and Hsu and Graham [28] and by Bergles and Rohsenow [29], Davis and Anderson [30], Kenning and Cooper [31], and others for forced convective boiling. The situation with a temperature gradient is illustrated in Fig. 15.14. Suppose we have a wide spectrum of cavity sizes on the surface, and the spectrum contains cavities A, B, and C, as shown, that have radii rm, rB, and rc, respectively. If we assume that the whole of the surface of the bubble must be at a temperature greater than that given by Eq. 15.14 in order to achieve growth, then the requirement for growth is that the temperature at the extremity of the bubble furthest from the wall must be at or above this critical temperature. In Fig. 15.14, line XY represents the critical temperature for a bubble of radius r where
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FIGURE 15.60 Effectof pressure and cylinder diameter on burnout heat flux for saturated pool boiling of water from horizontal cylinders (from Hewitt [147], with permission from The McGrawHill Companies).



Effect of Subcooling. Critical heat flux increases linearly with subcooling, the effect of subcooling decreasing with increasing pressure. The data are well represented by a correlation from Ivey and Morris [148] that relates the critical heat flux qcrit to its value (qcPrit)sat for saturated conditions by the expression q"i'



- 1 + 0.102



Ja



(15.122)



(qcrit)sat



where the Jakob number Ja is given by Ja = ptCptATsub



(15.123)



pgitg At very high subcoolings, the critical heat flux becomes independent of subcooling, this limit being typically reached when the flux is around 2.5 times for the saturation conditions (Elkssabgi and Lienhard [156]). This ratio is probably fluid dependent. Effect of Surface Finish. As was demonstrated in the section on parametric effects, the microstructure of the surface has a dramatic effect on nucleate boiling heat transfer. Based on results obtained by Berenson [149] in 1960, it has generally been asserted that the critical heat
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Contact Angle (l~diam) FIGURE 15.61 Variation of critical heat flux with contact angle (from Liaw and Dhir [150], with permission from Taylor & Francis, Washington, DC. All fights reserved).



flux is not significantly affected by surface finish, and this appears to be true for well-wetting fluids (typically with contact angles less than around 20°). However, Liaw and Dhir [150] showed that there was a systematic decrease in critical heat flux with increasing contact angle as shown in Fig. 15.61. This implies the possibility of a change of mechanism, and we will return to this point further in the following text. Effect of DissolvedGas. The presence of dissolved gas can lead to a considerable reduction in critical heat flux in pool boiling, as illustrated by the results of Jakob and Fritz [151] shown in Fig. 15.62. The effect of dissolved gases diminishes with decreasing subcooling (increasing fluid temperature), the effect being minimal near saturation conditions. Effect of Gravity. Critical heat flux decreases with reducing gravitational acceleration (see for instance Fig. 15.42). The hydrodynamic theory of critical heat flux (see the following text section entitled Mechanisms) would suggest that critical heat flux increases with g0.25. Experiments over the range of 0.02 to 1.0 times the earth's normal gravity are reported by Siegel and Usiskin [152] and for the range of 1 to 100 times the earth's normal gravity by Adams [153]. For reduced gravity, the results show the predicted variation (q~it varies with g0.25). The enhanced-gravity experiments showed that the exponent fell to around 0.15 in the range from 1 to 10 times normal gravity but rose again to 0.25 for the range from 10 to 100 times normal gravity. Besant and Jones [154] found that the exponent decreased with increasing pressure. Effectof HeaterSize. Heated surfaces of small dimension tend to give higher critical heat fluxes than do surfaces of large size. Lienhard and Dhir [155] suggest a characteristic length scale L' above which the critical heat flux becomes independent of the heater size. L' is given by



L'=L[g(Pt-Pg)] °5~



(15.124)



where L is the characteristic dimension (the diameter for cylinders, spheres, and circular disks). L" had a value of around 2 for cylinders, around 8 for spheres, and around 15 for circular horizontal disks.
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FIGURE 15.62 Resultsof Jakob and Fritz [151] for the effect of dissolved gases on critical heat flux (from Rohsenow [2], with permission of The McGraw-Hill Companies).



Mechanisms of CHF in Pool Boiling.



The mechanism of the critical heat flux phenomenon in pool boiling has been the subject of widespread interest and controversy. Recent reviews relating to mechanisms are presented by Katto [157], Dhir [87], and Bergles [158]. The postulated mechanisms can be approximately classified into four types as follows:



1. Hydrodynamic instability mechanism. Here, instabilities occur in the vapor-liquid interfaces leading to the breakdown of the vapor release mechanisms and to vapor accumulation at the surface leading to critical heat flux.



2. Macrolayer consumption model Here it is postulated that the macrolayer formed under the vapor mushrooms in fully developed boiling (see Fig. 15.48) is totally evaporated in the time between the release of the mushroom-shaped bubbles.



3. Bubble crowding at the heated surface. In this postulated mechanism, bubbles (or vapor stems in the macrolayer) coalesce, leading to a reduction in the amount of liquid in contact with the wall and, hence, in the overall heat transfer rate, which begins to decrease with increasing wall superheat when this coalescence process begins.



4. Hot-spot heating. In this mechanism, a hot spot is formed whose temperature rises to a value at which it cannot be rewetted, thus initiating the CHF transition.
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Each of these postulated mechanisms is described in turn and, finally, an attempt is made at an overview of current understanding. Hydrodynamic Instability Mechanism. This mechanism was suggested by Zuber (Zuber [159], Zuber et al. [160]); the original Zuber hypothesis was for an infinite flat plate, and the situation is illustrated conceptually in Fig. 15.63.



Rj : a X ~ X / 4



FIGURE 15.63 Representation of Zuber model for vapor escape jets for a horizontal fiat plate (from Lienhard and Dhir [155], with permission of ASME). Zuber postulates that, provided vapor can escape from the layer of bubbles near the surface, thus preventing it from becoming too thick, the liquid phase can penetrate the layer, wetting the surface and preventing overheating leading to the critical heat flux phenomenon. Zuber postulates that the vapor escape mechanism is via the "vapor columns" illustrated in Fig. 15.63. He suggests that these columns occur because the vapor-rich layer adjacent to the surface is fundamentally unstable, i.e., a small disturbance in the interface between the layer and the surrounding liquid is amplified at a rate that depends on the wavelength of the disturbance ~,. This phenomenon is known as Taylor instability, and Zuber hypothesized that a rectangular square ray of jets was formed with a pitch ~, as shown in Fig. 15.63. Eventually, the velocity of vapor in the jets becomes so large that the jets themselves become unstable near the interface as a result of Helmholtz instability (of wavelength ~,H, as shown in Fig. 15.63). The breakup of the jets destroys the efficient vapor-removal mechanism, increases vapor accumulation at the interface, and leads to liquid starvation at the surface and to the critical heat flux phenomenon. If jet breakup occurs at a vapor velocity UH within the jets, the critical heat flux qc'ritis given by



mj q~'~t= pgitg-~ UI4



(15.125)



where A/is the area occupied by the jets and A is the total surface area. Zuber made the assumption that the jet radius R/is equal to Z,/4, giving Aj/A as 7[/16. Helmholtz instability theory gives UH as



( 27[0~1/2



(15.126)



where o is the surface tension. Various assumptions can be made about X.n; Zuber assumed that it was equal to the critical Rayleigh wavelength and thus to the circumference of the jet (~,n = 7[~/2). Lienhard and Dhir [155, 161] suggested that it is closer to the real physical situation to take ~,n = ~, where ~, is the selected value for the Taylor instability wavelength. Taylor instability theory gives the following value for the wavelength of maximum rate of growth of a disturbance ~,o:
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(15.127)



w h e r e g is the acceleration due to gravity. The minimum unstable Taylor wavelength ~.c is ~o/V3. The form derived for the critical heat flux is qc"it =



Kp~12i~g[Og(P,-pg)]l/4



(15.128)



where the value given for the constant K depends on the choices made for ~,H and k. Thus 1. For ~,n = 2rtRj = rcL/2 and k = ko, K = 0.119. 2. For Xn = 2rcRj= r~L/2 and k = ~,o K = 0.!57. 3. Zuber hypothesized that K would lie between the values given by choices 1 and 2 and suggested K = ~/24 = 0.131. 4. For ~,n = ~,O and k = ~,o, K = 0.149. The final value, due to Lienhard and Dhir, is probably closest to experimental data for flat plates. For a small plate, the number of jets may not be representative of those for an infinite plate, and this effect can lead to either higher or lower critical heat fluxes for small plates, depending on the relationship between ~, and the size of the plate (Lienhard and Dhir [161]). For the case of cylinders, a similar vapor jet formation phenomenon has been postulated to occur as shown in Fig. 15.64. The jets are suggested to have a radius equal to the radius of the cylinder plus the thickness 8 of the vapor blanket, as illustrated in Fig. 15.64c. The spacing of the jets depends on the cylinder size; the relationships involved have been investigated by Sun and Lienhard [162]. For small cylinders, the spacing of the jets is approximately ~,o, and the critical Helmholtz wavelength ~,n may be taken as the circumference of the jet (i.e., 2nRj). For larger cylinders, the spacing increases to approximately 2 jet diameters (Fig. 15.64b) and ~,n is approximately equal to ~o. The main difficulty in applying Zuber-type analysis to cylinders is the determination of 8, but Sun and Lienhard [162] and Lienhard and Dhir [155, 161] show that 8 can be related to the cylinder radius, the relationship being different for small and large cylinders. These relationships are stated on p. 15.63-15.64. Macrolayer Consumption Model Although the hydrodynamic instability model agrees well with much of the experimental data, the very extensive photographic studies that have been conducted on boiling (exemplified by those sketched in Fig. 15.48) indicate a quite different pattern of behavior as the critical heat flux is approached. Thus, vapor mushrooms are
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FIGURE 15.64 Vapor escape mechanisms in pool boiling from cylinders. (a) small cylinder; (b) large cylinder; (c) cross section (from Lienhard and Dhir [155], with permission of ASME).
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formed on top of the macrolayer as discussed on p. 15.42-15.45. This differs significantly from the picture forming the basis of the hydrodynamic instability model as illustrated in Figures 15.63 and 15.64. Haranura and Katto [163] postulate that the critical heat flux phenomenon occurs when the whole of the macrolayer is consumed during the hovering period x. The critical heat flux is then given simply by qc'rit = (1 -- aM)5oPt4g/X



(15.129)



where aM is the void fraction in the macrolayer (equal to Av/A where Av is the area of the vapor stems). In this model, relationships are needed for x, for aM, and for 50; for x, the Katto and Yokoya [102] relationship (Eq. 15.79) may be used. Haranura and Katto [163] postulated that the length of the vapor stem was limited by Helmholtz instability and that the stem length (macrolayer thickness) 50 at the point of release of the mushroom-shaped bubble would be given by 50 = ~ , n where ~ is a factor less than unity. Taking ~ = 0.25, and calculating ~,H using Eq. 15.126, Haranura and Katto obtained the following equation for 50: 2 tp)2 80 = 0.5nc~[(p~ + pg)/ptpg]aM(Pgttg/q •



(15.130)



Finally, Haranura and Katto obtained the following empirical relationship for the value of aM that is required to bring Eq. 15.129 into line with critical heat flux data:



aM = 0.0584(pg/p,) °2



(15.131)



Bubble Crowding at Heated Surface. In this mechanism, close packing of bubbles (or vapor stems) leads to a reduction in the heated surface area that is in contact with the liquid phase and, hence, to a fall in heat flux with increasing wall superheat. A model of this type was proposed in 1956 by Rohsenow and Griffith [164], but the method became less popular as the hydrodynamic instability model became more widely accepted. However, Dhir and Liaw [165] have postulated a somewhat analogous model in order to explain the effect of contact angle on critical heat flux as observed by Liaw and Dhir [150] and illustrated in Fig. 15.61. Dhir and Liaw [165] measured void fractions as a function of distance from the wall. The void fraction passed through a maximum value (0~max),and this maximum value depended on the heat flux as illustrated in Fig. 15.65. For well-wetting fluids, the peak void fraction reaches a value close to unity at the critical heat flux condition, and this implies that no liquid may be transferred to the surface under these conditions. For systems with larger contact angles, the peak void fraction was lower than unity, its value at the criti1.1 , -., f • cal heat flux condition decreasing continuously with increasq , , ~ q~i,musm-,4 s m SI.T nun ing contact angle. This implies that, for partially wetting kt~,tm)l I 1.11 O ~..gO" fluids, liquid access to the surface is available at the critical heat flux condition, and this led Dhir and Liaw [165] to pos0 MI" tulate the model shown schematically in Fig. 15.66. Assum0.9 6 27" ing an idealized square array of vapor stems, the ratio of the V 14" q,.. fnzm wetted periphery Ps of the stem to the stem spacing L rises H y ~ Who.ry I 0.8 with increasing stem diameter Dw and reaches a maximum for Hariza~ Surface when the stems begin to merge when Dw/L = 1. At this con(ZOO, ~959) dition, the void fraction would be rt/4. With further increase 0.7 in Dw, Ps decreases rapidly and, consequently, the heat flux decreases, signifying a critical heat flux condition. The influ0.6 ence of contact angle on critical heat flux (see Fig. 15.61) would presumably arise from the fact that the number of 0.50 , i I , I • I . nucleation centers (and hence vapor stems) increases with 40 8O q (W/cm t ) increasing contact angle. Hot-Spot Heating. This mechanism has been investiFIGURE 15.65 Dependence of maximum void fraction on heat flux (from Dhir and Liaw [165], with per- gated by Unal et al. [169]. The stages envisaged are that, on mission of ASME). departure of the vapor mushroom in the fully developed
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FIGURE 15.66 Variation of stem periphery with steam diameter for an idealized square array of vapor stems (from Dhir and Liaw [165], with permission of ASME). boiling region, the surface is wetted by flesh liquid and the vapor stems are recreated. At the bottom of the stems, a liquid microlayer is evaporated; the base of the stem is dry and its center temperature rises quickly as a result of the continued heating of the wall. When the next vapor mushroom departs, the dry zone at the base of the vapor stem is rewetted provided that the temperature it has reached during the mushroom hovering period is low enough to allow such rewetting. If the temperature is too high, then rewetting is inhibited and the hot spot becomes permanent and may grow, giving a mechanism for CHE Using available data for macrolayer thickness, nucleation site density and near-wall void fraction, Unal et al. carried out calculations on the transient heat transfer and demonstrated that, indeed, it seemed possible that the wall temperature at the center of the base of the vapor stem could reach the minimum film boiling temperature (see below), which gave at least a prima facie case for this mechanism. Overview. There still seems to be considerable controversy about the mechanism of critical heat flux in pool boiling. The classical hydrodynamic instability model seems inconsistent with visual observations of the phenomena, though it is extremely difficult to view what is happening in the region close to the surface. Dhir [87] points out that the near-wall void fraction is not well represented by Eq. 15.131 and that instabilities of the vapor stems have not been discerned from visual observations. Furthermore, the macrolayer consumption model is unable to explain the effect of wetting angle on the critical heat flux. The vapor stem merging model of Dhir and Liaw [165] seems appealing for partially wetting fluids, and the observa-
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tion of near-wall void fractions close to unity for well-wetting fluids seems to support the idea that there is a change in mechanism (perhaps to something like the hydrodynamic instability mechanism) for this case. The hot-spot mechanism of Unal et al. [169] is an interesting one and needs further investigation; however, Dhir [87] argues that the processes are steady-state rather than transient, with the vapor stems remaining in place between successive vapor mushroom departures. This area seems ripe for more detailed investigation.



Correlations f o r CHF in Pool Boiling. Most correlations for critical heat flux in pool boiling have been of the form indicated in Eq. 15.128. Although this equation was introduced in the context of the hydrodynamic instability model of Zuber [159, 160], the form of the equation was derived some years earlier by Kutateladze [166]. Thus, the use of the equation is not necessarily associated with any physical model. In the following text, equations will be given for the most usual practical cases of horizontal flat plates and horizontal cylinders; relationships for other shapes are discussed by Lienhard and Dhir [155, 161]. Large Horizontal Flat Plates. Here, the form of Eq. 15.128 suggested by Lienhard and Dhir [155, 161] is recommended as follows: q c"rit 0.149p 1~2i~g[r~g(pl- pg)],/4 =



(15.132)



The correlation is accurate to about +_+_20percent and has the following main limitations: 1. It is for saturated pool boiling only; if the liquid in the pool is subcooled, the critical heat flux is higher. 2. It is applicable only to large plates. The characteristic dimension of the plate L (m) should obey 32.6 L > [g(p,_ pg)/a]l~2



(15.133)



where L is given by the shortest side for a rectangular plate or by the diameter for a circular plate. For smaller plates, Lienhard and Dhir [155, 161] suggest that the critical heat flux could be either higher or lower; they ascribe this (using the hydrodynamic instability theory) to the number of jets that could be accommodated on the plate. 3. Effects of liquid viscosity are not included in Eq. 15.132, although critical heat flux for viscous liquids is higher than that for those with low viscosity. A more detailed correlation taking viscosity effects into account is given by Dhir and Lienhard [167]. To use Eq. 15.132, the viscosity number Vi as defined by DI(~ 3/4



Vi= kt,gl/4(p,_ 9g)3/4



(15.134)



should be greater than 400. 4. The correlation does not apply to liquid metals; a discussion of this case is given by Rohsenow [168].



Horizontal Cylinders.



Here, the critical heat flux is given by Leinhard and Dhir [155.161]



q'~t = Kp~g/Eitg[C~g(P,- pg)]l/4



(15.135)



where the constant K is given by K = 0.118 K-



0.123



(R,)I/4



for R' > 1.17



(15.136)



for 1.17 > R' > 0.12



(15.137)
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R" : R[g(Pt-Pg)] 1/2 o



(15.138)



where R is the cylinder radius. The correlation given by Eqs. 15.135-15.138 is accurate to around +_20percent and has the following main limitations: 1. It does not apply to very small cylinders (i.e., R' < 0.12). 2. It applies only for low-viscosity systems (i.e., Vi > 400). A correlation for viscous fluids is described by Dhir and Lienhard [167]. 3. The expression will not apply accurately to short cylinders (typically the cylinder should be at least 20 diameters long for the equation to be applied). 4. The correlation is for saturated fluids; the effect of liquid subcooling can be taken into account using Eq. 15.122. 5. The correlation does not apply accurately to liquid metals; again, this case is discussed in some detail by Rohsenow [168]. The correlations given here are also limited to well-wetting fluids; increase in contact angle gives a decrease in critical heat flux as discussed previously.



Prediction of Pool Boiling CHE The pool-boiling case is unusual in that correlations and prediction methods are commonly based on mechanistic models. These models were introduced previously; in general, prediction methods based on the hydrodynamic instability model are applicable only for well-wetting fluids. For partially wetting fluids, the model of Dhir and Liaw [165] appears promising, though the alternative interpretation of Unal et al. [169] indicates the remaining uncertainties. One may conclude, therefore, that prediction of critical heat flux in pool boiling is still surrounded by mechanistic uncertainties and that recourse must be had to the reasonably well-established correlations (notwithstanding their deficiencies as listed previously).
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FIGURE 15.67 Variation of pool-boiling critical heat flux with composition and pressure for ethanol/ benzene mixtures (from Afgan [170],with permission of Taylor & Francis, Washington, DC. All rights reserved).



CHF in Pool Boiling of Multicomponent Mixtures. Critical heat flux in binary and multicomponent mixtures can be very different from that calculated based on the average physical properties of the mixture. Early data in this area are typified by the results of Afgan [170] for the boiling of ethanol/benzene mixtures (which form an azeotrope), which are shown in Fig. 15.67. In contrast to the results obtained for nucleate boiling heat transfer coefficient (see Fig. 15.54), the critical heat flux is increased on either side of the azeotrope as shown. Van Stralen [171] noted that the critical heat flux in these early experiments reached a maximum when the value of (y -50 (see Fig. 15.56) reached a maximum; this condition also corresponded to the minimum bubble growth rate. Because of mass transfer limitations, the interface temperature is higher than that for equilibrium. This produces what Reddy and Lienhard [172] call induced subcooling in the bulk liquid, and these authors suggest that the increased critical heat flux is analogous to the increase in heat flux
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with subcooling found with single components. Reddy and Lienhard developed a correlation for critical heat flux based on this concept, which (in the form stated by Fujita and Bai [173]) is as follows: q'crit =



(q'~t)id(1



--



0.170Ja°3°8) -1



(15.139)



where (q ctfit)id is the ideal mixture critical heat flux calculated from Eq. 15.135 with a value of K given by K = KI~I + K2~2



(15.140)



where K1 and K2 are estimated (in the case of cylindrical heaters) from Eqs. 15.136 and 15.137 for the respective pure components. Ja e is given by Jae-" (plCplATbp)/(pgifg)



(15.141)



where ATbp is the bubble point to dew point temperature difference as illustrated in Fig. 15.56. More recent work has shown that the enhancement of critical heat flux does not always occur for binary mixtures; indeed, the critical heat flux can sometimes be reduced relative to the ideal value. A possible explanation for this variability arises from the influence of surface tension differences (Marangoni effects). This possibility was first suggested by Hovestreijdt [174] in 1963, and this suggestion has been developed into the form of a correlation by Fujita and Bai [173]. Flows induced by surface tension differences (Marangoni flows) will be expected to increase CHF in so-called positive mixtures whose surface tension is decreased with increasing concentration of the more volatile component; negative mixtures have the opposite effect and, it is suggested, would decrease the CHE Fujita and Bai [173] give the following correlation accounting for these effects: [



1Ma1143] -1



it"~t = (qc'~t)id 1 -- 1.83 X 10-3 Ma



(15.142)



where the Marangoni number Ma is defined as Ma = (A(~/ptv~)[~/g(p,- pg)]1/2Pr,



(15.143)



where ~)l is the liquid kinematic viscosity and Aa is defined as A(~= ~ o - ~B



(15.144)



where (~o and (~Bare the surface tensions at the dew point and bubble point corresponding to concentration ~1, respectively. Good qualitative and quantitative agreement was obtained using this relationship, including the prediction for azeotropes. It may be possible to include such effects in more analytical models, for example the model of Lay and Dhir [104].



Mitigation of Pool Boiling CHE



Mitigation of the critical heat flux phenomenon is reviewed in detail by Collier and Thome [3]. Some brief examples of mitigation methods follow:



1. Finned surfaces. Here, thick fins or studs are attached to the surface and heat is conducted along them. Near the original surface, film boiling occurs but excessive temperature rises are avoided by thermal conductance along the fins to regions where nucleate boiling prevails. Typical work on this area is that of LeFranc et al. [175] and Haley and Westwater [76]. 2. Electrical fields. Here, electrohydrodynamic (EHD) methods are used to enhance CHE Increases of up to around a factor of 5 are possible by this technique. An example of this work is that of Markels and Durfee [177], who obtained an increase in CHF by a factor of 4.5 by the application of 7,000 volts DC to a 9.5-mm tube in pool boiling of isopropanol at atmospheric pressure.
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3. Ultrasonic vibration. Several authors have investigated pool boiling in ultrasonic fields. An example here is the work of Ornatskii and Shehebakov [178], who observed increases in CHF of between 30 and 80 percent, with the improvement increasing with increasing subcooling. A 1-MHz ultrasonic field was employed. As was discussed in the section on multicomponent mixtures, enhancement of CHF may also be obtained in pool boiling of multicomponent mixtures.



Heat Transfer Beyond the Critical Heat Flux Limit in Pool Boiling Referring to the schematic pool-boiling diagram in Fig. 15.32, we see that there are two distinct regions of heat transfer behavior in the region beyond the critical (maximum) heat flux. These are, respectively, transition boiling, in which the heat flux decreases with increasing wall temperature and, film boiling, in which the heat flux begins to increase again with wall temperature. The two regions join at the point of minimum heat flux corresponding to a temperature defined as the minimum film-boiling temperature (Tmin). Again, there has been a vast amount of work on post-CHF heat transfer in pool boiling, and it is impossible to even list it in the space available. Recent reviews on transition boiling heat transfer are those of Auracher [179] and Sakiurai and Shiotsu [180], the latter review also dealing in detail with the minimum film-boiling temperature. Fihn boiling is perhaps the only region of boiling where well-founded theoretical treatment can be made in terms of the governing equations for fluid flow and heat transfer. An excellent presentation of these fundamental relationships is given in the book by Carey [4].



Parametric Effects in Post-CHF Pool Boiling Effect of Pressure. The effect of pressure on pool boiling has been investigated by Pan and Lin [181], whose results are shown in Fig. 15.68. The effect of pressure is quite complex, changing from the nucleate boiling region into the transition boiling region and finally into the film-boiling region. At a given wall superheat in the transition boiling region, the heat flux decreases with increasing pressure, whereas in the film-boiling region, the heat flux increases
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WALLSUPERItEAT(K) FIGURE 15.68 Effect of pressure on the pool-boiling curve for water on a copper surface (from Pan and Lin [181], with permission from Elsevier Science).
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with increasing pressure at a given superheat. The calculated results in Fig. 15.68 show that the wall superheat at the minimum heat flux decreases with pressure. However, since the saturation temperature increases with pressure, the value of Wminincreases with pressure despite the fall in wall superheat. This is consistent with the results of Sakurai and Shiotsu [180] shown in Fig. 15.69; Sakurai and Shiotsu show that the minimum film boiling temperature for boiling of water from cylinders increases with increasing pressure, approaching the homogeneous nucleation temperature at high pressures. Effect of Subcooling. Increasing the subcooling increases the heat flux in the transition boiling and film-boiling regions. Results obtained by Tsuchiya [182] illustrating the effect in the transition boiling region are shown in Fig. 15.70. Figure 15.71 shows data for heat transfer coefficient in film boiling; the heat transfer coefficient increases with increasing subcooling and decreases, at a given subcooling, with increasing values of ATsat, the wall superheat. Effect of Surface. The roughness and contact angle of the surface have a significant effect in the transition boiling region but little or no effect in the film-boiling region. A review of surface effects in transition boiling is presented by Auracher [179]. Increasing surface roughness increases the heat flux at a given surface temperature in the transition boiling region. The heat flux tends to decrease with increasing contact angle, and Shoji et al. [183] observed the remarkable transition at high contact angles illustrated in Fig. 15.72; a new form of film boiling was observed with a much lower minimum film-boiling temperature. Effect ofAngle of Surface. EI-Genk and Guo [184] investigated the effect of angle of inclination on transition pool boiling of saturated water. They used a transient (quenching) technique and their results are shown in Fig. 15.73. The angle of inclination of the surface was changed systematically from zero (downward-facing) to 90° (vertical). The heat flux at a given wall superheat increased with increasing angle; the most rapid change was between a downward-facing surface and a surface inclined at only 5°. The effect of angle in the film boiling region has been investigated by Nishio et al. [185] for the case of saturated film boiling of liquid helium. These results are illustrated in Fig. 15.74; here the angle is defined relative to an
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FIGURE 15.69 Effectof subcooling on transition boiling of water at atmosphericpressure on a 20-mmdisk heater (results of Tsuchiya [182] quoted by Katto [157]; reproduced with permission from ASME).
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Heat transfer coefficient in film boiling of



water from a 3-mm-diameter cylinder (from Sakurai and Shiotsu [180], with permissionfrom Taylor & Francis, Washington, DC. All rights reserved). upward-facing surface and the results are related to the theoretical value for a vertical surface. The heat transfer coefficient has a peak for the vertical surface, decreasing somewhat with angle for upward-facing surfaces and more sharply with angle for downward-facing surfaces



Mechanisms of Post-CHF Heat Transfer in Pool Boiling.



It is convenient to divide the discussion of mechanisms into three areas, namely transition boiling, film boiling, and minimum film boiling temperature. Transition Boiling Mechanisms. A detailed review of mechanisms of transition boiling is given by Auracher [179]. A key feature of the transition boiling region is that a fraction of the surface is in contact with the liquid phase; the extent of liquid contact can be determined using electrical methods and typical results are shown in Fig. 15.75. Though the results in Fig. 15.75 show that the fraction of liquid contact is close to unity at the critical heat flux point, it should be pointed out that there is a large discrepancy between data reported by various investigators The contact fraction falls to near zero at the minimum heat flux (MHF) condition. Thus, the heat flux in transition boiling can be expressed formally in terms of the expression q"= Fq7 + (1 - F)q~



(15.145)



where q7 and q~ are the average heat fluxes during the periods of liquid contact and vapor contact, respectively, and F is the fraction of liquid contact (as shown in Fig. 15.75). The concept of partial liquid contact in transition boiling is consistent with the macrolayer theory of fully developed boiling as discussed earlier. In fact, Dhir and Liaw [103] extend their model (as illustrated in Fig. 15.51) into the transition boiling region. Thus there is a continuous development of macrolayer behavior from the fully developed boiling region into the CHF region (where vapor stems begin to coalesce) and through the transition boiling region until the surface is completely covered by vapor at the minimum heat flux (Tmin) point.
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Film Boiling. In film boiling, a vapor layer is formed that separates the solid surface from the liquid phase. Thus, film boiling is not dependent on the detailed microstructure of the surface; essentially, the heat transfer process is governed by conduction, convection, and radiation across the vapor layer. The contribution of radiation is, of course, governed by the emissivity of the solid surface, but the radiation component is usually quite small relative to the other components. Thus film boiling is in general a much more predictable mode of heat transfer than is nucleate or transition boiling, and this has led to an enormous amount of work in the area. Figure 15.76 shows various modes of film boiling. For vertical flat plates, spheres, and cylinders, a vapor layer is formed that flows upward over the hot surface as shown in Fig. 15.76a and b.
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Modes of film boiling. (a) vertical flat plate; (b) sphere or cylinder; (c) horizon-



These modes of heat transfer shown in Fig. 15.76a and b have some analogies with film condensation (though the flows are in the opposite direction, of course!) and the analytical expressions have some similarity to those derived in condensation. When the boiling occurs from a horizontal plate, the vapor release mechanism is more complex as shown in Fig. 15.76c. A beautiful regular pattern of bubbles is formed on the vapor-liquid interface due to classical Taylor instability. The theoretical background for such instability is given, for instance, by Carey [4]; briefly, the surface separating the vapor and the liquid is unstable to small perturbations. Perturbations of wavelength ko ("most dangerous wavelength") are the ones that grow most rapidly and have been usually associated with the bubble behavior shown in Fig. 15.76c. Many of the correlations and prediction methods for film boiling on horizontal surfaces had their origin in the analysis of such instabilities. Minimum Conditions for Film Boiling. Zuber [159] suggested that the minimum heat flux q~in for film boiling (corresponding to the minimum film boiling temperature Tmin)would occur when the vapor production rate required by the Taylor instability mechanisms sketched in Fig. 15.76 became greater than the generation rate of vapor by the process of conduction, convection, and radiation heat transfer from the surface to the vapor-liquid interface. The following expression was obtained for the minimum heat flux q"min."



.



[go(P, - Pg) ]



q min = C2Pgilg _ ( p / + pg)2



TM



(15.146)



where C2 is a constant introduced to take account of differences from the linear instability theory; Berenson [186] fitted data for pool-boiling minimum heat flux on a flat plate with C2 = 0.09. A modified form of Eq. 15.146 has been derived by Lienhard and Wong [187]. However, the Zuber/Berenson form of the equation seems incapable of predicting the effect of
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pressure on Tmin, as shown in Fig. 15.70. Sakurai and Shiotsu [180] present a convincing case that Tmin is related to the temperature Tt that is reached at the liquid-solid interface when the liquid and solid are brought into contact. Sakurai and Shiotsu [180] suggest the following equation for 7'i: 7"i= 0.92Tc11 - 0.26 exp(-20Pr(1 + 1700]Pc)-1)}



(15.147)



where Tc is the critical temperature, Pc is the critical pressure, and Pr is the reduced pressure (=P/Pc). 7'i approaches the homogeneous nucleation temperature at high pressures.



Correlations for Post-CHF Heat Transfer in Pool Boiling



Transition Boiling. An approximate method of predicting transition boiling is simply to linearly interpolate between the critical heat flux (q'~rit) and minimum heat flux (q'mi,) conditions on the boiling curve. Based on a model for transition boiling, Ramilison and Lienhard [189] proposed the following correlation for predicting heat flux in the transition boiling region:



where:



Bi* = 3.74 x 10-6(ja*)2K



(15.148)



(q"-q~)~ ks[T.,- T~at(Pt)]K



(15.149)



Bi* =



Ja* : (psCps)(Td~,- Tw)



x =



K:



(15.150)



[ g,(p, (~_ p,) 1TM



(15.151)



kt/(x~ ;2



(15.152)



kt/a~/2 + ks/CX~/2



In the above expressions, q~o is the film-boiling heat flux predicted at the given wall superheat; Ps, cps, ks, and CXsare the density, specific heat capacity, thermal conductivity, and thermal diffusivity of the heating wall material, at is the thermal diffusivity of the liquid phase, and Tap is the wall temperature at which liquid contact starts (roughly equivalent to Train). Ramilison and Lienhard [189] gave the following expression for the calculation of Ta~,:



7%- rs= = 0.97 exp(-0.00060~ 8) Thn-- Tsa t



(15.153)



where ~a is the advancing contact angle, and Th, is the homogeneous nucleation temperature, which was calculated from the expression



Th,, = 0.932 + 0.077



T~



(15.154)



It should be noted that Eqs. 15.153 and 15.154 differ from expressions given earlier in this chapter for Tm~nand for Th,. However, these equations are given here for consistency with the above correlation. Film Boiling. A bewildering range of relationships exists in the literature for film-boiling heat transfer. Usually, these relationships have some basis in theory, though it is also usual for empirical constants to be included to bring the theoretical framework into line with experimental data. Extensive surveys of film-boiling relationships are given by Carey [4] and Tong and Tang [5]. Because of the low heat transfer coefficients encountered in film boiling, the surface temperature can be very high, and this can lead to a significant radiation component in the heat flux. It is usual practice to define a total heat transfer coefficient h as the sum of a
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h = hc + Jhr



(15.155)



hr is given by



[



os



hr = 1/es + 1/el- 1



T ~ - T~at



where Os is the Stefan-Boltzmann constant and e, and e~ are the emmisivities of the solid and liquid surfaces (e~ is often close to unity and is not included in many of the expressions for h~). J is often assigned a value of 0.75, though a more accurate correlation for J for cylinders has been developed by Sakurai and Shiotsu [180] and is presented below. First we consider correlations for he. Here, just a few correlations are selected from the literature to cover the most common geometries. Vertical Flat Plates. Following the earlier work by Bromley [190] on cylinders (see below), Hsu and Westwater [191] derived an expression for laminar film boiling on a vertical plate that is analogous to that for laminar film condensation. The average value of h~ over a plate of height L is given by



[



hc = 0.943 g(Pl



- Pe,)pgkgl tg ] TM 3 "'



Cgg(Tw- Tsat)



(15.157)



where the physical properties are evaluated at a temperature corresponding to (Tw + Tsat)/2 and where i~gis a corrected latent heat of vaporization (introduced to allow for sensible heating of the vapor film) defined as



( Ccpg(Tw - Tsat)] i~g= i~g 1 + -



llg



(15.158)



This corrected form of latent heat is often used in expressions for film boiling; the constant C is assigned various values, the particular value used by Hsu and Westwater being C = 0.34. It should be noted that the local heat transfer coefficient varies along the vapor film, generally decreasing with increasing length of film. For a long enough plate, waves begin to appear on the film surface; a detailed analysis taking account of such waves is presented by Bui and Dhir [192]. Another effect is that the film eventually becomes turbulent. We may define a Reynolds number for the vapor film (Reg) as R e g - 4rgL gg



(15.159)



where FgL is the mass flow per unit periphery of the surface at distance L along the surface. FgL is given as



FgL = q"L/itg



(15.160)



Hsu and Westwater [191] recommend the following expression for hc for Reg in the range 800-5000:



12 p,)g ]1/3= 0.002Re °6 hc [ k3p~(p~.~-



(15.161)



Horizontal Flat Plates. For this case, the classical correlation is that of Berenson [186]. This correlation was derived on the basis of a model describing the bubble release mechanism shown in Fig. 15.76c. Berenson obtained the following expression for h~ for these conditions:
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where o is the surface tension. Here, i~gis obtained from Eq. 15.158 with C = 0.50. An extension of this model to take account of turbulence is described by Klimenko [194]. Horizontal Cylinders. The horizontal cylinder has been the most widely studied case of film boiling. Again, there is a strong analogy with condensation (see Fig. 15.76b) and the classical expression for this case is that due to Bromley [190] as follows:
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where D is the cylinder diameter and where i~gis obtained from Eq. 15.158 with C = 0.68. The Bromley equation (though still widely used) can give significant errors under a variety of conditions. An extensive exercise on the correlation of pool film-boiling heat transfer from cylinders is reported by Sakurai and Shiotsu [180], whose expression for the mean convective heat transfer coefficient is expressed in dimensionless form as follows:
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(1 + 2/Yug) where
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and where the parameter K is a function of nondimensional diameter D' defined as follows: D ' = D[g(p,- pg)/O]'r2
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The relationship between K and D' is as follows: K = 0.415D '1/4



for D' > 6.6



(15.167)



K = 2.1D'/(1 + 3D')



for 1.25 < D' < 6.6



(15.168)



K = 0.75/(1 + 0.28D')



for 0.14 < D' < 1.25



(15.169)



The parameter M* is given by M* = {Grg Prg i~g/[Cpg(Tw- Tsat)]}V



(15.170)



where i~g is calculated from Eq. 15.158 with C = 0.5 and where the vapor Grashof number (Grg) and Prandtl number (Prg) are calculated from the expressions Grg = gOa(p,-



pg)/(pgVg2)



Prg = CpgBg/kg
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The parameter ~ in Eq. 15.170 is introduced to take account of subcooling, sensible heating, and the relative motion of the vapor interface. It is given by V = {E3/[1 + where
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Ka = [0.93Pr °22 + 3.0 exp(-100SpPr~ Sc°8)][0.45 x 10s Pr~ &/(1 + 0.45 x 105 Prt Sc)]



(15.182)



The justification for such a complex correlation seems to be that it covers a very wide range of fluids (including liquid metals), cylinder diameters, and subcoolings. It was shown to fit a very wide range of data and to perform much better than the Bromley equation (Eq. 15.163) and a variety of other earlier correlations. Radiation Correction Factor Bromley [190] suggested a value of J = 0.75 as a multiplier for the radiation heat transfer coefficient in Eq. 15.155. Detailed analytical studies by Sakurai and Shiotsu [180] show that J can vary over a wide range; they fitted the following expression to their analytical results for cylinders:



where where



J : F + (1 - F)/(1 + 1.4hc/hr)



(15.183)



F : [1 - 0.25 exp(-O.13Spr)] exp(-0.64R °6° Prt-°45 Sd'73Slr1)
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If the value of F calculated from Eq. 15.184 is less than 0.19, F should be taken as 0.19.



Prediction of Post-CHF Heat Transfer in Pool Boiling. Since film boiling often has a reasonably well-established geometry (see Fig. 15.74), it has been the subject of a great deal of effort in prediction. Such prediction methods are reviewed by Carey [4] and more recent prediction activities are reviewed by Sakurai and Shiotsu [180]. These prediction efforts have essentially been built into the previously given empirical correlations for film boiling. For transition boiling, there are greater uncertainties about the precise mechanisms, though models have been developed based on assumptions about the behavior of vapor jets under the macrolayer (Dhir and Liao [165], Shoji [195]). Post-CHF Pool Boiling Heat Transfer with Multicomponent Mixtures. In the transition boiling region, Happel and Stephan [196] have shown that the effect of having binary mixtures rather than pure components was qualitatively similar to that observed in nucleate pool boiling as discussed above (p. 15.51-15.53), i.e., causing a net reduction in heat transfer coefficient. The minimum heat flux may be expected to be greater for binary mixtures compared with an equivalent pure fluid. Collier and Thome [3] and Yue and Weber [197]) have shown that, in the film-boiling region, the net effect of the concentration of the less volatile phase at interface is to increase the heat transfer coefficient relative to that expected for the mean properties of the mixture. Thus, equations of the type given earlier underpredict the heat fluxes by typically 30 percent.



Enhancement of Post-CHF Heat Transfer in Pool Boiling.



Thome [139] shows that both transition and film-boiling heat transfer coefficients are increased when porous surfaces of the type discussed previously are used. The influence of high-voltage electrical fields on film-boiling heat transfer was investigated by Verplaetsen and Berghmans [198], who suggest that, typically, a fivefold increase in heat transfer coefficient in the film-boiling region can be achieved with electrically conducting liquids.
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CROSS FLOW BOILING In the pool-boiling situation described previously, boiling occurs from a heated surface mounted in a static pool of liquid. Of course, even in the pool-boiling case, circulation of liquid occurs within the pool, contributing to natural convection heat transfer from the surface. However, there are many situations in which flow across the heated surface occurs, and boiling in these circumstances is usually referred to as cross flow boiling. Examples of cross flow boiling would be boiling from a horizontal cylinder or a sphere with a flow passing upward around the object. Though there are practical applications of such cases, the most common example of cross flow boiling is that of boiling in a horizontal bundle where boiling occurs from the surfaces of an array of (usually horizontal) tubes over which the fluid flows in a direction normal to the tube axis Typical process industry applications are in horizontal thermosiphon and kettle reboilers. In the horizontal thermosiphon reboiler (Fig. 15.77), flow over a heated tube bundle is induced by natural circulation through the loop from the distillation tower as shown. In the kettle reboiler (Fig. 15.78) there is no recirculation through the boiler, the generated vapor leaving the surface of the liquid and passing back to the distillation column as shown, q-he kettle reboiler has often been considered in terms of a direct analogy with pool boiling, but it is probably more correct to think of it as a case of cross flow boiling since circulation is induced within the liquid pool as a result of boiling in the bundle as illustrated in Fig. 15.79. Although cross flow boiling in tube bundles is in some ways related to cross flow boiling across single tubes, it also has a relationship to the case of forced convective boiling in channels (which will be dealt with later). As seen from Fig. 15.79, there are vertical "channels" between the rows of tubes, and the flow up these channels may behave in a way that is analogous to flow boiling in tubes. The reviews of Whalley [199] and Jenson [200] relate specifically to external flow boiling and shellside boiling.
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Heat Transfer Below the Critical Heat Flux Limit in Cross Flow Boiling



Pre-CHF Cross Flow Boiling from Single Tubes. Data for boiling in cross flow over a single tube have been obtained by a number of authors including Yilmaz and Westwater [201], Singh et al. [202, 203], and Fink et al. [204]. It is found that the existence of a cross flow velocity has a considerable effect on the behavior, even at very low velocity. The results obtained are exemplified by those of Fink et al. [204], illustrated in Fig. 15.80. The heat flux at a given wall superheat increases with fluid velocity at low wall superheats but there is much less effect of fluid velocity as the fully developed boiling region is entered at higher wall superheats. Data like those shown in Fig. 15.80 can be predicted by the super-position model of Bergles and Rohsenow [205] in which the heat flux for nucleate boiling at the given wall superheat (calculated using the correlations given previously) is added to the heat flux for single-phase forced convective flow over the tube.
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FIGURE 15.80 Effect at cross flow velocity on boiling from a single tube (from Fink et al. [204], with permission from Taylor & Francis, Washington, DC. All fights reserved).
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Pre-CHF Cross Flow Boiling from Tube Bundles.



Cross flow heat transfer in tube bundles is highly complex, particularly when the flow and heat transfer are strongly coupled as in natural circulation in the case of kettle reboilers (see Fig. 3-0.~::::: }.6'~;0:,~:~ 3"0 15.79). Leong and Cornwell [206] measured the average coefficient on each tube in a model simulating a kettle reboiler. They mounted 241 tubes 19.05 mm in diameter and 25.4 mm long in a square array between vertical pipes in an arrangement simulating a kettle reboiler. Each tube was electrically heated using cartridge heaters and the wall temperatures were determined, giving a value for the heat transfer coefficient. The fluid boiled was refrigerant 113 at atmospheric pressure. Contours of heat transfer coefficient were plotted and are illustrated in Fig. 15.81. The dots repreFIGURE 15.81 Contoursof heat transfer coefficient (KW/m2K) in a simulated kettle reboiler experiment sent the positions of the tubes. As will be seen, very large (from Leong and Cornwell [206], with permission). variations in heat transfer coefficient occurred in the bundle, arising from the increase in flow quality. Such large variations do not occur at high mass fluxes and/or high heat fluxes [200]. Nevertheless, the average coefficients for tube bundles in the pre-CHF region are higher than those for single tubes, as is illustrated by the data of Palenet al. shown in Fig. 15.82. Gorenflo et al. [208] carried out experiments in which the influence on heat transfer of bubbles generated from a lower tube was investigated. Typical results are shown in Fig. 15.83 (the lower tube was actually simulated using a U-shaped heater represented by the black dots in the sketch in the figure). Depending on the equivalent heat flux for the lower tube, the heat transfer coefficient for the upper tube varied considerably as shown. The influence of the lower tube became less at high heat fluxes. The influence of bubbles generated upstream has been investigated experimentally and analytically by Cornwell [209, 210]; bubbles arising from lower tubes impinge on the surfaces of upper tubes and slide around them. Between these sliding bubbles and the surface of the tube is a thin liquid layer that evaporates, contributing considerably to the heat transfer. The calculation of local heat transfer coefficient in tube bundles was considered by Polley et al. [211], who suggested that the coefficient could be calculated from the expression
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FIGURE 15.82 Comparison of average boiling curve for a tube bundle with boiling curve calculated for a single tube (from Palen et al. [207], with permission).
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FIGURE 15.83 Influence on boiling of bubbles generated on a lower tube (from Gorenflo et al. [208], with permission from Taylor & Francis, Washington, DC. All rights reserved). h = hec + hNB
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Here hNB is the nucleate boiling coefficient (calculated from equations analogous to those given previously) and hec is the forced convective component, which is related to the heat transfer coefficient ht for the liquid phase flowing alone across the tube bundle by the expression h°F c7- (4 l4- 01ht ),



(15.188)



where o~ is the void fraction (fraction of the free volume in the bundle occupied by the gas phase), which Polley et al. calculated from an equation due to Armand [212] as follows: tx =



0.833x x + (1 - X)pg/p,



(15.189)



where x is the flow quality (fraction of the mass flow through the bundle, which is in the vapor phase). Using Eqs. 15.187-15.189 it is possible to trace the variation of heat transfer coefficient through the bundle. If the heat flux and mass flux are both known, then the local quality x can be calculated from a simple heat balance. If the heat flux has to be calculated (taking into account the heat transfer from the heating fluid inside the tubes and also the local heat transfer coefficient on the boiling side), then the calculation becomes more complex, even if the mass flux is known. However, the mass flux is often governed by natural circulation and is related to the heat flux and vapor generation rate. A fairly complex iterative calculation is then required to establish the heat transfer conditions within the bundle. This approach has been followed by Brisbane et al. [213] and (in a simplified form) by Whalley and Butterworth [214]. Further information about the methods is given by Hewitt et al. [13]. Simplified methods that involve calculating heat transfer to tube bundles in kettle reboilers are presented by Palen [215] and Swanson and Palen [216]. Palen [215] recommends the following expression to obtain the heat transfer coefficient for boiling in a bundle: h = FbFchnB + hNc



(15.190)



where hNc is the coefficient for natural convection (approximately 250 W/m2K for hydrocarbons and around 1000 W/m2K for water); hNc does not become significant except at very low
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temperature differences. The factors Fb and Fc in Eq. 15.190 are correction factors to the pool boiling heat transfer coefficient hNB (calculated from the methods given previously) to account for the effect of circulation in the bundle and the influence of multicomponents, respectively. Fc may be calculated by the methods given in the section on the effect of multicomponent mixtures (for example, from Eq. 15.118), but Palen suggests that, for design purposes, a simple expression may be used as follows:



Fc =



1
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(15.191)



1 + O.023q"°15BR °'7s



Here q" is the heat flux and BR is the boiling range (difference between dew point and bubble point temperatures, K). The factor Fb has values typically in the range of 1.0-3.0. At heat fluxes typically above 50 k W / m 2, Fbis close to unity since the heat transfer is often in the fully developed boiling mode where convection has little effect. However, commercial kettle reboilers and flooded evaporators work typically in the range of 5-30 k W / m 2 and a typical Fb value for this range would be 1.5. Alternatively, Fb can be calculated from the following approximate formula from Taborek [217]: Fb = 1.0 + 0.1



( 0.785Db C,(pt/Do)2Do
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(15.192)



where Db and Do are the bundle and tube diameters and p, is the tube pitch. The constant C~ has a value of 1.0 for square and rotated square tube layouts and 0.866 for triangle and rotated triangle layouts. There has been an increasing interest in boiling from bundles of tubes with enhanced boiling surfaces. Such surfaces were described previously (see for instance Figs. 15.57 and 15.58). The papers of Bergles [135] and Jensen et al. [218] typify recent studies of boiling from bundles of enhanced surface tubing. Thonon et al. [219] report studies of boiling of n-pentane on low-fin tubing. Figure 15.84 shows typical results obtained by Jensen et al. [218] for boiling of
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refrigerant 113 in a vertical rectangular cross section bundle with electrically heated tubes; this arrangement allows both the heat flux and mass flux to be fixed. Wolverine Turbo-B and Linde High Flux tubes were used and their performance was compared to that of smooth tubes. As will be seen, increases in heat transfer coefficient of the same order as those obtained with single tubes in pool boiling were observed. The data shown in Fig. 15.84 are in the fully developed boiling region and there was little variation from tube to tube.



Critical H e a t Flux in Cross F l o w Boiling



CHF in Cross Flow Boiling from Single Tubes. Critical heat flux for pool boiling from single tubes was discussed previously. The influence of an upward cross flow over the tubes was investigated by Lienhard and Eichorn [220]; their results are illustrated in Fig. 15.85. In the absence of cross flow, and for small cross flow velocities, the vapor is released from the surface in the form of three-dimensional jets as illustrated (see also Fig. 15.64 for the poolboiling case). The classical interpretation of the critical heat flux phenomenon is that it occurs when these jets break due to Helmholtz instability and the vapor release mechanism begins to fail, thus allowing the buildup of vapor near the surface (see discussion on p. 15.59-15.60). As the cross flow velocity is increased, there is a transition (as illustrated in Fig. 15.85) to a two-dimensional jet and, subsequently, an increase in critical heat flux with increasing velocity. A correlation for critical heat flux in cross flow is given by Katto [101] and is as follows: M
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FIGURE 15.85 Criticalheat flux in cross flow over cylinders. (a) three-dimensionaljets; (b) two-dimensionaljets (fromLienhard and Eichorn [220],with permissionfrom ElsevierScience).
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CHAPTERFIFTEEN where U. is fluid velocity approaching the tube, Do is tube diameter, ~ is the surface tension, and K is given by K



= O.151(pg/pL)°467[1 + (pg/p,)]l/3



(15.194)



If the value for q'~rit is less than that for pool boiling, then the pool-boiling value should be taken (consistent with Fig. 15.85). A recent study on the influences of mixtures and tube enhancement on cross flow boiling over single tubes is that of Kramer et al. [221]. C H F in Cross Flow Boiling f r o m Tube Bundles. As was shown in Fig. 15.82, the critical heat flux for tube bundles tends to be less than that for single tubes (though the pre-CHF heat transfer coefficients are higher). Critical heat flux in bundles may occur by a number of different mechanisms; obviously, one limiting case would be the critical heat flux mechanisms applicable to pool boiling (see p. 15.58--15.63). Another mechanism might occur if flow into the bottom of the bundle was restricted and the critical heat flux phenomena would be limited by the ingress of liquid at the top of the bundle, the rate of which would be governed by the vapor generation rate (the "flooding" phenomenon). In this latter case, the onset of a critical heat flux phenomenon would occur at the bottom of the bundle, furthest from the point of liquid ingress. However, in most practical situations, liquid ingress at the bottom of the bundle is possible and, as the two-phase flow develops up the bundle, the annular mist flow regime occurs and the limitation is dryout of the liquid film on the surface of the tube (a situation rather similar to that occurring for forced convective boiling in tubes and described in detail on p. 15.123-15.128). Jensen and Tang [222] have developed a methodology for predicting critical heat flux in cross flow in tube bundles Annularmist/mist based on two-phase flow regime identification. They present a critical heat flux flow regime map as shown in Fig. 15.86. The map is in terms of local quality (x) and a parameter Cro, t~ Intermediate r e g i o ~ which was defined by Taitel and Dukler [223] in evaluating o (region 2)~f" . . . . . . . . iI flow patterns for horizontal pipes. Cro is defined as follows: ~ Transition/film boiling g 0.1 q J (region 1) > (p,-pg)Oo (15.195) Cro = gPn G2 0 .J



0.01 0.01



. 0.1



. I CTD



. 10



where Pn is the homogeneous density, which is related to the densities of the phases and the local quality as follows: 100 Pn =



FIGURE 15.86 Map of critical heat flux regimes for boiling in tube bundles in cross flow (from Jensen and Tang [222], with permission from ASME).
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and Do is the outside diameter of the tubes and G is a mass flux based on the minimum flow area between the tubes. Jensen and Tang suggest that the annular mist region (where the critical heat flux is governed by film dryout) occurs for qualities greater than Xa given by Xa = 0.432C°~ 98



(15.197)



The region in which the mechanisms of critical heat flux are similar to those for pool boiling (region 1 in Fig. 15.86) is bounded by Xa and by a transition quality xi to an intermediate region (region 2 in Fig. 15.86), with xi given by x i = 0.242C°~ 96



(15.198)



For region 1 (pool-boiling-type critical heat flux) the critical heat flux for staggered bundles is given by ( 10.1) q cPnt,1 -- q ctnt,, exp -0.0322 - W0.s85



(15.199)
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where q c"rit,,is the critical heat flux for a single tube in pool boiling for the corresponding conditions and W is given by the expression
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For the annular mist region (region 3), Jensen and Tang suggest the following expression: / " 0 165 Re4)OS58 q ttcrit.3 1.97 x -,,-,-5*"," Iv - Ottgt-.rb -
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where Re is the Reynolds number for the shellside flow (=GDo/iti). If conditions are such that the critical heat flux is occurring in region 2, then the transition qualities xa and xr are calculated for the value of Cro estimated from Eq. 15.195, using Eqs. 15.197 and 15.198, respectively. The critical heat fluxes q'mt.a and q'mt.r are calculated from Eqs. 15.201 and 15.199, respectively, corresponding to qualities x~ and xi, and the value of the critical heat flux in the intermediate region (region 2) is estimated by interpretation as follows: . . . . . . . q crit,2 = q crit,i nt- (q crit., -



[ x - xi ]



q crit,i)[



Xa _ Xi



(15.202)



Jensen and Tang also give relationships for in-line bundles. Application of Eqs. 15.195-15.202 requires a knowledge of local quality within the bundle. If the mass flux is known, then this can be obtained very simply from a heat balance, but if the mass flux is unknown and has to be calculated (as in kettle reboilers), then recourse must be had to methodologies of the type described by Brisbane et al. [213] and Whalley and Butterworth [214]. As in the case of heat transfer coefficient, simple methods have been developed for prediction of critical heat flux in tube bundles by Palen and coworkers (Palen [215], Palen and Small [224]), who relate the single tube critical heat flux (calculated by the correlations given previously on p. 15.6315.65) by a simple bundle correction factor (Oh as follows: pt
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where Ob is given by Palen [215] as (I) b =



where Db is the bundle diameter, L is the bundle length, and A is the total heat transfer surface area in the bundle. If Eq. 15.204 gives a value higher than unity for Oo, then it should be assumed that Ob - 1.0.



Heat Transfer Beyond the Critical Heat Flux Limit in Cross Flow Boiling



Post-CHF Heat Transfer in Cross Flow Boiling from Single Tubes. There have been relatively few studies of heat trans-
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FIGURE 15.87 Variationof Nusselt number around tube periphery for film boiling of refrigerant 113 on a horizontal tube (from Montasser and Shoji [225], with permission from Taylor & Francis, Washington, DC. All rights reserved).



fer in the post-CHF region in the presence of a cross flow. Montasser and Shoji [225] investigated film boiling of refrigerant 113 on a 3.3-cm horizontal heated cylinder. A typical radial distribution of Nusselt number (=hDo/kg) is shown in Fig. 15.87. The large peak at the stagnation point will be observed (this is where the vapor film is thinnest), and Montasser and Shoji demonstrated the importance of the cross flow velocity on the heat transfer coefficient (which increases with increasing velocity). To obtain a conservative estimate of the heat transfer coefficient in film boiling, therefore, the relationships described earlier (p. 15.71-15.74) for pool boiling can be used.
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CHAPTERFIFTEEN An early correlation for the effect of cross flow in film boiling from cylinders was that of Bromley et al. [226], who suggested that, for



U. > 2V~Oo the convective heat transfer coefficient in film boiling sion cone



(15.205)



(hc) can be estimated from the expres-



hc = 2.7[ Uo.kgpg(itg~)_o_A_~sat + O.4cpgATsat)l]1/2



(15.206)



This relationship has not been extensively tested.



Post-CHF Heat Transfer in Cross Flow Boiling from Spheres. There has been a considerable interest in post-CHF heat transfer from spheres (particularly in the transient cooling case) because of the importance of heat transfer to dispersed nuclear fuel materials in postulated nuclear accident situations. Film-boiling heat transfer from spheres and bodies of other shapes is considered theoretically by Witte and Orozco [227] and transient measurements on spheres plunged at a controlled speed into a bath of saturated or subcooled water are reported by Aziz et al. [228]. Transient measurements for spheres in free fall in water are reported by Zvirin et al. [229]. Heat transfer rates in stable film boiling were found to be somewhat higher than the correlation of Witte and Orozco. The most interesting finding was that subcoolings of more than 10 K could cause a transition from stable film boiling to microbubble boiling at temperatures as high as 680°C. The transition to microbubble boiling was accompanied by an order of magnitude increase in heat transfer rate and, sometimes, by the creation of lateral hydrodynamic forces on the spheres.



Post-CHF Heat Transfer in Cross Flow Boiling from Tube Bundles. It is not normal practice to operate tube bundles in the transition or film-boiling regions. However, circumstances can arise where this happens inadvertently. Suppose that the tubeside fluid is at a temperature that is greater than Tmin, the minimum film-boiling temperature for the shellside fluid. In preCHF conditions, the wall temperature (Tw) on the shell side would be much lower than the tubeside fluid temperature due to the fact that heat transfer is producing a temperature drop on the tube side and also in the tube wall material. If, however, the tubeside fluid is introduced before the shellside fluid, then the wall temperature on the shell side may initially be nearly equal to the tubeside fluid temperature (and therefore greater than Tmin). Thus, when the sheUside fluid is introduced, film boiling may be initiated with a lower heat flux, maintaining the tube outer wall temperature at a value greater than Tmin. Thus, the boiler would underperform considerably; this situation should be borne in mind in operation and design. A discussion of post-CHF heat transfer in bundles is given by Swanson and Palen [216]. They suggest that for conditions leading to critical heat flux in regions i and 2 in Fig. 15.86, the pool-boiling correlations for post-CHF heat transfer described previously could be used to give a conservative estimate of the heat transfer coefficient. Swanson and Palen [216] also observe that for region 3 in Fig. 15.86 (annular mist flows), models like those for the same region in channel flow (see p. 15.134-15.136) might be used.



FORCED CONVECTIVE BOILING IN CHANNELS Although most of the research on boiling has been conducted (for convenience) with poolboiling systems, the most important applications are those where boiling occurs in a channel such as a tube in a vertical thermosyphon reboiler or a round tube, or a narrow rectangular passage in a compact heat exchanger, or in longitudinal flow through a bundle of rods as in the fuel elements of a nuclear reactor. The stages of forced convective boiling in a tube are
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, 0). The distance z, can be calculated by combining Eqs. 15.209 and 15.210 and, say, the Davis and Anderson [30] expression for the onset of nucleate boiling (Eq. 15.32), which gives the following result: zn =



4



k,itgq



1



- ~ +



q"



l



(15.212)



The next stage is to calculate Zd, the point at which bubbles begin to depart from the heated surface, and a typical model for predicting Ze is that of Saha and Zuber [239]. They suggest the following relationship for the quality at the point of bubble departure X(Zd):



" X(Zd) =--0.0022 q Dcpt itgkt



for



GDcpt < 70000 kt



(15.213)
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FIGURE 15.97 Void formation in subcooled boiling (from Hewitt [238], with permission of The McGraw-Hill Companies).
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It should be noted that X(Zd) is negative, indicating that the point of bubble departure occurs while the bulk fluid is still subcooled. Zd is then given by



Zd =



GD[itgX(Zd) + i,- iin] 4q"



(15.215)



where ii, is the inlet enthalpy. The next step in the calculation is to determine the actual quality in the region beyond the bubble detachment. There have been a number of attempts to predict this from mechanistic models in which the rates of evaporation near the wall and condensation in the core of the flow are estimated and the quality is evaluated; surveys of early versions of such models are given by Mayinger [240] and Lahey and Moody [241]. A more recent example of such an approach is that of Zeitoun and Shoukri [242]. A simpler class of methods uses a profile fit; these methods are exemplified by that of Levy [243], who relates the actual quality xa to the local equilibrium quality x (calculated from Eq. 15.208) and X(Zd) (calculated from Eq. 15.213 or 15.214) as follows: x . = x - X(Zd) exp X(Zd) -- 1



(15.216)



If the local actual quality x, is known, then the local void fraction a can be calculated from standard relationships for two-phase void fraction. For example, the relationship of Zuber and Findlay [244] may be employed as follows:



=



x.pt Colx,,p, + [1 -x.]pg} + p, p g u c u / G



(15.217)
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where Co is a parameter accounting for the distribution of void fraction in the flow and ucv is the mean relative velocity of the gas compared to the bulk fluid velocity. An expression that fits the appropriate trends for the variation of Co with quality is that of Dix [245]:



,1 18, where 13is the volumetric flow ratio, which is related to local flow quality by the expression 13=



xa xa + [1 -x~]pg/pt



(15.219)



and b is related (in the correlation by Dix) to density ratio as follows:



( Pgl 0"1



b = \-~ /



(15.220)



The mean relative velocity uav can be calculated from the following expression by Lahey and Moody [241]: ucu = 2.9[ (Pt - °Pg)°g 2 5 p ~]



(15.221)



where o is the surface tension and g is the acceleration due to gravity. Slug Flow. For void fractions (fractions of the channel volume occupied by the vapor phase) greater than around 0.3, bubble coalescence leads to the formation of slug flow (see Fig. 15.98), in which large bubbles (often referred to as Taylor bubbles) are formed separated by slugs of liquid. Forced convective evaporative heat transfer in slug flow was studied by Wadekar and Kenning [246], who proposed a model for this region, taking its upper boundary as being given by McQuillan and Whalley [247] in terms of the dimensionless parameter j~. Gx 1"= [gD(pt-pg)pg]~/2 > 1.0



(15.222)



Wadekar and Kenning modeled the heat transfer in two regions, namely single-phase convective heat transfer in the liquid slug region and falling film heat transfer in the bubble region. The predicted results are compared with measurements by Kenning and Cooper [233] in Fig. 15.99; the results were chosen to be such that nucleate boiling heat transfer was not occurring and the heat transfer was with the forced convection only. The solid lines in Fig. 15.99 show the predictions from the theory and the dashed lines show the heat transfer coefficient expected for the liquid phase flowing alone in the pipe; all of the lines terminate with the condition of j* = 1 (beyond which annular flow will take place). The predictions Lp are in good agreement with the model at low mass fluxes but underpredict the data for high mass fluxes. This could be the (LICLs} result of the breakdown of the slug flow regime into churn flow (where there is a continuous vapor core as in annular flow but where the liquid layer at the wall is traversed by 1 large, upwardly moving waves between which flow reversal occurs in the liquid layer). The case of slug flow in horizontal pipes has been considered by Sun et al. [248]. Here the situation is complicated by FIGURE 15.98 Basesfor descriptionof evaporative circumferential drainage of the liquid film layer between the heat transfer in slug flow (fromWadekar and Kenning [246], with permission from Taylor & Francis, Wash- slugs. The effects of nucleate boiling were also taken into account in this model. ington, DC. All rights reserved).
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Annular Flow. In annular flow, nucleate boiling at the wall tends to be strongly suppressed (though not always totally so--see p. 15.16-15.17 for a discussion of nucleation behavior in this regime). Thus the situation is usually regarded as being dominated by convective heat transfer from the heated surface to the interface between the liquid film and the vapor core. This type of heat transfer would be expected to be independent of heat flux, and results such as those shown in Fig. 15.95 tend to confirm this view. However, a completely different point of view was put forward by Messler [249], who suggested that the improvement in heat transfer in forced convection was a result of enhancement rather than suppression of nucleation and bubble growth. Though nucleation at the wall could be suppressed, Messler suggested that secondary nucleation at the interface could occur as a cyclic process as illustrated in Fig. 15.100 (Messier [250]). Bubbles departing from the liquid film would leave behind vapor nuclei that themselves would grow within the superheated film liquid, giving rise to further bubble releases and further nuclei creating a chain reaction as shown in Fig. 15.100. The process could be initiated by drop impact on the surface or by gas bubbles being entrained in wave action on the liquid film interface. It could be argued that with secondary nucleation the heat transfer coefficient would not increase with increasing heat flux as in the case of nucleate boiling with wall nucleation, where the number of nucleation sites increases with the flux. Thus, constancy of the transfer coefficient cannot be taken as a disproof of the secondary nucleation mechanism. Work at the Harwell Laboratory and at Imperial College in London has focused on investigating the secondary nucleation model by comparing condensation and evaporation heat transfer in fully developed annular steam-water mixture flows. The flow is brought into an equilibrium condition by the use of an adiabatic section upstream of the heat transfer test section. Fluid heating and cooling was used to investigate evaporation and condensation under precisely the same conditions. Although early experiments of this type (Chan [56]) appeared to indicate some differences between evaporation and condensation, later, more accurate experiments showed that there was little difference, as exemplified in Fig. 15.101 (Sun and Hewitt [251]). Although more investigation of these phenomena is required, it seems unlikely that secondary nucleation is the explanation for the heat transfer enhancement in the forced
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The heat transfer coefficient is then related to Tg as follows:



(15.279)



h : cp'(P'xi)la



~rg



Though the above equations are claimed to give reasonably accurate predictions for condensation [275], they overpredict the heat transfer coefficient in evaporation by typically 50 percent or so. It has often been suggested that the turbulence would be damped near the interface and that the use of equations like Eqs. 15.265-15.267 for eddy diffusivity, which are derived from single-phase flow data, is inappropriate. An approach suggested by Levich [276] is to introduce a damping factor that reduces the eddy diffusivity to zero at the interface. Thus, a modified eddy diffusivity e" is calculated from the expression e'= e ( 1 - ~)"



(15.280)



where e is calculated from relationships like Eqs. 15.265-15.267. Various values have been used in the literature for the exponent n, and the results obtained suggest that it is not a universal constant. Typical values for n might be on the order of 1-2; a correlation for n is given by Sun et al. [272]. It is a gross oversimplification to treat heat transfer in annular flow in terms of average properties of the liquid film as described above. In reality, the film interface is highly complex; characteristically, large disturbance waves traverse the interface, whose length is typically on the order of 20 mm and whose height is typically on the order of 5 times the thickness of the thin (substrate) layer between the waves. This wave/substrate system can be modeled using the techniques of computational fluid dynamics (CFD), and recent predictions using these techniques are reported by Jayanti and Hewitt [277]. The calculations suggest that there is recirculation within the wave and that the wave behaves as a package of turbulence traveling over a laminar substrate film. This is illustrated by the results for turbulent viscosity distribution shown in Fig. 15.107.
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FIGURE 15.107 Turbulent viscosity distribution in a disturbance wave (from Jayanti and Hewitt [277], with permission from Elsevier Science). (Horizontal scale foreshortened.)



The recirculation within the wave distorts the temperature distribution as illustrated in Fig. 15.108. Quantitative comparisons between such calculations and measured heat transfer coefficients indicate reasonable agreement; the method has the advantage of not needing an arbitrary correction in the form, say, of Eq. 15.280. This seems an area of potential fruitful study in the future. Combined Nucleate Boiling and Forced Convection in Annular Flow. Even without nucleate boiling, annular flow heat transfer is highly complex (as discussed above). The coexistence of nucleate boiling makes the situation even more difficult, but it is still worth trying to produce a comprehensive model, if only to understand the relative importance of the various variables. Sun et al. [272] describe a model for the nucleate boiling component that, briefly, is on the following lines:
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FIGURE 15.108 Temperature distribution in a disturbance wave (from Jayanti and Hewitt [277], with permission from Elsevier Science). (Horizontal scale foreshortened.)



1. The number of active nucleation sites is estimated as a function of heat flux using relationships for heterogeneous nucleation similar to those given earlier. 2. The growth of the bubble on the surface is estimated and the size at which it is swept from the nucleation site is calculated on the basis of a force balance. 3. The released bubble slides up the liquid film, continues to grow (and indeed is calculated to reach a size several times greater than the thickness of the liquid film), and ultimately bursts. The contribution of nucleate boiling is assumed to be that due to the latent heat of vaporization released by the bursting bubbles. A correlation was produced for bubble burst size. Bubble departure and burst sizes for a given mass flux were plotted in terms of vapor velocity as shown in Fig. 15.109, which also shows the liquid film thickness. The convective heat transfer was modeled, taking account of interface damping as mentioned above. Figure 15.110 shows the contributions to the total coefficient from convection and boiling, respectively. As expected, the nucleate boiling is damped out with increasing quality but, simultaneously, the convective contribution increases, giving an approximately constant heat transfer coefficient until the convection is totally suppressed, after which the
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Q~ity F I G U R E 15.110 Contribution of nucleate boiling and forced convective in annular flow evaporation (from Sun et al. [272], with permission from Taylor & Francis, Washington, DC. All rights reserved).



heat coefficient rises with increasing quality. This does, of course, agree with the shape of the curve normally observed, and the predictions were in reasonable agreement with a range of data. Thus, the model (though preliminary) does appear to reflect the physical phenomenon. Again, this is obviously an area for further investigation.



Forced Convective Boiling of Multicomponent Mixtures in Channels. There is a growing literature on forced convective boiling of multicomponent mixtures; reviews on the area are given by Collier and Thome [3], Carey [4], and Fujita [278]. Where the heat transfer is dominated by nucleate boiling, reductions in the heat transfer coefficient may occur, as in the case of pool boiling, and can be estimated using the methodologies described previously. Results in this category include those of Mtiller-Steinhagen and Jamialahmadi [231], Fujita and Tsutsui [279], Celata et al. [280], and Steiner [281]. Typical results of this kind are shown in Fig. 15.111. As will be seen, the data lie between the Stephan and Korner [128] and Schulunder [129] method~
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F I G U R E 15.111 Variation of heat transfer coefficient with composition in the forced convective boiling of R134a/R123 mixtures (from Fujita and Tsutsui [279], with permission from Taylor & Francis, Washington, DC. All rights reserved).
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CHAPTERFIFTEEN At high enough qualities and mass fluxes, however, it would be expected that the nucleate boiling would be suppressed and the heat transfer would be by forced convection, analogous to that for the evaporation for pure fluids. Shock [282] considered heat and mass transfer in annular flow evaporation of ethanol water mixtures in a vertical tube. He obtained numerical solutions of the turbulent transport equations and carried out calculations with mass transfer resistance calculated in both phases and with mass transfer resistance omitted in one or both phases. The results for interfacial concentration as a function of distance are illustrated in Fig. 15.112. These results show that the liquid phase mass transfer resistance is likely to be small and that the main resistance is in the vapor phase. A similar conclusion was reached in recent work by Zhang et al. [283]; these latter authors show that mass transfer effects would not have a large effect on forced convective evaporation, particularly if account is taken of the enhancement of the gas mass transfer coefficient as a result of interfacial waves. ,~ ~
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FIGURE 15.112 Axial variation of interface concentration of ethanol in annular flow evaporation of ethanol/water mixtures in a vertical tube (from Shock [282], with permission from Elsevier Science). The results shown in Fig. 15.112 are for an axisymmetric annular flow. However, many multicomponent evaporation processes occur in horizontal tubes where the liquid film flow is certainly not axisymmetric. Here the film tends to be thicker at the bottom of the tube and circumferential transport of the liquid phase may be limited. Some interesting results relating to this form of evaporation were obtained by Jung et al. [284]. In what had been established as clearly forced convective evaporation without nucleate boiling, the reduction of heat transfer below that for an ideal mixture was still observed as is shown in Fig. 15.113. The relative reduction increased with decreasing quality. Obviously, just as in pool boiling, local concentration of the less volatile component was occurring. Support for this hypothesis is given by measurements of local temperature at the top and bottom of the tube as shown in Fig. 15.114. For a pure component, the wall temperature at the bottom of the tube was higher than at the top; this is consistent with the fact that the liquid layer thickness at the bottom is greater than that at the top, giving a higher heat transfer coefficient at the top. For an R22/Rl14 mixture,
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FIGURE 15.113 Average heat transfer coefficient for boiling of R22/Rl14 mixtures in a 9-mm bore tube (from Jung et al. [284], with permission from Elsevier Science).



on the other hand, the bottom temperature was considerably lower than the top temperature, particularly in the intermediate range of qualities where flow separation is likely to be greatest. What is happening, therefore, is that the liquid flow at the top of the tube is being denuded in the more volatile component and concentrated in the less volatile component, giving an increase in the interface temperature. This was confirmed in the experiments of 23 rn = 23 g/s
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FIGURE 15.114 Circumferential variation of wall temperature for evaporation of pure R22 and for evaporation of an R22/Rl14 mixture in a horizontal tube (from Jung et al. [284], with permission from Elsevier Science).
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F I G U R E 15.115 Circumferential concentration variations in the evaporation of an R22/R114 mixture in a horizontal tube (from Jung et al. [284], with permission from Elsevier Science).



Jung et al. [284] by direct measurements of the concentration of the more volatile material at the top, side, and bottom of the tube. The results shown in Fig. 15.115 confirm the denudation of the more volatile material at the top; the effect reduces with increasing quality, as might be expected because the variation of the flow rate around the periphery decreases with increasing quality. For cases where both forced convective heat transfer and nucleate boiling are significant, then the power-law interpolation and suppression-type correlations can be employed. The nucleate boiling component is adjusted for the effect of multiple components as described earlier. Yoshida et al. [285] have developed a suppression-type correlation, and Winterton [286] describes the application of the Liu and Winterton [287] correlation to multicomponent mixtures; the Liu and Winterton correlation is of a hybrid type that includes a suppression factor on the nucleate boiling component but that uses the power-law interpolation with n = 2 in Eq. 15.226.



Enhancement of Forced Convective Boiling Heat Transfer in Channels. The topic of enhancement of boiling heat



transfer in channel flows has met with much less attention than is the case for pool boiling or cross-flow boiling. This is because it is more difficult to produce enhanced surfaces on the inside of tubes. Koyama et al. [288] studied boiling heat transfer inside an 8.37-mm-diameter tube with sixty 0.168-mm-high trapezoidal fins machined on the tube walls with the fins being at a helix angle of 18 °. Heat transfer was enhanced (compared to a smooth tube of the same internal diameter) by approximately 100 percent. MacBain and Bergles [289] studied boiling heat transfer in a deep spirally fluted tube and reported enhancement factors in the range of 1.8 to 2.7 in the nucleate boiling regime and 3.3 to 7.8 in the forced convective regime. Another important area relating to enhancement of boiling heat transfer is the influence of fin design in plate-fin heat exchangers. This topic is reviewed by Carey [4], and this type of work is exemplified by the study of Hawkes et al. [290] on the hydrodynamics of flow with offset strip fins in plate-fin heat exchangers.



Critical Heat Flux in Forced Convective Boiling in Channels Just as in pool boiling and cross flow boiling, a critical phenomenon occurs in which the heat transfer process deteriorates. This is signaled by an increase in surface temperature for a small incremental change in the surface heat flux (hence the name critical heat flux) or by a reduction in heat flux arising from a small incremental increase in surface temperature in cases where the surface temperature is controlled. As before, we will use the term critical heat flux (CHF) to describe this phenomenon. Other terms used in the literature include burnout, boiling crisis, departure from nucleate boiling (DNB), dryout, and boiling transition. None of these terms is totally satisfactory (Hewitt [291]), but the term critical heat flux is retained for the present section since it has the most currency within the literature, particularly the North American literature. Critical heat flux has attracted a large amount of attention as a result of its importance as a limiting condition in water-cooled water reactors. The literature is vast and could certainly not be dealt with in detail in the present context. Reviews of earlier publications are given by Hewitt [291,292] and more recent review material is presented in the books of Collier and Thome [3], Carey [4], and Tong and Tang [5]. Here the objective is to pick out the most salient points; the reader is referred to these earlier reviews for further information.
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Parametric Effects in CHF in Forced Convective Boiling in Channels.



Detailed discussions of parametric effects on critical heat flux in flow boiling are given by Hewitt [291] and by Tong and Tang [5]. To illustrate the effect of various parameters on critical heat flux, it is convenient to use the example of upward water flow in a 0.01-m-diameter tube and to employ the correlation of Bowring [293] (see the following text). The calculations were for uniformly heated tubed where the critical condition occurs at the end of the tube. Based on this evaluation, the following results are obtained: Effect of Subcooling. The critical heat flux increases approximately linearly with increasing inlet subcooling over a wide range of subcooling, and for constant mass flux, pressure, and tube length as illustrated in Fig. 15.116. Effect of Tube Length. The critical heat flux decreases with tube length as shown in Fig. 15.117. The total power input increases with length (also shown in Fig. 15.117). Some data show an asymptotic value of power input over a wide range of tube length, corresponding to a constant outlet quality for the critical condition. Effect of Pressure. For fixed mass flux, tube diameter, tube length, and inlet subcooling, the critical heat flux initially increases with increasing pressure and then decreases with pressure approaching zero as the critical pressure is approached. Effect of Tube Diameter For fixed mass flux, length, pressure, and inlet subcooling, the critical heat flux increases with tube diameter, eventually reaching an approximately constant value independent of tube diameter. Effect of Mass Flux. Typical results calculated from the Bowring [293] correlation for the effect of mass flux are shown in Fig. 15.118. At low mass fluxes, the critical heat flux increases rapidly with increasing mass flux and tends to approach a constant value. Effect of Channel Orientation. For the subcooled boiling region, a study of the effect of channel inclination on critical heat flux is reported by Brusstar and Metre [294]. The channel used by these authors was rectangular in cross section with one side heated. The orientation of this heated surface with respect to the horizontal could be varied between 0 and 360 °. At low velocities, a sharp decrease in critical heat flux was observed when the heater surface was downward-facing, as exemplified by the results shown in Fig. 15.119.



= 3000 k g l m 2 •



rn = 2000 kglm 2 •



- L --Zm -" 1(300 k g l m 2 s



3¢



•r 6 0 0 k g l m 2 s b.



o -r :)



z



B



_.._.--- f~= ] 0 0 0 kglm2 s 7 .--- . . . . ~



__ ~ ~ - - ~ ~ ~ - - -



.



.



.



.



.



.



~



~



"-



.



. . . . .



___



. . . . . . . . . .



____. ! .S



m,, 2 0 0 0 k g l m 2 s L



._--~=



--m-



tooo k g / . z , |



L=S-



soo k g l m 2 s J ! 1.0



AhsubMJ/kg



FIGURE 15.116 Relation between critical heat flux and inlet subcooling (calculated from the Bowring [293] correlation for water for a system pressure of 6 MPa and a tube diameter of 0.01 m) (from Hewitt [298], with permission from The McGraw-Hill Companies).
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FIGURE 15.117 Effect of tube length in critical heat flux and power input at the CHF condition (calculated from the correlation of Bowring [293] for water for a mass flow of 3000 kg/m2s, a tube diameter of 0.01 m, a pressure of 6 MPa, and zero inlet subcooling) (from Hewitt [291], with permission from The McGraw-Hill Companies).



For higher flow velocities, the minimum in the critical heat flux was much less pronounced. When the quality region is entered, there is a complex interaction between the flow patterns existing within the channel and the heat transfer behavior. A particularly important case is that of evaporation in horizontal evaporator tubes as used, for instance, in many refrigeration and air-conditioning plants. Here, due to the action of gravity, the liquid phase tends to be
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FIGURE 15.118 Effect of mass flux on critical heat flux in upward water flow in a vertical tube (calculated from the Bowring [293] correlation for a tube length of 1 m, a tube diameter of 0.01 m, and zero inlet subcooling) (from Hewitt [291], with permission from The McGraw-Hill Companies).
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FIGURE 15.119 Effect of heated surface orientation in subcooled flow boiling in a rectangular channel (from Brusstar and Murte [294] with permission).



moved away from the upper surface of the tube, which may become dry (with a consequent reduction in heat transfer performance). Detailed discussions of this phenomenon in terms of flow pattern boundaries for horizontal two-phase flow are given by Ruder et al. [295] and Bar-Cohen et al. [296, 297]. Mechanisms of CHF in Forced Convective Boiling in Channels. Detailed reviews of critical heat flux mechanisms in forced convective boiling are given by Hewitt [291], Tong and Tang [5], Collier and Thome [3], and Katto [101]. The more commonly accepted mechanisms for the occurrence of critical heat flux in forced convection are as follows: Dryout Under a Vapor Cloud or Slug Flow Bubble. Here, a large vapor bubble may be formed on the wall and dryout occurs under it. As discussed by Katto [101], this mechanism may be closely related to mechanisms in pool boiling, as is illustrated in Fig. 15.120. Assuming the existence of a macrolayer underneath the clot, the critical heat flux condition may be initiated if there is sufficient time for the macrolayer to evaporate. In pool boiling, this time is governed by the frequency of release of the large vapor mushrooms (clots), whereas in forced / Vapor clot tl
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FIGURE 15.120 Behavior of vapor clot and macrolayer in pool and forced convective boiling (from Katto [101], with permission from Taylor & Francis, Washington, DC. All fights reserved).
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CHAPTERFIFTEEN convective boiling the occurrence of critical heat flux will depend on the time taken for the vapor clot to sweep over the surface (see Fig. 15.120). Near-Wall Bubble Crowding and Vapor Blanketing. Here, a layer of vapor bubbles builds up near the wall and this prevents the ingress of liquid to the tube surface, leading to a decrease in efficiency of cooling and to the critical phenomenon. Hot Spot Growth Under a Bubble. When bubbles grow and detach from a nucleation center on a solid surface, evaporation of the liquid layer commonly occurs, separating the bubble from the solid surface. This microlayer evaporation process is particularly important at low pressures. When a small zone under the bubble becomes dry as a result of this process, its temperature increases, and this increase can, under certain conditions, be sufficient to prevent rewetting of the surface on bubble departure, leading to a permanent hot spot and onset of the critical phenomenon. Film Dryout. In the annular flow regime, the critical heat flux condition is reached as a result of film dryout. The film dries out because of the entrainment of droplets from its surface and as a result of evaporation, and despite the redeposition of droplets counteracting the effect of droplet entrainment. Reviews of the extensive experimental studies relating to this mechanism are given by Hewitt [291] and Hewitt and Govan [298]. An example of the experimental evidence demonstrating this mechanism is shown in Fig. 15.121. As the power input to the channel is increased, annular flow begins at the end of the channel, and the flow rate of the annular liquid film decreases with further increases in power input. Eventually, the film flow rate reaches zero at a point corresponding to the critical heat flux (burnout) condition as shown. We will return to a discussion of the prediction of entrainment and deposition phenomena along the channel in reviewing prediction methods later. It is probable that all of the above mechanisms play a role, their influence depending on the flow and thermodynamic conditions within the channel. Semeria and Hewitt [300] represented the regions of operation of the various mechanisms in terms of the conceptual diagram reproduced in Fig. 15.122. The regions are plotted in terms of mass flux and local quality. As will be seen, the most important mechanism for tubes of reasonable length (where higher qualities will be generated) is that of annular flow dryout.



Correlations for CHF in Forced Convective Boiling in Channels. The importance of the critical heat flux phenomenon in nuclear reactor design has led to extensive work on correlation of critical heat flux data. The correlations in the literature have taken two main forms as sketched in Fig. 15.123" Pressure = 6.9 MPo B.O. = Burnout or Dryout • Points with 4"- 20% Error on film flow rate r~= 203/. kg/s
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FIGURE 15.121 Variationof film flow rate with input power at the end of a uniformly heated round tube in which water is being evaporated at 6.9 MPa (from Hewitt [299], with permission from Taylor & Francis, Washington, DC. All rights reserved).
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FIGURE 15.122 Tentative map of regimes of operation of various forced convective critical heat flux mechanisms (from Hewitt and Semaria [300], with permission from Taylor & Francis, Washington, DC. All rights reserved).



1. The data for a given fluid, pressure, mass flux, channel cross section, and orientation are found to fall approximately on a single curve of critical heat flux versus quality, the critical phenomena occurring in this (uniformly heated) case at the end of the channel. Thus, data for all lengths and inlet subcoolings are represented by a single line. For the range of data covered, the relationship is often approximately linear and many of the available correlations are in this linear form. 2. The same data that were plotted in the heat flux/quality form can also be plotted in terms of Xcrit against boiling length (LB)crit, where boiling length is the length between the point where x = 0 and the point where a critical phenomenon occurs (usually at the end of the channel for uniform heat flux).
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FIGURE 15.123 Bases for correlation of critical heat flux data (from Hewitt et al. [13], with permission. Copyright CRC Press, Boca Raton, FL).
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For uniform heat flux, the two forms are essentially equivalent, because if qtcrit- fn(Xcrit)



then it follows that



(LB),it =



an d th us



(15.281)



DGitgX~it = fn(XCrit)



(15.282)



4q c'rit



xcrit = fn ( L B)cr~t



( 15.283)



For channels with axial variations of heat flux (which is typical of nuclear reactors and industrial boiling systems), Eqs. 15.281 and 15.283 no longer give the same result; in these cases, the critical heat flux condition can occur upstream of the end of the channel in some circumstances. In general, the quality-versus-boiling length representation gives better fit to the data for nonuniformly heated channels, as is illustrated by some data taken by Keeys et al. [301, 302] that are plotted in the flux/quality form in Fig. 15.124 and in the quality/boiling length form in Fig. 15.125. Generally, therefore, it is recommended that if a correlation of the critical heat flux/quality type is used for application to nonuniform heat flux, then it should be transformed into a quality/boiling length relationship using Eq. 15.282 and used in that form. However, this suggestion is less valid at low qualities and in the subcooled region. Extensive discussion of the influence of nonuniform heat flux is given by Tong and Tang [5] and by Hewitt [291]. Cosine Heat Rux Distribution Symbol Mass Velocity
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FIGURE 15.124 Comparison of critical heat flux data for tubes with cosine variation of axial heat flux and uniform heat flux: evaporation of water at 6.89 MPa in a 12.7-mm bore tube (from Keeys et al. [301], reproduced by permission of A E A Technology plc).
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FIGURE 15.125 Data for critical heat flux for various heat flux distributions plotted in the quality-versus-boiling length form: system pressure 6.89 MPa (from Keeys et al. [302], reproduced by permission of AEA Technology plc). Widely used correlations of the flux/quality category include the "standard" tabular presentations of critical heat flux data for water by Groeneveld et al. [303] and Kirillov et al. [304] and the correlations of Thompson and MacBeth [305], Becker [306], and Bowring [293]. Correlations of the boiling length type include those of Bertoletti et al. [307] and Biasi et al. [308]. Generalized empirical correlations that attempt to combine both upstream and local effects include those of Shah [309] and Katto and Ohne [310]. It is clearly impossible to present a comprehensive treatment of critical heat flux correlation in the space available here. The reader is referred to the cited references and to the books of Collier and Thome [3] and Tong and Tang [5] for a more comprehensive presentation. In the following, we will deal only with the case of round tubes; critical heat flux in other geometries such as annuli, rectangular channels, and bundles of nuclear fuel elements is discussed by Hewitt [291] and Tong and Tang [5]. Here, the correlation of Bowring [293] for water upflow in vertical tubes and the more general correlation of Katto and Ohne [310] for vertical upflow will be presented. Though the Bowring correlation is for water only, it can be extended to cover other fluids by scaling methods, and this will be discussed. For horizontal tubes, the critical heat flux can be much lower than for vertical tubes; the correlation of Merrilo [46] is presented for this case. Bowring [293] Correlation for Upward Flow of Water in Vertical Tubes. This correlation is of a linear flux/quality form and is written as pp
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(15.284)



where D is the tube diameter, G is the mass flux, A/sub is the inlet subcooling (difference between saturated liquid enthalpy and inlet liquid enthalpy), and L is the tube length. The parameters A' and C' are given by the expressions



A ' = 2.317(0.25i~gOG)F1/(1 + O.O143F2Dlr2G)
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where where PR is given by



n = 2.0 - 0.5PR



(15.287)



PR = P/6.895 x 106



(15.288)



The parameters F1 to F4 in Eqs. 15.285 and 15.286 are given for PR < 1 by F1 = {p18.492exp[20.8(1 - PR)] + 0.917}/1.917



El~F2=



{PR1"316 exp[2.444(1 -/DR)] + 0.309}/1.309



F3 = {p17.023exp[16.658(1 - PR)] + 0.667}/1.667



F4/F3= p1.649



(15.289) (15.290) (15.291) (15.292)



For Pn > 1, F1 to F4 are given by F1 = Pn-°368 exp[0.648(1 - Pn)]



F1/F2= pf.448 exp[0.245(1



- Pn)]



(15.293) (15.294)



F3 = p0.219



(15.295)



F41F3= p1.649



(15.296)



The Bowring correlation was based on data for 0.2 MPa < P < 19 MPa, 2 mm < D < 45 mm, 0.15 m < L < 3.7 m, and 136 kg/mEs < G < 18,600 kg/mEs, but it should not be assumed that all combinations of these parameter ranges are covered. Within its range of applicability, the Bowring correlation gives, for round tubes, a standard deviation of about 7 percent when compared with around 3000 data points. The Bowring correlation is for water only, but it may be used in the prediction of critical heat flux for other fluids by using scaling methods, perhaps the most successful of which is that of Ahmad [311]. The basis of this method is that, for given values of Aisub/ilg,Pt/Pg, and L/D, the boiling number BOcrit for the critical condition is a function of a scaling parameter ~ as follows: Bocrit =



q'~rit/Gitg= i l l ( V )



(15.297)



where V is given by



v = -#7



oop, j LTJ



(15.298)



where ~ is the surface tension and l.l,g and btl are the viscosities of the vapor and liquid, respectively. The procedure for establishing the critical heat flux for a nonaqueous fluid is thus: 1. Using steam tables, determine the pressure at which the water/steam density ratio Pl/Pgis the same as that specified for the fluid being used. 2. Using Eq. 15.298, calculate the ratio for the fluid (v/G)F and the ratio for water (v/G)w, respectively. In this calculation, the physical properties for water at the pressure estimated in step I are used. The equivalent mass flux for water Gw may then be calculated from



Gw = GF[(v/G)F (v/G)w I



(15.299)



3. To maintain the condition of equal ratios of inlet subcooling to latent heat of vaporization, the equivalent subcooling for water is calculated as follows: (A/sub)W= (A/sub)r[ (itg)W]
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(15.300)
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4. Using the Bowring [293] correlation described above (or any alternative correlation for water data), the critical heat flux is then determined for the known values of L and D and for the values of mass flux (Gw) and inlet subcooling [(A/sub)W] calculated as above. 5. The critical heat flux for the fluid (q'~t)F is then estimated from the value (q'crit)w calculated for water, taking account of the fact that Bocrit is the same for equivalent values of ~g for both water and the fluid. Thus:



Gr(itg)e (q c'rit)W



(q'~'t)r = Gw(itg)W



(15.301)



A worked example using this method is given by Hewitt et al. [13].



The Correlation of Katto and Ohne [310] for Critical Heat Flux in Upward Flow in Vertical Tubes. The Katto and Ohne correlation is based on data for a wide variety of fluids and is not (like the Bowring [293] correlation) restricted to water, and there is no need to use the scaling procedure in this case to calculate the critical heat flux. The Katto and Ohne correlation is expressed generally in the form:



q'~rit= XG(itg + KAisub)



(15.302)



where A/sub is the inlet subcooling and where X and K are functions of three dimensionless groups as follows:



Z'= z/D



(15.303)



R'= Pg/Pt



(15.304)



W' = [[_6G2 p tz]j



(15.305)



where z is the distance along the channel (z = L for uniform heat flux where the critical heat flux occurrence is at the end of the channel). Although the basic equation (Eq. 15.302) is quite simple, there is a very complex set of alternative relationships for X and K. The five alternative expressions for X are as follows: C W p0.043



X~ = ~ where:



(15.306)
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C = 0.25



for Z' < 50



(15.307)



C = 0.25 + 0.0009(Z' - 50)



for 50 < Z' < 150



(15.308)



C = 0.34



for Z' > 150



(15.309)



and the remaining values of X are given as follows: 0.1R, O.133W,O.333



X2 =



1 + 0.0031Z'



(15.310)
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1 + 0.28W'°233Z"



(15.311) (15.312)
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CHAPTERFIFTEEN Similarly, there are alternative expressions for K for use in Eq. 15.302. These are as follows: 0.261 K1 = CW, O.O43



K2 = K3 =



(15.314)



0.83310.0124 + (1/Z')]



R, 0.133W,0.333



(15.315)



1.12[1.52W '°233 + (1/Z')]



R,O.6W,O.173



(15.316)



The methodology for choosing the expression for X and K is given in the following table:
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For R' < 0.15



For R' > 0.15



X1 < X2



Xl < X5
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X = X5



and~ x = g 2 X2 < X3J
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KI < K2



K= K2



K~ < K2] and[, K=K2



K - K1



K2 < K3J K~ < K2] and~ K = K3



K2 > K3J The Katto and Ohne correlation covers tube diameters in the range 0.001 to 0.038 m, values of Z' from 5 to 880, values of R' from 0.0003 to 0.41, and values of W' from 3 x 10-9 to 2 x



10-2.



The Correlation of Merilo [46] for Horizontal Tubes. In horizontal tubes, as mentioned earlier, liquid tends to drain to the bottom of the channel under gravity, leading to the critical condition occurring at the top of the channel where the liquid film dries out. This means that the critical heat flux is very much less for horizontal channels than for vertical channels, as is illustrated in Fig. 15.126. This figure contains both data for water and also data for refrigerant 12 that had been scaled through data for water using the A h m a d [311] scaling factor (Eq. 15.298). Merilo observed that the Ahmad scaling factor did not work well for horizontal tubes and proposed an alternative scaling factor that includes the effects of gravity and is defined as follows:



GD ( ,2 )-l.57[(pl_Pg)gD21-1.05(,,16.41 ~H= g----j- oDp,
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(15.317)



~ / c a n be used in precisely the same way as described above for scaling water and refrigerant data for horizontal tubes. However, a correlation for critical heat flux for water flow in a horizontal tube would then be needed, and Merilo [46] suggested a formulation that includes the scaling group within a general correlation for horizontal tubes as follows:
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FIGURE 15.126 Comparisonof critical heat flux in vertical and horizontal channels (data for refrigerant 12 scaled to that for water using Eq. 15.298) (from Merilo [46], with permission from Elsevier Science.)



Prediction of CHF in Forced Convective Boiling in Channels. The correlations described in the preceding section can be seen to be essentially multiparameter fits to collections of data. The more data that have to be fitted, the greater the number of fitting parameters required. The difficulty is that there must always be uncertainties in extrapolating such correlations outside the range of data for which they were derived. This has led to attention being focused, over many decades, on predicting the critical heat flux phenomenon. Extensive discussions of such prediction methods are presented by Hewitt [291,292], Collier and Thome [3], Tong and Tang [5], and Hewitt and Govan [298]. Again, it is beyond the scope of this chapter to deal with this subject in detail. In what follows, therefore, brief summaries are given of the development of predictive methods for the subcooled and low-quality regions and for the annular flow region, respectively. Prediction of Critical Heat Flux Under Subcooled and Low-Quality Conditions. A detailed review of subcooled and low-quality critical heat flux prediction methods is given by Tong and Tang [5]. The same difficulties in interpreting the critical heat flux phenomenon as presented earlier exist in this region, namely the difficulty of understanding the detailed physical behavior in a location close to the surface. Forms of prediction methodology that have been used for forced convective critical heat flux prediction in this region include:
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1. Boundary layer separation models. In this class of model, the critical heat flux phenomenon is considered to be analogous to the phenomenon of boundary layer separation from a permeable plate through which gas is flowed in a direction normal to the flow over the plate. This mechanism was initially suggested by Kutateladze and Leontiev [312] and was further developed by Tong [313] and others and more recently by Celata et al. [314]. This method of prediction leads to an equation of the form qcrit =



ClitgptU (Re)n



(15.319)



where U is the main stream fluid velocity and Re is the main stream fluids Reynolds number, given by Re = ptUD/ktts where ktts is the saturated liquid viscosity. C1 and n are fitted parameters; Celata et al. suggest that n = 0.5 and that C1 is given by: C1 = (0.216 + 4.74 x 10-8p)~



(15.320)



where the parameter ~¢ is related to the thermodynamic equilibrium quality (calculated from Eq. 15.208) as follows: for 0 > x > -0.1



(15.321)
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for x 0



(15.323)



= 0.825 + 0.986x



2. Bubble crowding models. In this form of model, the processes of bubble formation at the wall, bubble condensation into the subcooled core at the edge of the wall bubble layer ("bubble boundary layer"), and liquid percolation through the bubble boundary layer are modeled. Many models of this kind have been formulated, but they are typified by that of Weisman and Pei [315], who assumed that there is a limiting void fraction in the bubble boundary layer of 0.82 in which an array of ellipsoidal bubbles can be maintained without significant contact between the bubbles. Weisman and Pei suggest models for evaporation at the channel wall and for condensation at the edge of the boundary layer that allow the calculation of this critical condition. Originally the Weisman and Pei model was only for subcooled boiling, but it has been extended to cover both subcooled and saturated boiling by Hewitt and Govan [298]. This extended model is compared with data from the standard tables of Groeneveld et al. [303] and Kirillov et al. [304] in Fig. 15.127. 3. Macrolayer evaporation models. In this class of models, the critical heat flux is considered to be governed by a macrolayer underneath a vapor clot as illustrated in Fig. 15.120. This type of model is analogous to those suggested for pool boiling, and it has been pursued by a number of authors including Katto [101], Mudawwar et al. [316], and Lee and Mudawwar [317]. In general, the processes modeled in the prediction methods for subcooled and low-quality critical heat flux mentioned above are clearly important ones; there seems scope for fundamental work on the precise mechanisms involved in the near-wall region. Prediction of Critical Heat Flux in Annular Flow. In annular flow, the situation to be modeled is illustrated in Fig. 15.106. There is a thin liquid film on the channel wall that has a flow rate F per unit periphery. Droplets are being entrained from this film into the vapor core at a rate me (mass rate of entrainment per unit peripheral area, kg/m2s) and are being redeposited from the core at a rate mo (kg/m2s). In addition, the liquid film is being evaporated at a rate q"/i~gper unit peripheral area. Thus, the rate of change of F with distance is given by dF



dz
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(15.324)
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FIGURE 15.127 Comparisonof predictions from bubble layer (Weismanand Pei [315]) and annular flow models (from Hewitt and Govan [298], with permission from ASME). As shown from the results presented previously, the critical heat flux in annular flow occurs when the liquid film dries out on the channel wall. In principle, therefore, the prediction of critical heat flux involves simply integrating Eq. 15.324 along the channel until the point is reached at which F = 0. In order to do this, one needs a boundary value for F at the onset of annular flow and also relationships for mo and me, the deposition and entrainment rates. A reasonable choice for the boundary value Fa at the onset of annular flow is to assume that the entrainment and deposition processes are at equilibrium at that point (Hewitt and Govan [298]), but the results for the calculation of critical heat flux are not very sensitive to the precise value chosen for Fa. Thus, most of the effort in predicting critical heat flux in annular flow has been focused on the development of relationships for mo and mE. Extensive reviews are given by Hewitt [291], Collier and Thome [3], and Hewitt and Govan [298]. As the deposition and entrainment rate relationships have gradually evolved over the past two and a half decades, the predictions from the annular flow critical heat flux model have gradually improved and become more general. However, the processes involved are extremely complex and one can foresee that this evolution will continue, mo is often calculated from the relationship mo = kC
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where C is the concentration (mass per unit volume) of the droplets in the gas core and k is a droplet and mass transfer coefficient. C is usually calculated on the basis of there being a homogeneous mixture of droplets and vapor in the core and is thus given by C=



Ep, pg(1 x) E(1 - X)pg + p~



(15.326)



-



where E is the fraction of the liquid phase that is entrained. The earlier correlations for k (see Hewitt [291]) did not take into account the effect of concentration on k, which later work showed to be significant. A more recent correlation is that of Govan [318] (see Hewitt and Govan [298]), which is compared with available data for deposition coefficient in Fig. 15.128. The following equations were given for the calculation of k: t



k,/pgD



= 0.18



c~



for



k~/ pgD~ = 0.83(C/pg)-°65



C/pg< 0.3 for



(15.327)



C/pg> 0.3



(15.328)



Having established a correlation for k (and hence a means of calculating mo), it is possible to deduce values of me from equilibrium annular flow data where mo - mE. This leads to a correlation for me (Fig. 15.129) in the following form:
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F I G U R E 15.128 Correlation for deposition coefficient k (from Hewitt and Govan [298], with permission from ASME).
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q0.316



ri'te/Gx = 5.75 x 10-5 ( F - Fret)2 op~DJ



(15.329)



where Fcrit is a critical film flow rate for the onset of disturbance waves, which are a necessary condition for entrainment (i.e., me is 0 below a film flow rate per unit periphery less than Fcrit). Fcrit is given by 4Fret



- exp[5.8504 + 0.4249(l.tg/l.tt)(p,/pg) 1/2]



(15.330)



gt At high heat fluxes, and particularly at high pressures, the presence of the heat flux may itself influence the entrainment rate. Experiments aimed at evaluating the magnitude of this thermal contribution to entrainment have been carried out by Milashenko et al. [319]; they correlate the extra entrainment rate me, arising from this source by the following expression (which applies only to water):



ri'tet= 1.75[lO-6q"pg/p,] 13 [F/('rrD)]



(15.331)



The application of annular flow modeling to the prediction of the critical heat flux phenomenon is illustrated here by taking two examples as follows: 1. A severe test of annular flow prediction models is provided by some data obtained by Bennett et al. [320], the results of which are illustrated in Fig. 15.130. In these experiments, film flow rate was measured as a function of distance along the channel and, knowing the local quality, the entrained flow rate could be calculated and is plotted. The results show two
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FIGURE 15.130 Variation of entrained droplet flow with quality (from Bennett et al. [320], with permission). sets of data for uniformly heated tubes of two different lengths and also data for which there was a cold patch (i.e., an unheated length of tube) in which a shift of entrained flow rate was obtained at a fixed quality. The entrained flow rate tended toward the equilibrium value (where rhD - thE) as shown, and this gave rise to a peak in the entrained flow rate as the data for the heated tube passed through the equilibrium as shown. When the entrained flow rate becomes equal to the total liquid flow rate, there is no liquid in the film and the critical heat flux is reached. Predictions of these data using annular flow modeling are shown in Fig. 15.131, and as stated by Hewitt and Govan [298], the model predicts all of the cases shown, including that for hydrodynamic equilibrium. 2. The predictions of the annular flow model are compared with data from the tables of Groeneveld et al. [303] and Kirillov et al. [304] in Fig. 15.127 (which also presents predictions from a modified version of the Weisman and Pei [315] low-quality CHF model). At high qualities, there is reasonable agreement between the annular flow model and the critical heat flux data, but a more interesting finding shown in this figure is the relationship between the subcooled/low-quality model and the annular flow model. Basically, the critical heat flux prediction selected should be the one that gives the lowest critical heat flux value at a given quality. As will be seen, the two lines cross over each other at a small but positive quality. Taking account of the scatter of the data, no dramatic difference is observed on this change of mechanism. Annular flow modeling has been used extensively in predicting critical heat flux phenomena in annular flow. It has been used for prediction of critical heat flux in annuli and rod bundles (see Hewitt [291] for a review) and has also been successfully applied to the prediction of transient critical heat flux and to limiting cases of rewetting of a hot surface (see Hewitt and Govan [298]).



CHF in Forced Convective Boiling of Multicomponent Mixtures in Channels. Reviews of critical heat flux data for the forced convective boiling of mixtures are presented by Collier and Thome [3] and by Celata [321]. In subcooled boiling and low quality, nucleate boiling predominates and similar effects are observed to those seen with pool boiling. This is exemplified
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II(-38.8344°C) < 0.844235



(16.6b)



This implies a thermal coefficient of resistance greater than about 0.004/°C. An acceptable high-temperature SPRT must also satisfy the relation: II(961.78°C) > 4.2884



(16.6c)



The factor II is defined as the ratio of the resistance R(Tg0) at a temperature Tg0 to the resistance R(273.16 K) at the triple point of water, II(Tg0) = R(Tgo)/R(273.16 K)



(16.7)
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The choice of an SPRT as the standard thermometer stems from the extremely high stability, repeatability, and accuracy that can be achieved by an SPRT in a strain-free, annealed state. The high cost of calibrating and maintaining an SPRT, the care needed in proper handling, the slow time-response, and the small change in resistance per degree are factors that make it a standard device rather than one to be used in most measurements. Figures 16.6 and 16.7 show the construction of typical designs for SPRTs and high-temperature SPRTs, respectively. Figure 16.8 shows the sensing element for a PRT standard with a more rugged design. However, its stability and precision are not as good as the units shown in Figs. 16.6 and 16.7; thus, it is only recommended as a transfer or working standard. Further information on SPRTs is available in the many papers of Ref. 13. Besides SPRTs, PRTs are available in many different forms and sizes for a variety of industrial applications [14]. The basic design of an industrial PRT involves a length of platinum wire wound on an inert supporting material with proper insulation to prevent shorting. Figure 16.9 shows the construction of some industrial PRTs.
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FIGURE 16.6 Typicaldesigns of 25 Q long-stem SPRTs [2].
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Typical designs of high temperature SPRTs, (a) Rip 0.25 t), (b) R,p = 2.5 Q [2]. FIGURE 16.7
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F I G U R E 16,35 Geometry for determining the temperature response of a thin-film heat flux gauge attached on an infinitely long surface [120].
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By solving the three-dimensional heat diffusion equation on the surface at x = 0, the average temperature for the rectangular heat flux gauge with an area of 4ab [120] is I



T = Ti + (qo~,/abk)



{a - (o~,(O - ~))'/2[(1/n)1/2 - i erfc (a/(o~,(e



-



~))1/2)]}



x {b - (t~,(e - ~))1/2[(1/n)1'2 - i erfc (b/(ct,(O - ~))la)]} x (1/(na,(e - ~))),~2 d~



(16.74)



For a thin-film heat flux gauge, the calibration of the physical properties k, Cp, and p of each layer of the heat flux gauge are crucial for the accurate measurement of heat flux on the test surface. A calibration procedure was described in Keltner et al. [120]. Using the heat flux gauge itself as the heat source, the gauge was heated by supplying a step, a ramp, or a sinusoidal current into the gauge. Then, the change in resistance was measured. The temperature was evaluated from the measured resistance variation. Through a comparison between the measured temperature response and numerical predictions based on a one-dimensional transient conduction model for a sudden step change in wall temperature, the thermal impedance and conductivity of the gauge were obtained. To prevent heat loss from the gauge to the test surface, a multilayer thin film gauge with an insulated enamel layer was developed [121]. Finite-thickness-type gauges include slug (or plug) calorimeters and thin-wall (or thinskin) calorimeters. They assume the gauge is exposed to a heat flux on the front surface and is insulated on the back. The slug calorimeter consists of a small mass of high-conductivity material inserted into the insulated wall. A thin-wall calorimeter covers a large (or the entire) surface of a well-insulated wall. Both calorimeters assume that the temperature within the gauge is uniform; thus, the energy balance equations for a slug (plug) calorimeter [Fig. 16.36(a)] and thin-wall calorimeter [Fig. 16.36(b)] are, respectively mCp dTs
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(16.75a)



dT,



q = pScp dO



or



(16.75b)



where m and A are the mass and surface area of the slug (plug); p and ~5are the density and thickness of the wall; and Cp and Ts are the specific heat and mean temperature of the slug or wall. The time derivative of the mean temperature is needed to determine the heat flux. This is obtained by using either a thermocouple to measure the back surface temperature of the sensor or the sensor as a resistance thermometer to measure its average temperature [118, 122-124]. Since the mean temperature increases as long as the heat flow is positive, these sensors generally are limited to short-duration measurement of transient heat flux, as is also true for the thin-film calorimeter.
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FIGURE 16.36 Calorimeter: (a) slug (plug) calorimeter, and (b) thin-wall (thin-skin) calorimeter.
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Uncertainties in the use of these sensors include the temperature nonuniformity across the sensor's thickness at high heat flux, the edge correction for localized gauges, and the disturbance of the temperature field caused by the presence of the sensor [118, 122-124].



MEASUREMENT B Y ANALOG Y Introduction Analogies have been widely used to study heat transfer. An analog system is often simpler to construct than a heat transfer test apparatus. In addition, analog systems can often be set up to avoid secondary effects (e.g., conduction) that tend to introduce errors in temperature and heat transfer measurements. Electric networks have been used to describe radiation heat transfer. Because electric networks have commonly available solutions, this analogy is useful. It also permits the use of an analog computer for solving complex problems. Similarly, conduction systems have been studied using small analog models made of various materials, including conducting paper. Numerical analysis using high-speed digital computers has taken the place of the above analogies in many situations that require accurate analysis. Many conduction and radiation problems with known physical properties are amenable to computer modeling and solution. For this reason, the analogies for conduction and radiation heat transfer, though still used as teaching tools, will not be discussed here. Computer modeling of convection has had mixed success. Many convection problems, particularly those involving laminar flow, can readily be solved by special computer programs. However, in situations where turbulence and complex geometries are involved, computer analysis and modeling are still under development. Mass transfer analogies can play a key role in the study of convective heat transfer processes. Two mass transfer systems, the sublimation technique and the electrochemical technique, are of particular interest because of their convenience and advantages relative to direct heat transfer measurements. The principal governing equations in convective heat transfer are the continuity equation, the momentum equations, and the energy equation. In a mass transfer system involving a twocomponent single-phase medium, the energy equation is replaced by the species diffusion equation. For the analogy between heat and mass transfer to be valid, the energy and species diffusion equations have to be similar in both form and boundary conditions. The conditions for similarity can be readily derived [125]. For laminar flow, the Prandtl number must be equal to the Schmidt number, and there must be similarity in the boundary conditions. With turbulence, the energy and species diffusion equations both have an additional term involving a turbulent Prandtl number and a turbulent Schmidt number, respectively. Fortunately, experimental evidence suggests an equality between these two turbulent quantities in many flows. In most heat transfer systems, the component of velocity normal to the active boundaries is zero, while, for the corresponding mass transfer system, this may not be the case. However, the magnitude of this normal velocity is usually sufficiently small that the analogy is not affected [125]. The advantages of using a mass transfer system to simulate a heat transfer system include the potential for improved accuracy of measurement and control of boundary conditions. For example, electric current and mass changes can generally be measured with greater accuracy than heat flux. Also, while adiabatic walls are an ideal that, at best, we can only approach, impermeable walls are an everyday reality. Thus, mass transfer systems are gaining popularity in precision experimental studies. In convective heat transfer, knowledge of the heat transfer coefficient h is often required: h-



q AT



(16.76)
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where AT is the driving force for heat transfer. For mass transfer (of component i), a mass transfer coefficient ho, i can be defined:



1i ho, i = ACi



(16.77)



where 1i is the mass flux of component i and the concentration difference ACi is the driving force for mass transfer. The dimensionless forms of the transfer coefficients are the Nusselt number Nu and the Sherwood number Sh for the heat and mass transfer processes, respectively: Nu- hL k



S h - ho, i L D



(16.78)



Each of these is a ratio of a convective transfer rate to the corresponding diffusion rate of transfer. Dimensionless analysis indicates that, for fixed geometry and constant properties, the Nusselt number and the Sherwood number depend on the Reynolds number (forced convection), Rayleigh number (natural convection), flow characteristics, Prandtl number (heat transfer), and Schmidt number (mass transfer).



Sublimation Technique A comprehensive review of the naphthalene sublimation technique is given in Ref. 126. The naphthalene sublimation technique, commonly employed to measure convective transport phenomena, has several advantages over direct heat transfer measurement techniques. These advantages are: more detailed mass transfer distribution over the test piece (typically thousands of data measured points), avoidance of heat conduction and radiation loss, and better control on boundary conditions. In typical applications, pure solid naphthalene is melted and poured into a mold so it will have the desired shape such as a flat plate [127], a circular cylinder [128], or a turbine blade [129]. For average mass transfer measurements on a test surface, the section coated with naphthalene can be weighed before and after exposure to air flow to determine the mass transfer rate. Local mass transfer coefficients can be determined from the sublimation depth, which is the difference in surface profiles, measured using a profilometer, before and after each test run. Once the vapor density of naphthalene is known, the local mass transfer coefficient ho can be evaluated from the following expression:



ho-



p~Lsb Pv,wA0



(16.79)



where Ps denotes the solid density of naphthalene, Lsb is the naphthalene sublimation depth, P~,wis the vapor density of naphthalene over the test piece surface, and A0 is the time the test piece is exposed to the air stream. As seen from Eq. 16.79, the measurement requires knowledge of the physical properties of naphthalene including its vapor pressure. The same properties of naphthalene are listed in Table 16.17.



TABLE 16.17 PhysicalProperties of Naphthalene Properties



Value



Molecular weight Melting point, °C [130] Normal boiling point, °C (in air at 1 atm.) [130] Solid density, kgm-3 (at 20°C) [131]



128.7 80.3 218 1175
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An empirical correlation given in Ref. 132 has been commonly used to determine the vapor pressure of naphthalene:



T,,,w log P~,~= 0.5c8 + ~ csEs(c12)



(16.80)



s-~9



where Tv,w and Pv,,,, respectively, denote the absolute temperature and pressure of vapor naphthalene. Constants and other parameters are described as follows: c8 = 301.6247 c9 = 791.4937 Cl0 "- - - 8 . 2 5 3 3 6 Cll = 0 . 4 0 4 3 C12 ~" (Tv, w - 2 8 7 ) / 5 7 E9(c12) = c5



Elo(C12) = 2c22- 1 El1(C12) --



4c32- 3c12



(16.81)



In addition, the dimensionless form of the mass transfer coefficient, the Sherwood number, requires the diffusion coefficient of naphthalene in air. Empirical correlations [133] fit from the measured data of the naphthalene diffusion coefficient [134, 135] for Dnaph and Sc of naphthalene are respectively given by ( Tvw /193(760/ Dnaph = 0.0681 298116] \ Patm] Sc=2.28(



T~w )-0.1526



298'.16



[cm2/s]



(16.82)



(16.83)



Recent results for the dependence of Dnaph on temperature are reported in Ref. 136. A computer-controlled data acquisition system allows many data points to be taken at designated positions. For a typical profile measurement, it may take an hour to measure the naphthalene sublimation depth at several thousand measured locations. The extra sublimation loss during the profile measurements should be taken into account in order to reduce the measurement errors.



Electrochemical Technique The sublimation method is used for mass transfer measurements in air flows. For measurement in some liquids, the electrochemical technique can be used. Systematic studies with the mass transfer process in an electrochemical system date back to the 1940s [137,138]. Later investigators extended the use of the method to both natural and forced convection flows. Extensive bibliographies of natural and forced convection studies using the electrochemical technique are available [139, 140]. Convenient sources of information on the general treatment of electrochemical transport phenomena can be found in Refs. 141 and 142. The working fluid in an electrochemical system is the electrolyte. When an electric potential is applied across two electrodes in a system, the positive ions of the electrolyte will move toward the cathode, while the negative ions move toward the anode. The movement of the ions is controlled by (1) migration due to the electric field, (2) diffusion because of the ion
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density gradient, and (3) convection if the fluid is in motion. Fluid motion can be driven by the pressure drop in forced flow or by the density gradient in natural convection. With heat transfer, convection and diffusion processes are present, but there is no equivalent to migration. In order to use ion transport as an analog to the heat transfer process, the ion migration has to be made negligible. This is done by introducing a second electrolyte, the so-called supporting electrolyte. It is normally in the form of an acid or base with a concentration of the order of 30 times that of the active electrolyte and selected so that its ions do not react at the electrodes at the potential used in the experiment. This supporting electrolyte tends to neutralize the charge in the bulk of the fluid. The addition of a supporting electrolyte does not significantly affect the transport phenomena in forced flow. However, it introduces an additional density gradient into the buoyancy force term for natural convection. Therefore, the analogy between heat and mass transfer in natural convection flow does not rigorously apply, and the effect of this additional gradient must be considered in applying the results of a mass transfer study. Among the more commonly used electrolytic solutions are: 1. Copper sulfate-sulfuric acid solution: CuSO4-H2SOa-H20 2. Potassium ferrocyanide-potassium ferricyanide-sodium hydroxide solution: K3[Fe(CN)6]K4[Fe(CN)6]-NaOH-H20



With a copper sulfate solution, copper is dissolved from the anode and deposited on the cathode. For the other solution (also known as redox couples solution), only current transfer occurs at the electrodes. The respective reactions at the electrodes are: cathode



Cu +++ 2e ~



Cu



anode cathode 3 -{- e



[Fe(fN)6]



~



[Fe(CN)6]



4



anode



Typical transport properties for the above systems are listed in Table 16.18. Note that they are high-Schmidt number (analogous to Prandtl number) fluids. The mass transfer coefficient for species i (hD,i) is defined in the usual manner: •H



hD,i--



(Ni )pc



(16.84)



ACi



where (Ni)DC "" is the transfer flux of species i in kgmol/(s.m:) due to diffusion and convection, and AC/is the concentration difference of species i in kgmol/m3 across the region of interest. The total mass flux can be determined from the electric current using the basic electrochemical relations. With the introduction of the supporting electrolyte, diffusion and convec-



TABLE 16.18 Transport Properties of Typical Electrolyte Solutions Viscosity It,



Diffusion coefficient of active species, D x 105,



Schmidt number



Solution



Density p, g/cm 3



N-s/m2



cm2/s



Sc = ~pD



A



1.095



0.0124



CuSO 4



0.648



1750



B



1.095



0.0139



K3[Fe(CN)6]



0.537



-2500



K4[Fe(CN)6]



0.460



Solution A: CuSO4: 0.05 gmol Solution B: K3[Fe(CN)6]: 0.05gmolI K4[Fe(CN)6]: 0.05gmol/



H2SO4 1.5 gmol NaOH 1.9gmol
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tion are the prime contributors to the total mass flux, while the migration effect is accounted for as a correction. The concentration difference ACi is determined from the bulk and surface concentrations. The bulk concentration is determined through chemical analysis of the solution; however, the surface concentration is an unknown. This is resolved by the use of the limiting current condition [141]. As the voltage across the system is increased, the current increases monotonically until a plateau in the graph of current versus voltage occurs. At this limiting current, the surface concentration of the active species at one electrode is zero.



ACKNOWLEDGMENTS We would like to thank Dr. Haiping Wang for his careful proofreading of the final draft of this chapter. His feedback improved the quality of the book.



NOMENCLATURE Symbols, Definitions, SI Units A



Area, m 2



a,b



Constants used in Eq. 16.11 Gladstone-Dale constant Mass concentration of species i, kg/m 3 Molar concentration of species i in an electrochemical system, kgmol/m 3



C



Ci Ci Cp Cl, C2 C3 C4---C6 C7 C8---C12



D Onaph



E



EAB Eo-Ee E, E,,Eo e eb F G Go H



Ho h



h~



Specific heat at constant pressure, J/(kgK) Constants defined in Eq. 16.22 Constant defined in Eq. 16.30 Constants defined in Eq. 16.38 Material constant defined in Eq. 16.56 Constants defined in Eq. 16.80 Diffusion coefficient, m2/s Diffusion coefficient, m2/s Electric potential, or thermoelectric E M E V Electric potential of thermocouple circuit with materials A and B, V Electric potential at junctions a to e in Fig. 16.17, V Band gap energy, erg Electric potential used in Eq. 16.12, V Emissive power, W/m 2 Blackbody emissive power, W/m 2 Function defined in Eq. 16.14 Amplitude of fluorescence Initial amplitude of fluorescence Optical absorption Initial amplitude of emitted light Heat transfer coefficient, W/(m2K) Planck's constant = 6.6262 x 10 -27, ergs
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Ii li



L /exit, gent



j, k k8 L Zsb



M m



(Nm)o~ N Nu n



ni



P Pv, w



Q



Q q qe, q~ R Rc, Ro, Rr, Rx RI, R, Rs Rth R,, R0, R25, R100, R125 r



S S*



s]-sj Sh S



T



Mass transfer coefficient, m/s Mass transfer coefficient for species i, m/s Electric current, A Luminance (or intensity) signal Local lighting intensity Initial illumination intensity in the shadowgraph system Illumination intensity on the screen in the shadowgraph system Enthalpy per unit mass at exit and entrance, J/kg Mass flux of species i, kg/(sm 2) Thermal conductivity, W/(mK) Boltzmann constant - 1.3806 x 10-16 erg/K Length, m Naphthalene sublimation depth, m Molecular weight, kg/kgmol Mass, kg Mass flux, kg/s Diffusion and convection flux for species i in an electrochemical system, kgmol/(sm 2) Molar refractivity Nusselt number Exponential defined in Eq. 16.30 Index of refraction Pressure, Pa (N/m 2) The vapor pressure of naphthalene, Pa Heat, J Heat flow rate, W Peltier heat, W Thompson heat, W Heat flux, W/m E External energy source input and radiative flux input, W/m 2 Electrical resistance, f~ Resistance used in Eqs. 16.8-16.10, f~ Resistance of a fixed resistor and thermistor, f~ Surface reflectance Thermal resistance, (°C m2)/'~ Universal gas constant Electrical resistance at 0°C, 25°C, 100°C, and 125°C, f2 Recovery factor Optical path length Entropy transfer parameter, V/°C Entropy transfer parameters for materials A to D, V/°C Sherwood number Resistance ratio Absolute temperature, K
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Td, L, L,, T, rl T~,Le, Tw Tinf



Tm



La T, rv,~ T~ To, Te, Ti T9o t tgo U V W



W x, y, z



Dynamic temperature, recovery temperature, static temperature, and total temperature in Eqs. 16.63 and 16.64, K or °C Fluid temperature, K or °C Initial temperature, reference temperature, and wall fluid temperature in Eq. 16.60, K Inferred temperature, K Blackbody temperature corresponding to the pyrometer-measured radiant energy, K Ratio temperature defined in Eq. 16.35 Temperature of a heat flux sensor, K or °C Temperature of vapor naphthalene, K Spectral radiation temperature, K Junction temperatures in Fig. 16.17, K or °C International Kelvin temperature, K Temperature, °C °F International Celsius temperature, °C Internal energy, J Velocity, m/s Work, J Rate of work, W Rectangular coordinates, m



Greek Symbols O~



¢XAn ¢Xs



~;~ A £ Er



7 A



X~x FI



rCAB 0 Oc P Ps Pv, w G



Deflected angle of light beam Seebeck coefficient, V/°C Thermal diffusivity, m2/s Scaling parameters defined in Eq. 16.55 Finite increment Thickness, m Emissivity Emissivity ratio defined in Eq. 16.37 Resistance-ratio defined in Eq. 16.13 Effective wavelength defined in Eq. 16.36 Wavelength, m Wavelength at which eb~ is maximum, m Ratio of resistance defined in Eq. 16.7 Peltier coefficient, W/A Time, s Time constant defined in Eq. 16.66, s Density, kg/m3 Density of solid naphthalene, kg/m3 Vapor density of naphthalene, kg/m3 Stefan-Boltzmann constant, W/(m2K4)
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Thompson coefficient, W/(A°C) Lifetime of fluorescence in Eq. 16.55, s Light frequency, Hz



Subscripts a



Ambient



sc



Screen in the shadowgraph system



st



Static



t



Total Monochromatic value, evaluated at wavelength ~.



0



Standard (or reference) condition



LIST OF ABBREVIATIONS ANSI



American National Standard Institute



ASTM



American Society for Testing and Materials



CIPM



International Committee of Weights and Measures



DWRT



Double-Wavelength Radiation Thermometer



IPTS



International Practical Temperature Scale



IPTS-68



International Practical Temperature Scale of 1968



ISA



Instrument Society of America



ISO



International Organization of Standardization



ITS



International Temperature Scale



ITS-90



International Temperature Scale of 1990



NBS



National Bureau of Standards



NIST



National Institute of Standards and Technology (formally NBS)



NTSC



National Television Standards Committee



NVLAP



National Voluntary Laboratory Accreditation Program
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HEAT EXCHANGERS R. K. Shah* and D. R Sekulib University of Kentucky



INTRODUCTION A heat exchanger is a device that is used for transfer of thermal energy (enthalpy) between two or more fluids, between a solid surface and a fluid, or between solid particulates and a fluid, at differing temperatures and in thermal contact, usually without external heat and work interactions. The fluids may be single compounds or mixtures. Typical applications involve heating or cooling of a fluid stream of concern, evaporation or condensation of a single or multicomponent fluid stream, and heat recovery or heat rejection from a system. In other applications, the objective may be to sterilize, pasteurize, fractionate, distill, concentrate, crystallize, or control process fluid. In some heat exchangers, the fluids exchanging heat are in direct contact. In other heat exchangers, heat transfer between fluids takes place through a separating wall or into and out of a wall in a transient manner. In most heat exchangers, the fluids are separated by a heat transfer surface, and ideally they do not mix. Such exchangers are referred to as the direct transfer type, or simply recuperators. In contrast, exchangers in which there is an intermittent heat exchange between the hot and cold fluidsm via thermal energy storage and rejection through the exchanger surface or matrix--are referred to as the indirect transfer type or storage type, or simply regenerators. Such exchangers usually have leakage and fluid carryover from one stream to the other. A heat exchanger consists of heat exchanging elements such as a core or a matrix containing the heat transfer surface, and fluid distribution elements such as headers, manifolds, tanks, inlet and outlet nozzles or pipes, or seals. Usually there are no moving parts in a heat exchanger; however, there are exceptions such as a rotary regenerator (in which the matrix is mechanically driven to rotate at some design speed), a scraped surface heat exchanger, agitated vessels, and stirred tank reactors. The heat transfer surface is a surface of the exchanger core that is in direct contact with fluids and through which heat is transferred by conduction. The portion of the surface that also separates the fluids is referred to as the primary or direct surface. To increase heat transfer area, appendages known as fins may be intimately connected to the primary surface to provide extended, secondary, or indirect surface. Thus, the addition of fins reduces the thermal resistance on that side and thereby increases the net heat transfer from/to the surface for the same temperature difference. The heat transfer coefficient can also be higher for fins. A gas-to-fluid heat exchanger is referred to as a compact heat exchanger if it incorporates a heat transfer surface having a surface area density above about 700 m2/m3 (213 ft2/ft 3) on at *Current address: Delphi Harrison ThermalSystems,Lockport,New York. 17.1
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CHAPTERSEVENTEEN least one of the fluid sides, which usually has gas flow. It is referred to as a laminar flow heat exchanger if the surface area density is above about 3000 m2/m3 (914 ft2/ft3), and as a microheat exchanger if the surface area density is above about 10,000 m2/m3 (3050 ft2/ft3). A liquid/ two-phase fluid heat exchanger is referred to as a compact heat exchanger if the surface area density on any one fluid side is above about 400 m2/m3 (122 ft2/ft3). A typical process industry shell-and-tube exchanger has a surface area density of less than 100 m2/m3 on one fluid side with plain tubes and 2-3 times that with the high-fin-density, low-finned tubing. Plate-fin, tube-fin, and rotary regenerators are examples of compact heat exchangers for gas flows on one or both fluid sides, and gasketed and welded plate heat exchangers are examples of compact heat exchangers for liquid flows.



CLASSIFICATION OF HEAT EXCHANGERS Heat exchangers may be classified according to transfer process, construction, flow arrangement, surface compactness, number of fluids and heat transfer mechanisms as shown in Fig. 17.1 modified from Shah [1] or according to process functions as shown in Fig. 17.2 [2]. A brief description of some of these exchangers classified according to construction is provided next along with their selection criteria. For further general description, see Refs. 1-4.



Shell-and-Tube Exchangers The tubular exchangers are widely used in industry for the following reasons. They are custom designed for virtually any capacity and operating conditions, such as from high vacuums to ultra-high pressures (over 100 MPa or 15,000 psig), from cryogenics to high temperatures (about ll00°C, 2000°F), and any temperature and pressure differences between the fluids, limited only by the materials of construction. They can be designed for special operating conditions: vibration, heavy fouling, highly viscous fluids, erosion, corrosion, toxicity, radioactivity, multicomponent mixtures, and so on. They are the most versatile exchangers made from a variety of metal and nonmetal materials (graphite, glass, and Teflon) and in sizes from small (0.1 m 2, 1 ft 2) to super-giant (over 100,000 m 2, 10 6 ft2). They are extensively used as process heat exchangers in the petroleum-refining and chemical industries; as steam generators, condensers, boiler feed water heaters, and oil coolers in power plants; as condensers and evaporators in some air-conditioning and refrigeration applications; in waste heat recovery applications with heat recovery from liquids and condensing fluids; and in environmental control. Shell-and-tube exchangers are basically noncompact exchangers. Heat transfer surface area per unit volume ranges from about 50 to 100 mZ/m3 (15 to 30 ft2/ft3). Thus, they require a considerable amount of space, support structure, and capital and installation costs. As a result, overall they may be quite expensive compared to compact heat exchangers. The latter exchangers have replaced shell-and-tube exchangers in those applications today where the operating conditions permit such use. For the equivalent cost of the exchanger, compact heat exchangers will result in high effectiveness and be more efficient in energy (heat) transfer. Shell-and-tube heat exchangers are classified and constructed in accordance with the widely used Tubular Exchanger Manufacturers Association (TEMA) standards [5], DIN and other standards in Europe and elsewhere, and ASME Boiler and Pressure Vessel Codes. TEMA has developed a notation system to designate the main types of shell-and-tube exchangers. In this system, each exchanger is designated by a three-letter combination, the first letter indicating the front-end head type, the second the shell type, and the third the rear-end head type. These are identified in Fig. 17.3. Some of the common shell-and-tube exchangers are BEM, BEU, BES, AES, AEP, CFU, AKT, and AJW. Other special types of commercially available shell-and-tube exchangers have front-end and rear-end heads different from those in Fig. 17.3; these exchangers may not be identifiable by the TEMA letter designation.
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C l a s s i f i c a t i o n a c c o r d i n g to t r a n s f e r p r o c e s s I
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Fin Efficiency and Extended Surface Efficiency Extended surfaces have fins attached to the primary surface on one side of a two-fluid or a multifluid heat exchanger. Fins can be of a variety of geometriesmplain, wavy, or interr u p t e d m a n d can be attached to the inside, outside, or both sides of circular, flat, or oval tubes or parting sheets. Fins are primarily used to increase the surface area (when the heat transfer coefficient on that fluid side is relatively low) and consequently to increase the total rate of heat transfer. In addition, enhanced fin geometries also increase the heat transfer coefficient compared to that for a plain fin. Fins may also be used on the high heat transfer coefficient fluid side in a heat exchanger primarily for structural strength purposes (for example, for high-pressure water flow through a flat tube) or to provide a thorough mixing of a highly viscous liquid (such as for laminar oil flow in a flat or a round tube). Fins are attached to the primary surface by brazing, soldering, welding, adhesive bonding, or mechanical expansion (press fit) or extruded or integrally connected to the tubes. Major categories of extended surface heat exchangers are plate-fin (Fig. 17.10) and tube-fin (Fig. 17.14) exchangers. Note that shell-and-tube exchangers sometimes employ individually finned tubesmlow finned tubes (similar to Fig. 17.14a but with low-height fins). The concept of fin efficiency accounts for the reduction in temperature potential between the fin and the ambient fluid due to conduction along the fin and convection from or to the fin surface depending on the fin cooling or heating situation. The fin temperature effectiveness or fin efficiency is defined as the ratio of the actual heat transfer rate through the fin base
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CHAPTERSEVENTEEN divided by the maximum possible heat transfer rate through the fin base, which would be obtained if the entire fin was at the base temperature (i.e., its material thermal conductivity was infinite). Since most of the real fins are thin, they are treated as one-dimensional (l-D) with standard idealizations used for the analysis [12]. This 1-D fin efficiency is a function of the fin geometry, fin material thermal conductivity, heat transfer coefficient at the fin surface, and the fin tip boundary condition; it is not a function of the fin base or fin tip temperature, ambient temperature, and heat flux at the fin base or fin tip. The expressions for 1-D fin efficiency formulas for some common fins are presented in Table 17.7. For other fin geometries, refer to Refs. 13 and 14. The fin efficiencies for straight (first and third from the top in Table 17.7) and circular (seventh from the top in Table 17.7) fins of uniform thickness 8 are presented in Fig. 17.27 (re/ro = 1 for the straight fin). The fin efficiency for flat fins (Fig. 17.14b) is obtained by a sector method [15]. In this method, the rectangular or hexagonal fin around the tube (Fig. 17.28a and b) or its smallest symmetrical section is divided into N sectors. Each sector is then considered as a circular fin with the radius re.i equal to the length of the centerline of the sector. The fin efficiency of each sector is subsequently computed using the circular fin formula of Table 17.7. The fin efficiency q / f o r the whole fin is then the surface area weighted average of rll.i of each sector. N
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Since the heat flow seeks the path of least thermal resistance, actual 11i will be equal or higher than that calculated by Eq. 17.21; hence Eq. 17.21 yields a somewhat conservative value of 11i. The rlivalues of Table 17.7 or Eq. 17.21 are not valid in general when the fin is thick, is subject to variable heat transfer coefficients or variable ambient fluid temperature, or has temperature depression at the base. For a thin rectangular fin of constant cross section, the fin efficiency as presented in Table 17.7 is given by fir=
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Fin efficiency of straight and circular fins of uniform thickness.
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TABLE 17.7 Fin Efficiency for Plate-Fin and Tube-Fin Geometries of Uniform Fin Thickness Geometry
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F I G U R E 17.28 Flat fin over (a) an inline and (b) staggered tube arrangement; the smallest representative shaded segment of the fin for (c) an inline and (d) a staggered tube arrangement.



For a thick rectangular fin of constant cross section, the fin efficiency (a counterpart of Eq. 17.22) is given by Huang and Shah [12] as rlf=



(Bi+) 1/2 . B------i-tanh [¢xT(Bi+)~'2]
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where Bi + = Bi/(1 + Bi/4), Bi = hSf/2kr, o~r*= 2e/5I. Equation 17.22 is accurate (within 0.3 percent) for a thick rectangular fin of rlf> 80 percent; otherwise use Eq. 17.23 for a thick fin. The nonuniform heat transfer coefficient over the fin surface can lead to significant error in rlf [12] compared to that for a uniform h over the fin surface. However, generally h is obtained experimentally by considering a constant (uniform) value of h over the fin surface. Hence, such experimental h will not introduce significant errors in fir while designing a heat exchanger, particularly for 11f > 80 percent. However, one needs to be aware of the impact of nonuniform h on rlf if the heat exchanger test conditions and design conditions are significantly different. Nonuniform ambient temperature has less than a 1 percent effect on the fin efficiency for TIf > 60 percent and hence can be neglected. The longitudinal heat conduction effect on the fin efficiency is less than 1 percent for rlf > 10 percent and hence can be neglected. The fin base temperature depression increases the total heat flow rate through the extended surface compared to that with no fin base temperature depression. Hence, neglecting this effect provides a conservative approach for the extended surface heat transfer. Refer to Huang and Shah [12] for further details on the foregoing effects and modifications to 11ffor rectangular fins of constant cross sections. In an extended surface heat exchanger, heat transfer takes place from both the fins (rll < 100 percent) and the primary surface (rlf = 100 percent). In that case, the total heat transfer rate is evaluated through a concept of total surface effectiveness or extended surface efficiency 11o defined as
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where A I is the fin surface area, Ap is the primary surface area, and A = A i + Ap. In Eq. 17.24, the heat transfer coefficients over the finned and unfinned surfaces are idealized to be equal. Note that rio > 11i and rio is always required for the determination of thermal resistances of Eq. 17.6 in heat exchanger analysis.



Extensions of the Basic Recuperator Thermal Design Theory Nonuniform Overall U.



One of the idealizations involved in all of the methods listed in Table 17.4 is that the overall heat transfer coefficient between two fluids is uniform throughout the exchanger and invariant with time. However, the local heat transfer coefficients on each fluid side can vary slightly or significantly due to two effects: (1) changes in the fluid properties or radiation as a result of a rise in or drop of fluid temperatures, and (2) developing thermal boundary layers (referred to as the length effect). The first effect due to fluid property variations (or radiation) consists of two components: (1) distortion of velocity and temperature profiles at a given flow cross section due to fluid property variations--this effect is usually taken into account by the so-called property ratio method, with the correction scheme of Eqs. 17.109 and 17.110, and (2) variations in the fluid temperature along the axial and transverse directions in the exchanger depending on the exchanger flow arrangement; this effect is referred to as the temperature effect. The resultant axial changes in the overall mean heat transfer coefficient can be significant; the variations in Uloca I could be nonlinear depending on the type of fluid. While both the temperature effect and the thermal entry length effect could be significant in laminar flows, the latter effect is generally not significant in turbulent flow except for low Prandtl number fluids. It should be mentioned that, in general, the local heat transfer coefficient in a heat exchanger is also dependent upon variables other than the temperature and length effects such as flow maldistribution, fouling, and manufacturing imperfections. Similarly, the overall heat transfer coefficient is dependent upon heat transfer surface geometry, individual Nu (as a function of relevant parameters), thermal properties, fouling effects, temperature variations, temperature difference variations, and so on. However, we will concentrate only on nonuniformities due to temperature and length effects in this section. In order to outline how to take into account the temperature and length effects, specific definitions of local and mean overall heat transfer coefficients are summarized in Table 17.8 [18]. The three mean overall heat transfer coefficients are important: (1) the traditional Um d___efinedby Eq. 17.6 or 17.25, (2)/.7 that takes into account only the temperature effect; and (3) U that takes into account both effects, with ~ providing a correction for the length effect. Note that Urn(T) is traditionally (in the rest of this chapter) defined as 1
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where hm is the mean heat transfer coefficient averaged over the heat transfer surface; hm,h and hm,c a r e evaluated at the reference temperature Tm for fluid properties; here Tm is usually the arithmetic mean of inlet and outlet fluid temperatures on each fluid side. Temperature Effect. In order to find whether the variation in UA is significant with the temperature changes, first evaluate UA at the two ends of a counterflow exchanger or a hypothetical counterflow for all other exchanger flow arrangements. If it is determined that the variations in UA are significant for these two points, evaluate the mean value (J by integrating the variations in UA by a three-point Simpson method [17, 18] as follows [16]; note that this method also takes into account the variations in cp with temperature. 1. Hypothesize the given exchanger as a counterflow exchanger and determine individual heat transfer coefficients and enthalpies at three points in the exchanger: inlet, outlet, and a third point designated with a subscript 1/2 within the exchanger. This third point--a central point on the In AT axismis determined by
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TABLE 17.8 Definitions of Local and Mean Overall Heat Transfer Coefficients Symbol U



Um



8



Definition



Meaning



Comments



dq U--~ dAAT



Local heat flux per unit of local temperature difference



This is the basic definition of the local overall heat transfer coefficient.



1 1 1 - ~ + R ~ + ~ UreA (rlohmA )h ('qohmA )c



Overall heat transfer coefficient defined using area average heat transfer coefficients on both sides



Individual heat transfer coefficients should be evaluated at respective reference temperatures (usually arithmetic mean of inlet and outlet fluid temperatures on each fluid side).



Overall heat transfer coefficient averaged over:



Overall heat transfer coefficient is either a function of: (1) local position only (laminar gas flow) U, (2) temperature only (turbulent liquid flow) U, or (3) both local position and tem-perature_(a general case) U. U(T) in U represents a position average overall heat transfer coefficient evaluated at a local temperature. Integration should be performed numerically and/ or can be approximated with an evaluation at three points. The values of the correction factor ~care presented in Fig. 17.29.
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Local position and temperature range



AT*/2 = (AT1AT 2)1/2
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where AT1 = (Th - Tc)l and AT2 = (Th - To)2 (subscripts 1 and 2 denote terminal points). 2. In order to consider the temperature-dependent specific heats, compute the specific enthalpies i of the Cmaxfluid (with a subscript j) at the third point (referred with 1/2 as a subscript) within the exchanger from the following equation using the known values at each end of a real or hypothetical counterflow exchanger



ij,l/2 = t),2 + (ij,1- ij.2) AT1 - AT2



(17.27)



where ATe/2 is given by Eq. 17.26. If AT1 = ATE (i.e., C* = 1), the quotient in Eq. 17.27 becomes 1/2. If the specific heat does not vary significantly, Eq. 17.27 could also be used for the Cmin fluid. However, when it varies significantly, as in a cryogenic heat exchanger, the third point calculated for the Cmax and Cmin fluid separately by Eq. 17.27 will not be physically located close enough to the others. In that case, compute the third point for the Cmin fluid by the energy balance as follows:



[ m ( i i - il/2)]Cmax = [ m ( i l a - io)]Cm,,



(17.28)



Subsequently, using the equation of state or tabular/graphic results, determine the temperature Th,1/2 and Tc,1/2 corresponding to ih,1/2 and i~,la. Then AT1/2 = Tn, l a - Tc,1/2



(17.29)
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3. The heat transfer coefficient hj, lr2 on each fluid side at the third point is evaluated at the following corrected reference temperature for a noncounterflow exchanger. 3 1-F Tj,l/2,corr"- Tj, a, 2 -t- -~- (-1)J(Th,1/2- Tc,1/2) 1 + R~J3



(17.30)



In Eq. 17.30, the subscript ] = h or c (hot or cold fluid), the exponent j = 1 or 2, respectively, for the subscript j = h or c, F is the log-mean temperature difference correction factor, and Rh = Ch/Cc or Rc = Cc/Ch. The temperatures Th,1/2,corrand Tc,1/2,co,are used only for the evaluation of fluid properties to compute hh,1/2 and hc,1/2. The foregoing correction to the reference temperature Tj, I/2 results in the cold fluid temperature being increased and the hot fluid temperature being decreased. Calculate the overall conductance at the third point by 1
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Note that 11r and rio can be determined accurately at local temperatures. 4. Calculate the apparent overall heat transfer coefficient at this point. ATa/2 U~*/2A = U1/2A ATe/2



(17.32)



5. Knowing the heat transfer coefficient at each end of the exchanger evaluated at the respective actual temperatures, compute overall conductances according to Eq. 17.31 and find the mean overall conductance for the exchanger (taking into account the temperature dependency of the heat transfer coefficient and heat capacities) from the following equation (Simpson's rule): 1 OA
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6. Finally, the true mean heat transfer coefficient that also takes into account the laminar flow entry length effect is given by: U--A = OA . ~:



(17.34)



where the entry length effect factor z < 1 is given in Fig. 17.29. 1.00
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FIGURE 17.29 The length effect correction factor Kfor one or both laminar streams as a function of~ [17].
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Shah and Sekuli6 [16] recently conducted an analysis of the errors involved with various U averaging methods. They demonstrated that none of the existing methods, including the Roetzel method presented here, can accurately handle a nonlinear temperature variation of U for the surface area determination. The only plausible method in such a case is the numerical approach [16]. If the fluid properties or heat transfer coefficients vary significantly and/or other idealizations built into the E-NTU or MTD methods are not valid, divide the exchanger into many small segments, and analyze individual small segments with energy balance and rate equations. In such individual small segments, h and other quantities are determined using local fluid properties. Length Effect. The heat transfer coefficient can vary significantly in the entrance region of the laminar flow. For hydrodynamically developed and thermally developing flow, the local and mean heat transfer coefficients hx and h,,, for a circular tube or parallel plates are related as [19] 2



hx = ~ hm(x*)-1,3



(17.35)



where x* = x/(Dh Re Pr). Using this variation in h on one or both fluid sides, counterflow and crossflow exchangers have been analyzed and the correction factor n is presented in Fig. 17.29 [17, 18] as a function of ~1 where d~l = TIo.2h .... 2 A 2 Tio,lhm.lA 1 + I~w



(17.36)



The value of ~cis 0.89 when the exchanger has the thermal resistances approximately balanced and Rw = 0, ¢P1= (rlohA)2/(rlohA)l = 1. Thus when__variation in the heat transfer coefficient due to thermal entry length effect is considered, U ~ 10 and x* > 0.005 [19], where Pe = Re Pr and x* = x/(Dh Re Pr). For most heat exchangers, except for liquid metal exchangers, Pe and x* are higher than the above indicated values, and hence longitudinal heat conduction in the fluid is negligible. Longitudinal heat conduction in the wall reduces the exchanger effectiveness and thus reduces the overall heat transfer performance. The reduction in the exchanger performance could be important and thus significant for exchangers designed for effectivenesses greater than about 75 percent. This would be the case for counterflow and single-pass crossflow exchangers. For high-effectiveness multipass exchangers, the exchanger effectiveness per pass is generally low, and thus longitudinal conduction effects for each pass are generally negligible. The influence of longitudinal wall heat conduction on the exchanger effectiveness is dependent mainly upon the longitudinal conduction parameter ~, = kwAk/LCmin (where k , is the wall material thermal conductivity, A k is the conduction cross-sectional area, and L is the exchanger length for longitudinal conduction). It would also depend on the convectionconductance ratio (TlohA)*, a ratio of qohA on the Cminto that on the Cmaxside, if it varies significantly from unity. The influence of longitudinal conduction on e is summarized next for counterflow and single-pass crossflow exchangers. Kroeger [27] analyzed extensively the influence of longitudinal conduction on counterflow exchanger effectiveness. He found that the influence of longitudinal conduction is the largest for C* --- 1. For a given C*, increasing ~ decreases e. Longitudinal heat conduction has a significant influence on the counterflow exchanger size (i.e., NTU) for a given e when NTU > 10 and ~ > 0.005. Kroeger's solution for C* = 1, 0.1 < (qohA)* < 10, and NTU > 3 is as follows: e=l-



1 1 + Z,[~,NTU/(1 + ~,NTU)] '~2 1 + NTU



1 + ~NTU



The results for 1 - e from this equation are presented in Fig. 17.31a.
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FIGURE 17.31 (a) Counterflow exchanger ineffectiveness as a function of NTU and X for C* = 1.0, (b) the parameter ~ for Eq. 17.41.



K r o e g e r [27] also o b t a i n e d t h e d e t a i l e d results for i - e f o r 0.8 < C* < 0.98 f o r t h e c o u n t e r f l o w e x c h a n g e r . H e c o r r e l a t e d all his results f o r 1 - e for 0.8 < C* < 1 as follows: 1 -e=



1 - C*



(17.41)



e x p ( r l ) - C*



where



(1 - C * ) N T U rl = 1 + X N T U C *



(17.42)
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In Eq. 17.41 the parameter ~ is a function of ~,, C*, and NTU



where



~ = f(ct, C*)



(17.43)



o~= ~,NTUC*



(17.44)



The parameter ~ is given in Fig. 17.31b and Ref. 27. For 0.5 < (rlohA)*/C* < 2, the error introduced in the ineffectiveness is within 0.8 percent and 4.7 percent for C* = 0.95 and 0.8, respectively. For a crossflow exchanger, temperature gradients in the wall exist in the x and y directions (two fluid flow directions). As a result, two longitudinal conduction parameters ~,h and ~,c are used to take into account the longitudinal conduction effects in the wall. Detailed tabular results are presented in Ref. 15, as reported by Chiou, on the effect of ~,h and ~,c on the exchanger s for an unmixed-unmixed crossflow exchanger.



s-NTUo and A-II Methods for Regenerators Heat transfer analysis for recuperators needs to be modified for regenerators in order to take into account the additional effects of the periodic thermal energy storage characteristics of the matrix wall and the establishment of wall temperature distribution dependent o n (hA)h and (hA)c. These two effects add two additional dimensionless groups to the analysis to be discussed in the following subsection. All idealizations, except for numbers 8 and 11, listed on p. 17.27, are also invoked for the regenerator heat transfer analysis. In addition, it is idealized that regular periodic (steady-state periodic) conditions are established; wall thermal resistance in the wall thickness (transverse) direction is zero, and it is infinity in the flow direction; no mixing of the fluids occurs during the switch from hot to cold flows or vice versa; and the fluid carryover and bypass rates are negligible relative to the flow rates of the hot and cold fluids. Note that negligible carryover means the dwell (residence) times of the fluids are negligible compared to the hot and cold gas flow periods.



s-NTUo and A-II Methods.



Two methods for the regenerator heat transfer analysis are the s-NTUo and A-H methods [28]. The dimensionless groups associated with these methods are defined in Table 17.9, the relationship between the two sets of dimensionless groups is presented in Table 17.10a, and these dimensionless groups are defined in Table 17.10b for rotary and fixed-matrix regenerators. Notice that the regenerator effectiveness is dependent on four dimensionless groups, in contrast to the two parameters NTU and C* for recuperators (see Table 17.4). The additional parameters C* and (hA)* for regenerators denote the dimensionless heat storage capacity rate of the matrix and the convection-conductance ratio of the cold and hot fluid sides, respectively. Extensive theory and results in terms of the A-FI method have been provided by Hausen [29] and Schmidt and Willmott [30]. The e-NTUo method has been used for rotary regenerators and the A-H method for fixed-matrix regenerators. In a rotary regenerator, the outlet fluid temperatures vary across the flow area and are independent of time. In a fixed-matrix regenerator, the outlet fluid temperatures vary with time but are uniform across the flow area at any instant of time.* In spite of these subtle differences, if the elements of a regenerator (either rotary or fixed-matrix) are fixed relative to the observer by the selection of the appropriate coordinate systems, the heat transfer analysis is identical for both types of regenerators for arriving at the regenerator effectiveness. In the A-l-I method, several different designations are used to classify regenerators depending upon the values of A and H. Such designations and their equivalent dimensionless groups of the s-NTUo method are summarized in Table 17.11. * The difference between the outlet temperatures of the heated air (cold fluid) at the beginning and end of a given period is referred to as the temperature swing ST.
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TABLE 17.9 General Functional Relationships and Basic Definitions of Dimensionless Groups for e-NTUo and A-rI Methods for Counterflow Regenerators e-NTU0 method



A-H method*



q = I~Cmin(Th, i - L,i) e = #{NTU0, C*, C*, (hA)* /



Q =ChCh~h(Th,-- L,i)"--~cCc~c(Thi-



Ch( Th,i -- Th,o)



Cc( Tc,o - Tc,,)



Cmin(Th, i - Tc, i)



Cmin(Th,i - Tc, i)



NTUo = ~ C*-



C*-



Qh Ch{gh(Th,,- Th,o) Th,i - Th,o Eh- amaxJ~ - Ch~h(Th, i - Tc,i) = Th,i - Tc-------~i



1 E1/(hA)h +1 1/(hA)c ]



Qc Cc~c(Tc, o - Tc,i) Tc,o - Tc,i ec- Q ..... -- Cc~c(Th, i - Tc,,) = Th,i- Tc~ Qh + Qc



2Q



Q maxJ7+ Q .....



Q maxj~+ Q .....



Cmin



~r ~



Cmax



11(1 1)



Cr



e~ - 2



Cmin



hA on the Cmin side (hA)* = hA on the Cma x side



+



I-Ira - 2



+



rlclA~ Y - I-IhlAh



R*



21-Im



Am



rlh = rI---f



()



(hA)c



hA



Eh Er E = E c = - - = (), + 1) ~ for Cc = Cmin



~r



z7



NTU0 =



A-H



Am(1 + 7) Ac/I-Ic 4---------~= 1/1-Ih + 1/I-Ic Hc/A~ C* = 7 - Flh/Ah



C , = Am(l+-~) _ A~ 271-'Im Hc



(hA)* * If Ch =



Cmin, the



1 R*



Hc l-Ih



[ 1 } Ah = C* 1 + (hA)* NTUo Ac= [1 + (hA)*]NTU0



1E hz,,11



Hh = - ~ r,



1+



1



NTUo



l-Ic = ~ [1 + (hA)*]NTU0 t--r



subscripts c and h in this table should be changed to h and c, respectively.



(hA)



He= --CTr



Relationship between Dimensionless Groups of e-NTUo and A-I-I Methods



e-NTUo



+



(hA)h Ah-Ch



* Ph and Pc represent hot-gas and cold-gas flow periods, respectively, in seconds.



TABLE 17.10(a) for Cc = Cmin?



Tc, i)



er, Oh, Ec = ~(Am, I-I~, ~, R*)
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TABLE 17.10(b) Working Definitions of Dimensionless Groups for Regenerators in Terms of Dimensional Variables of Rotary and Fixed-Matrix Regenerators for C,. = Cm~n* Dimensionless group



Rotary regenerator



hcA,.



NTU0



Fixed-matrix regenerator



hhAh



hcA



hh~h



C,. hhAh + h,.Ac



Cc hh~h + hc~'~



Cc Ch



Cc~ Ch~'h



Mwcw(O



Mwcw



C,,



Cc~c



C*



c* (hA)*



Am



4



I-I n



2



h ~A ,.



h c~ c



hhAh



hh~h 4A



+



2A



+



c,.



Cc~



Y



C~,



Ch~'h



R*



hhAh h~Ac



hh~h h~



* If Ch = Cmin, the subscripts c and h in this table should be changed to h and c, respectively. The definitions are given for one rotor (disk) of a rotary regenerator or for one matrix of a fixed-matrix regenerator. 9~hand 9~crepresent hot-gas and cold-gas periods, respectively, s. ¢0is rotational speed, rev/s.



TABLE 17.11 Designation of Various Types of Regenerators Depending upon the Values of Dimensionless Groups Terminology



A-H method



Balanced regenerators Unbalanced regenerators Symmetric regenerators Unsymmetric regenerators Symmetric and balanced regenerators Unsymmetric but balanced regenerators Long regenerators



Ah/Hh = At/He or y = 1 Ah/Hh ;~ At/He Hh = Hc or R* = 1



E-NTU0 method C*= 1 C* ~ 1



I-Ih ¢: I-Ic Ah = A~, Fit, = Hc Ah/Hh = A,./H,.



(hA)* (hA)* (hA)* (hA)*



A/FI > 5



C* > 5



=1 ¢: 1 = 1, C* = 1



¢: 1, C* = 1
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A closed-form solution for a balanced and symmetric counterflow regenerator [C* = 1, obtained by Ba~:li6 [31], valid for all values of C*, as follows.



(hA)* = 1] has been



e



=



1 + 7132- 24{B - 2[R1- A 1 - 90(N1 + 2E)]} 1 + 9132- 24{B - 6[R - A - 2 0 ( N - 3E)]}



C*r



3133- 13~4 + 3 0 ( ~ 5 - ~6) ~2131~4- 5(3135 - 41]6)] 13313133- 5(3134 + 4135- 12136)] ~412~4- 3(135 + ~6)] + 3132 E = ~2~4~6- ~2~2 ~2~6 + 2~3~4~5-



(17.45)



where B = R= a = N=



--



N1



=



~3



(17.46)



~4[~4- 2(135 + ~6)] -I.-2132



A1 = 133[133- 15(134 + 4135- 12136)] ll~l--



~2[~4- 15(~5- 2~6)]



~i "- V i ( 2 N T U o , 2 N T U o / C ~ r ) / ( 2 N T U o ) i- 1,



~(x, y ) -



and



i - 2, 3 . . . .



,6



-() (Y/X)~/2I~(2V~xY) n



exp[-(x + y)] ~



i- 1



(17.47)



n=i-1



In these equations, all variables and parameters are local except for NTUo, C*, and e. Here I~ represents the modified Bessel function of the first kind and nth order. Shah [32] has tabulated the effectiveness of Eq. 17.46 for 0.5 _ P* p*~if Pc,o < P*c



P* m



Ph Pc



*p] and p] are pressure and density at Point B in Fig. 17.34; ~ is an average density from inlet to outlet.



Several models have been presented to compute the carryover leakage [15, 36], with the following model as probably the most representative of industrial regenerators. t:nco = A r r N



(Li(Yi) +



AL



(17.62)



where N is the rotational speed (rev/s) of the regenerator disk, ~ is the gas density evaluated at the arithmetic mean of inlet and outlet temperatures, and (Yi and Li represent the porosity and height of several layers of the regenerator (use c~ and L for uniform porosity and a single layer of the matrix) and AL represents the height of the header. Equations 17.61 and 17.62 represent a total of nine equations (see Table 17.12 for nine unknown mass flow rates) that can be solved once the pressures and temperatures at the terminal points of the regenerator of Fig. 17.34 are known. These terminal points are known once the rating of the internal regenerator is done and mass and energy balances are made at the terminal points based on the previous values of the leakage and carryover flow rates. Refer to Shah and Skiepko [36] for further details.



Single-Phase Pressure Drop Analysis Fluid pumping power is a design constraint in many applications. This pumping power is proportional to the pressure drop in the exchanger in addition to the pressure drops associated with inlet and outlet headers, manifolds, tanks, nozzles, or ducting. The fluid pumping power P associated with the core frictional pressure drop in the exchanger is given by 1 l.t 4L rn 2 2go p2 Dh D h A o f R e



nap p--



for laminar flow



(17.63a)



for turbulent flow



(17.63b)



_-



P



0.046 kt°2 4L 2go



m 28



p2 Dh A loSD°h"2



Only the core friction term is considered in the right-hand side approximation for discussion purposes. Now consider the case of specified flow rate and geometry (i.e., specified m , L , Dh,



HEAT EXCHANGERS



17.63



and Ao). As a first approximation, f Re in Eq. 17.63a is constant for fully developed laminar flow, while f = 0.046Re -°2 is used in deriving Eq. 17.63b for fully developed turbulent flow. It is evident that P is strongly dependent on 9 (P o~ 1 0 2) in laminar and turbulent flows and on ~t in laminar flow, and weakly dependent on ~t in turbulent flow. For high-density, moderateviscosity liquids, the pumping power is generally so small that it has only a minor influence on the design. For a laminar flow of highly viscous liquids in large L/Dh exchangers, pumping power is an important constraint; this is also the case for gases, both in turbulent and laminar flow, because of the great impact of 1/p 2. In addition, when blowers and pumps are used for the fluid flow, they are generally headlimited, and the pressure drop itself can be a major consideration. Also, for condensing and evaporating fluids, the pressure drop affects the heat transfer rate. Hence, the zSp determination in the exchanger is important. As shown in Eq. 17.177, the pressure drop is proportional to D~3 and hence it is strongly influenced by the passage hydraulic diameter. The pressure drop associated with a heat exchanger consists of (1) core pressure drop and (2) the pressure drop associated with the fluid distribution devices such as inlet and outlet manifolds, headers, tanks, nozzles, ducting, and so on, which may include bends, valves, and fittings. This second Ap component is determined from Idelchik [37] and Miller [38]. The core pressure drop may consist of one or more of the following components depending upon the exchanger construction: (1) friction losses associated with fluid flow over heat transfer surface; this usually consists of skin friction, form (profile) drag, and internal contractions and expansions, if any; (2) the momentum effect (pressure drop or rise due to fluid density changes) in the core; (3) pressure drop associated with sudden contraction and expansion at the core inlet and outlet; and (4) the gravity effect due to the change in elevation between the inlet and outlet of the exchanger. The gravity effect is generally negligible for gases. For vertical flow through the exchanger, the pressure drop or rise ("static head") due to the elevation change is given by (17.64)



m p = --I- t'm°~"



gc Here the "+" sign denotes vertical upflow (i.e., pressure drop), the "-" sign denotes vertical downflow (i.e., pressure rise or recovery). The first three components of the core pressure drop are now presented for plate-fin, tube-fin, regenerative, and plate heat exchangers. Pressure drop on the shellside of a shell-and-tube heat exchanger is presented in Table 17.31.



Plate-Fin Heat Exchangers.



For the plate-fin exchanger (Fig. 17.10), all three components are considered in the core pressure drop evaluation as follows.
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(17.65)



where fis the Fanning friction factor, Kc and Ke are flow contraction (entrance) and expansion (exit) pressure loss coefficients, and cy is a ratio of minimum free flow area to frontal area. Kc and Ke for four different long ducts are presented by Kays and London [20] as shown in Fig. 17.35 for which flow is fully developed at the exit. For partially developed flows, Kc is lower and Ke is higher than that for fully developed flows. For interrupted surfaces, flow is never of the fully developed boundary-layer type. For highly interrupted fin geometries, the entrance and exit losses are generally small compared to the core pressure drop, and the flow is well mixed; hence, Kc and Ke for Re ~ oo should represent a good approximation. The entrance and exit losses are important at low values of o and L (short cores), at high values of Re, and for gases; they are negligible for liquids. The mean specific volume Vmor (1/p)m in Eq. 17.65 is given as follows: for liquids with any flow arrangement, or for a perfect gas with C* = 1 and any flow arrangement (except for parallelflow),
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F I G U R E 17.35 Entrance and exit pressure loss coefficients: (a) circular tubes, (b) parallel plates, (c) square passages, and (d) triangular passages [20]. For each of these flow passages, the fluid flows perpendicular to the plane of the paper into the flow passages.
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-- 2



17.65



(17.66)



+



where v is the specific volume in m3/kg. For a perfect gas with C* = 0 and any flow arrangement,



m



Pave



Here/~ is the gas constant in J/(kg K), Pave (Pi + po)/2, and Tim = Tconstnt" ATlm, where Tcons t is the mean average temperature of the fluid on the other side of the exchanger; the log-mean temperature difference AT1,, is defined in Table 17.4. The core frictional pressure drop in Eq. 17.65 may be approximated as =



4fLG2( 1 ) Ap-



2gcD,,



4fLG2 (17.68)



9 m = 2gcpmDh



Tube-Fin H e a t Exchangers. The pressure drop inside a circular tube is computed using Eq. 17.65 with proper values o f f factors (see equations in Tables 17.14 and 17.16) and Kc and Ke from Fig. 17.35 for circular tubes. For flat fins on an array of tubes (see Fig. 17.14b), the components of the core pressure drop (such as those in Eq. 17.65) are the same with the following exception: the core friction and momentum effect take place within the core with G - Yn/Ao, where Ao is the minimum free flow area within the core, and the entrance and exit losses occur at the leading and trailing edges of the core with the associated flow area A" so that



or



Yn = GAo = G'Ao



G'cy' = Gr~



(17.69)



where ry' is the ratio of free flow area to frontal area at the fin leading edges and is used in the evaluation of Kc and Ke from Fig. 17.35. The pressure drop for flow normal to a tube bank with flat fins is then given by P i - 2& P iPi
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(17.70) For individually finned tubes as shown in Fig. 17.14a, flow expansion and contraction take place along each tube row, and the magnitude is of the same order as that at the entrance and exit. Hence, the entrance and exit losses are generally lumped into the core friction factor. Equation 17.65 for individually finned tubes then reduces to
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(17.71)



Regenerators.



For regenerator matrices having cylindrical passages, the pressure drop is computed using Eq. 17.65 with appropriate values of f,, Kc, and Ke. For regenerator matrices made up of any porous material (such as checkerwork, wire, mesh, spheres, or copper wool), the pressure drop is calculated using Eq. 17.71, in which the entrance and exit losses are included in the friction factor fi



P l a t e H e a t Exchangers. Pressure drop in a plate heat exchanger consists of three components: (1) pressure drop associated with the inlet and outlet manifolds and ports, (2) pressure drop within the core (plate passages), and (3) pressure drop due to the elevation change. The
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CHAPTERSEVENTEEN pressure drop in the manifolds and ports should be kept as low as possible (generally 3) and low NTU (NTU < 0.5). The error at high NTU due to the errors in Az and other factors was discussed above. The error at low NTU due to the error in A2 can also be significant. Hence a careful design of the test core is essential for obtaining accurate j factors. In addition to the foregoing measurement errors, incorrect j data are obtained for a given surface if the test core is not constructed properly. The problem areas are poor thermal bonds between the fins and the primary surface, gross blockage (gross flow maldistribution) on the air side or water (steam) side, and passage-to-passage nonuniformity (or maldistribution) on the air side. These factors influence the measured j and f factors differently in different Reynolds number ranges. Qualitative effects of these factors are presented in Fig. 17.39 to show the trends. The solid lines in these figures represent the j data of an ideal core having a perfect thermal bond, no gross blockage, and perfect uniformity. The dashed lines represent what happens to j factors when the specified imperfections exist. It is imperative that a detailed air temperature distribution be measured at the core outlet to ensure none of the foregoing problems are associated with the core.
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FIGURE 17.39 The influence on measured j data due to (a) poor thermal bond between fins and primary surface, (b) water- (steam-) side gross blockage, (c) air-side blockage, and (d) air-side passage-to-passage nonuniformity. The solid lines are for the perfect core, the dashed lines for the specified imperfect core.



The experimental uncertainty in the j factor for the foregoing steady-state method is usually within +5 percent when the temperatures are measured accurately to within _+0.1°C (0.2°F) and none of the aforementioned problems exist in the test core. The uncertainty in the Reynolds number is usually within +_2 percent when the mass flow rate is measured accurately within _+0.7 percent.



Wilson Plot Technique for Liquids. In order to obtain highly accurate j factors, one of the considerations for the design of a test core in the preceding method was to have the thermal resistance on the test fluid (gas) side dominant (i.e., the test fluid side thermal conductance ~ohA significantly lower compared to that on the other known side). This is achieved by either steam or hot or cold water at high mass flow rates on the known side. However, if the test fluid is water or another liquid and it has a high heat transfer coefficient, it may not represent a dominant thermal resistance, even if condensing steam is used on the other side. This is because the test fluid thermal resistance may be of the same order of magnitude as the wall thermal resistance. Hence, for liquids, Wilson [41] proposed a technique to obtain heat transfer coefficients h or j factors for turbulent flow in a circular tube. In this method, liquid (test fluid, unknown side, fluid 1) flows on one side for which j versus Re characteristics are being determined, condensing steam, liquid, or air flows on the other side (fluid 2), for which we may or may not know the j versus Re characteristics. The fluid flow rate on the fluid 2 side and the log-mean average temperature must be kept constant (through iterative experimentation) so that its thermal resistance and C2 in Eq. 17.79 are truly constant. The flow rate on the unknown (fluid 1) side is varied systematically. The fluid flow rates and temperatures upstream and downstream of the test core on each fluid side are measured for each test point. Thus when e and C* are known, N T U and UA are computed.
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For discussion purposes, consider the test fluid side to be cold and the other fluid side to be hot. UA is given by 1



1



1



- - + R,.c + R w+ R,.h + ~ UA (rlohA)c (qohA)h



(17.76)



Note that 11o= 1 on the fluid side, which does not have fins. For fully developed turbulent flow through constant cross-sectional ducts, the Nusselt number correlation is of the form Nu = Co Re a Pr °4 (~[,w/~l~m) -0"14



(17.77)



where Co is a constant and a = 0.8 for the Dittus-Boelter correlation. However, note that a is a function of Pr, Re, and the geometry. For example, a varies from 0.78 at Pr = 0.7 to 0.90 at Pr - 100 for Re = 5 x 104 for a circular tube [15]; it also varies with Re for a given Pr. Theoretically, a will vary depending on the tube cross-sectional geometry, particularly for augmented tubes, and is not known a priori. Wilson [41] used a = 0.82. The term (gw/gm) -°14 takes into account the variable property effects for liquids; for gases, it should be replaced by an absolute temperature ratio function (see Eq. 17.109). By substituting the definitions of Re, Pr, and Nu in Eq. 17.77 and considering the fluid properties as constant, hcAc = ac(Cok°69°82c°4~t-°42Dh°A8)cV°82 = C~V 0"82- C1 V°SZ/'qo, c



(17.78)



The test conditions are maintained such that the fouling (scale) resistances Rs, c and Rs, h remain approximately constant though not necessarily zero, although Wilson [41] had neglected them. Since h is maintained constant on the fluid 2 side, the last four terms on the right side of the equality sign of Eq. 17.76 are constantmlet us say equal to C2. Now, substituting Eq. 17.78 in Eq. 17.76, we get 1



UA



1 -- ~ - t C 1 V 0"82



C2



(17.79)



Equation 17.79 has the form y = m x + b with y = 1/UA, m = 1/C1, x - V -°82, and b = Ca. Wilson plotted 1/UA versus V -°82 on a linear scale as shown in Fig. 17.40. The slope 1/C1 and the intercept C2 are then determined from this plot. Once C1 is known, hc from Eq. 17.78 and hence the correlation given by Eq. 17.77 is known. For this method, the Re exponent of Eq. 17.77 should be known and both resistances on the right side of Eq. 17.79 should be of the same order of magnitude. If C2 is too small, it could end up negative in Fig. 17.40, depending on the slope due to the scatter in the test data; in this case, ignore the Wilson plot technique and use Eq. 17.76 for the data reduction using the best estimate of C2. If C2 is too large, the slope 1/C~ will be close to zero and will contain a large experimental uncertainty. If R~ or Rs, h is too high, Rh = l/(qohA)h must be kept too low so that C2 is not very large. However, if R h is too low and the hot fluid is a liquid or gas, its temperature drop may be difficult to measure accurately. C2 can be reduced by increasing h on that side. The limitations of the Wilson plot technique may be summarized as follows. (1) The fluid flow rate and its log-mean 1 average temperature on the fluid 2 side must be kept conUA stant so that C2 is a constant. (2) The Re exponent in Eq. 17.77 is presumed to be known (such as 0.82 or 0.8). However, in reality it is a function of Re, Pr, and the geometry v itself. Since the Re exponent is not known a priori, the WilC2 son plot technique cannot be utilized to determine the conL__ stant Co of Eq. 17.77 for most heat transfer surfaces. (3) All V°82 the test data must be in one flow region (e.g., turbulent flow) FIGURE 17.40 OriginalWilson plot of Eq. 17.79. on fluid 1 side, or the Nu correlation must be expressed by an
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CHAPTER SEVENTEEN explicit equation with only one unknown constant, such as Eq. 17.77 for known exponent a. (4) Fluid property variations and the fin thermal resistance are not taken into consideration on the unknown fluid 1 side. (5) Fouling on either fluid side of the exchanger must be kept constant so that (72 remains constant in Eq. 17.79. Shah [42] discusses how to relax all of the above limitations of the Wilson plot technique except for the third limitation (one flow region for the complete testing); this will be discussed later. In the preceding case of Eq. 17.79, unknowns are C1 (means unknown Co) and C2. Alternatively, it should be emphasized that if R .... R w, and R s,h are known a priori, then an unknown C2 means that only its Co and a for fluid 2 are unknown. Thus the heat transfer correlation on fluid 2 side can also be evaluated using the Wilson plot technique if the exponents on Re in Eq. 17.77 are known on both fluid sides. The Wilson plot technique thus represents a problem with two unknowns. For a more general problem (e.g., a shell-and-tube exchanger), consider the Nu correlation on the tube side as Eq. 17.77 with Co = C7 and on the shell side as Eq. 17.77 with Co = C's and the Re exponent as d, we can rewrite Eq. 17.76 as follows after neglecting Rs.t = Rs, s = 0 for a new/clean exchanger. 1 1 1 UA - Ct[Re a Pr o.4A k / O h ] t ( ~ w / ~ m ) t -°'14 + R w + Cs[Rea prO.4 Ak/Oh]s(~w/~m)s_.OA 4



(17.80)



where Ct = rlo,tCt and Cs = rlo.sC~. Thus, the more general Wilson plot technique has five unknowns (C t, C~, a, d, and R w); Shah [42] discusses the solution procedure. As mentioned earlier, if one is interested in determining a complete correlation on one fluid side (such as the tube side, Eq. 17.77 without either knowing or not being concerned about the correlation on the other (such as the shell side), it represents a three unknown (Ct, a, and C' of Eq. 17.81) problem. The following procedure is suggested. 1. If the j or Nu versus Re characteristics on the shell side are accurately known, backcalculate the tubeside h from Eq. 17.76 with all other terms known (here, subscripts c = t and h = s). 2. If the j or Nu versus Re characteristics on the shell side are not known, then the shellside mass flow rate (Reynolds number) and log-mean average temperature must be kept constant during the testing. In this case, Eq. 17.80 is manipulated as follows.



[1 -~where



][__~m]-°'141[(~w/~l,m)?'14/(~l,w/~.l,m)?'14)



Rw



s



C' =



=E



[Re a Pr o.4mk/Oh]t



Ct



(17.81)



+



1 1 Cs[Re a Pr o.4Ak/Dh]~ (rlohA)s



(17.82)



Equation 17.81 has three unknowns, Ct, a, and C', and it represents a variant of the Briggs and Young method [43] for the three-unknown problem. These constants are determined by two successive linear regressions iteratively. The modified Wilson plot of Eq. 17.81 is shown in Fig. 17.41 considering a as known (guessed). In reality, a single plot as shown in Fig. 17.41 is not sufficient. It will require an internal iterative scheme by assuming C' or using it from the previous iteration, computing Nu~ and hence h~, determining Tw with the measured q, and finally calculating the viscosity ratio functions of Eq. 17.81. Iterations of regression analyses are continued until the successive values of C, converge within the desired accuracy. Now, with known C', Eq. 17.80 is rearranged as follows. [ 1
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Substituting y, for the left side of Eq. 17.83 and taking logarithms: In (l/y,)= a In (Re,) + In (C,)



(17.84)
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F I G U R E 17.42 A tubeside Wilson plot of Eq. 17.84 where Yt is defined by the left side of Eq. 17.83.



A tubeside Wilson plot of Eq. 17.81.



Since Eq. 17.84 has a form Y = mX + b, C, and a can be determined from the modified Wilson plot as shown in Fig. 17.42. Note that, here, an internal iterative scheme is not required for the viscosity ratio functions because the shellside C" (correlation) needed to compute the wall temperature is already known from the previous step. Iterations of the modified Wilson plots of Figs. 17.41 and 17.42 are continued until Ct, a, and C' converge within the desired accuracy. For an accurate determination of Ct and a through the solution of Eq. 17.84, the thermal resistance for the tube side should be dominant for all test points for Yt ( o f Eq. 17.84) to remain positive. In practice, the purpose of using this modified technique is to determine the tube-side h when its thermal resistance is not dominant. If it would have been dominant, use Eq. 17.76 to back-calculate h. If the tube-side resistance cannot be made dominant due to the limitations of test equipment, this method will not yield an accurate tube-side correlation. Hence, a careful design of testing is essential before starting any testing. If all test points are not in the same flow regime (such as in turbulent flow) for the unknown side of the exchanger using the Wilson plot technique or its variant, use the method recommended in Refs. 15 and 42 to determine h or Nu on the unknown side.



Test Technique for Friction Factors. The experimental determination of flow friction characteristics of compact heat exchanger surfaces is relatively straightforward. Regardless of the core construction and the method of heat transfer testing, the determination of f is made under steady fluid flow rates with or without heat transfer. For a given fluid flow rate on the unknown side, the following measurements are made: core pressure drop, core inlet pressure and temperature, core outlet temperature for hot friction data, fluid mass flow rate, and the core geometric properties. The Fanning friction factor fis then determined from the following equation: rh
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Po



This equation is an inverted form of the core pressure drop in Eq. 17.65. For the isothermal pressure drop data, Pi = Po = 1/(1/p)m. The friction factor thus determined includes the effects of skin friction, form drag, and local flow contraction and expansion losses, if any, within the core. Tests are repeated with different flow rates on the unknown side to cover the desired range of the Reynolds number. The experimental uncertainty in the f factor is usually within +5 percent when Ap is measured accurately within +1 percent. Generally, the Fanning friction factor f is determined from isothermal pressure drop data (no heat transfer across the core). The hot friction factor fversus Re curve should be close to the isothermal f versus Re curve, particularly when the variations in the fluid properties are
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CHAPTERSEVENTEEN small, that is, the average fluid temperature for the hot f data is not significantly different from the wall temperature. Otherwise, the hot f data must be corrected to take into account the temperature-dependent fluid properties.



Analytical Solutions Flow passages in most compact heat exchangers are complex with frequent boundary layer interruptions; some heat exchangers (particularly the tube side of shell-and-tube exchangers and highly compact regenerators) have continuous flow passages. The velocity and temperature profiles across the flow cross section are generally fully developed in the continuous flow passages, whereas they develop at each boundary layer interruption in an interrupted surface and may reach a periodic fully developed flow. The heat transfer and flow friction characteristics are generally different for fully developed flows and developing flows. Analytical results are discussed separately next for developed and developing flows for simple flow passage geometries. For complex surface geometries, the basic surface characteristics are primarily obtained experimentally, as discussed in the previous section; the pertinent correlations are presented in the next subsection. Analytical solutions for developed and developing velocity/temperature profiles in constant cross section circular and noncircular flow passages are important when no empirical correlations are available, when extrapolations are needed for empirical correlations, or in the development of empirical correlations. Fully developed laminar flow solutions are applicable to highly compact regenerator surfaces or highly compact plate-fin exchangers with plain uninterrupted fins. Developing laminar flow solutions are applicable to interrupted fin geometries and plain uninterrupted fins of short lengths, and turbulent flow solutions to notso-compact heat exchanger surfaces. Three important thermal boundary conditions for heat exchangers are ~, ~, and ~. The 0) boundary condition refers to constant wall temperature, both axially and peripherally throughout the passage length. The wall heat transfer rate is constant in the axial direction, while the wall temperature at any cross section is constant in the peripheral direction for the boundary condition. The wall heat transfer rate is constant in the axial direction as well as in the peripheral direction for the ~ boundary condition. The ~) boundary condition is realized for highly conductive materials where the temperature gradients in the peripheral direction are at a minimum; the ~ boundary condition is realized for very poorly conducting materials for which temperature gradients exist in the peripheral direction. For intermediate thermal conductivity values, the boundary condition will be in between that of ~ and ~. In general, NUn1 > NUT, NUn1 -> NUH2, and NUH2 NUT. The heat transfer rate in the laminar duct flow is very sensitive to the thermal boundary condition. Hence, it is essential to carefully identify the thermal boundary condition in laminar flow. The heat transfer rate in turbulent duct flow is insensitive to the thermal boundary condition for most common fluids (Pr > 0.7); the exception is liquid metals (Pr < 0.03). Hence, there is generally no need to identify the thermal boundary condition in turbulent flow for all fluids except liquid metals.



Fully Developed Flows Laminar Flow. Nusselt numbers for fully developed laminar flow are constant but depend on the flow passage geometry and thermal boundary conditions. The product of the Fanning friction factor and the Reynolds number is also constant but dependent on the flow passage geometry. Fully developed laminar flow problems are analyzed extensively in Refs. 19 and 44; most of the analytical solutions are also presented in closed-form equations in Ref. 44. Solutions for some technically important flow passages are presented in Table 17.14. The following observations may be made from this table: (1) There is a strong influence of flow passage geometry on Nu and f Re. Rectangular passages approaching a small aspect ratio exhibit the highest Nu and f Re. (2) Three thermal boundary conditions have a strong influence on the Nusselt numbers. (3) As Nu = hDh/k, a constant Nu implies the convective heat
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transfer coefficient h independent of the flow velocity and fluid Prandtl number. (4) An increase in h can be best achieved either by reducing Dh or by selecting a geometry with a low aspect ratio rectangular flow passage. Reducing the hydraulic diameter is an obvious way to increase exchanger compactness and heat transfer, or Dh can be optimized using well-known heat transfer correlations based on design problem specifications. (5) Since f Re = constant, fo~ 1/Re o~ 1/V. In this case, it can be shown that Ap o~ V. Many additional analytical results for fully developed laminar flow (Re < 2000) are presented in Refs. 19 and 44. For most channel shapes, the mean Nu and f will be within 10 percent of the fully developed value if L/Dh > 0.2Re Pr. The entrance effects, flow maldistribution, free convection, property variation, fouling, and surface roughness all affect fully developed analytical solutions as shown in Table 17.15. Hence, in order to consider these effects in real plate-fin plain fin geometries having fully developed flows, it is best to reduce the magnitude of the analytical Nu by a minimum of 10 percent and increase the value of the analytical f R e by a minimum of 10 percent for design purposes. Analytical values o f L+hyand K(oo) are also listed in Table 17.14. The hydrodynamic entrance length Zhy [dimensionless form is L~y = Lhy/(Oh Re)] is the duct length required to TABLE



Solutions for Heat Transfer and Friction for Fully Developed Laminar Flow through Specified Ducts [19]
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* jill/f-" NUll1Pr-l~3/(fRe) with Pr = 0.7. Similarly, values of jH2/f and jT/fmay be computed. , K(**)for sine and equilateral triangular channels may be too high [19]; K(oo) for some rectangular and hexagonal channels is interpolated based on the recommended values in Ref. 19. * L~y for sine and equilateral triangular channels is too low [19], so use with caution. L~y for rectangular channels is based on the faired curve drawn through the recommended value in Ref. 19. L~y for a hexagonal channel is an interpolated value.
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TABLE 17.15



Variable



f



Entrance effect Passage-to-passage nonuniformity Gross flow maldistribution Free convection in a horizontal passage Free convection with vertical aiding flow Free convection with vertical opposing flow Property variation due to fluid heating



Property variation due to fluid cooling Fouling Surface roughness



Increases Decreases slightly Increases sharply Increases Increases Decreases Decreases for liquids and increases for gases Increases for liquids and decreases for gases Increases sharply Affects only if the surface roughness height profile is nonnegligible compared to Dh



Nu Increases Decreases significantly Decreases Increases Increases Decreases Increases for liquids and decreases for gases Decreases for liquids and increases for gases Increases slightly Affects only if the surface roughness height profile is nonnegligible compared to Dh



achieve a maximum channel section velocity of 99 percent of that for fully developed flow when the entering fluid velocity profile is uniform. Since the flow development region precedes the fully developed region, the entrance region effects could be substantial, even for channels having fully developed flow along a major portion of the channel. This increased friction in the entrance region and the change of m o m e n t u m rate is taken into account by the incremental pressure drop number K(,~) defined by



Ap= where the subscript



[ 4flaL ] G2 Dh + K(~) 2gcP



(17.86)



fd denotes



the fully developed value. The initiation of transition to turbulent flow, the lower limit of the critical Reynolds number (Recr), depends on the type of entrance (e.g., smooth versus abrupt configuration at the exchanger flow passage entrance) in smooth ducts. For a sharp square inlet configuration, Recr is about 10-15 percent lower than that for a rounded inlet configuration. For most exchangers, the entrance configuration would be sharp. Some information on Recr is provided by Ghajar and Tam [45]. The lower limits of Recr for various passages with a sharp square inlet configuration vary from about 2000 to 3100 [46]. The upper limit of Recr may be taken as 104 for most practical purposes. Transition flow and fully developed turbulent flow Fanning friction factors for a circular duct are given by Bhatti and Shah [46] as



Transition Flow.



f = A + B Re -1/m where



A = 0.0054, B = 2.3 x 10-8, m = -2/3 A = 0.00128, B = 0.1143, m = 3.2154



(17.87)



for 2100 < Re < 4000 for 4000 < Re < 107



Equation 17.87 is accurate within +_2 percent [46]. The transition flow f data for noncircular passages are rather sparse; Eq. 17.87 may be used to obtain fair estimates of f for noncircular flow passages (having no sharp corners) using the hydraulic diameter as the characteristic dimension.
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The transition flow and fully developed turbulent flow Nusselt number correlation for a circular tube is given by Gnielinski as reported in Bhatti and Shah [46] as ( f / Z ) ( R e - 1000) Pr Nu = 1 + 12.7(f/Z)m(Pr 2/3- 1)



(17.88)



which is accurate within about +10 percent with experimental data for 2300 < Re < 5 x 106 and 0.5 < Pr < 2000. For higher accuracies in turbulent flow, refer to the correlations by Petukhov et al. reported by Bhatti and Shah [46]. Churchill as reported in Bhatti and Shah [46] provides a correlation for laminar, transition, and turbulent flow regimes in a circular tube for 2100 < Re < 10 6 and 0 < Pr < ~. Since no Nu and j factors are available for transition flow for noncircular passages, Eq. 17.88 may be used to obtain a fair estimate of Nu for noncircular passages (having no sharp corners) using Dh as the characteristic dimension. Turbulent Flow. A compendium of available f and Nu correlations for circular and noncircular flow passages are presented in Ref. 46. Table 17.16 is condensed from Ref. 46, summarizing the most accurate f and Nu correlations for smooth circular and noncircular passages. It is generally accepted that the hydraulic diameter correlates Nu and f f o r fully developed turbulent flow in circular and noncircular ducts. This is true for the results accurate to within +15 percent for most noncircular ducts. Exceptions are for those having sharp-angled corners in the flow passage or concentric annuli with inner wall heating. In these cases, Nu and fcould be lower than 15 percent compared to the circular tube values. Table 17.16 can be used for more accurate correlations of Nu and f for noncircular ducts. Roughness on the surface causes local flow separation and reattachment. This generally results in an increase in the friction factor as well as the heat transfer coefficient. A roughness element has no effect on laminar flow, unless the height of the roughness element is not negligible compared to the flow cross section size. However, it exerts a strong influence on turbulent flow. Specific correlations to account for the influence of surface roughness are presented in Refs. 46 and 47. A careful observation of accurate experimental friction factors for all noncircular smooth ducts reveals that ducts with laminar f Re < 16 have turbulent f factors lower than those for the circular tube, whereas ducts with laminar f Re > 16 have turbulent f factors higher than those for the circular tube [48]. Similar trends are observed for the Nusselt numbers. If one is satisfied within +15 percent accuracy, Eqs. 17.87 and 17.88 for f and Nu can be used for noncircular passages with the hydraulic diameter as the characteristic length in f,, Nu, and Re; otherwise, refer to Table 17.16 for more accurate results for turbulent flow.



Hydrodynamically Developing Flows Laminar Flow. Based on the solutions for laminar boundary layer development over a flat plate and fully developed flow in circular and some noncircular ducts, lapp Re can be correlated by the following equation: LPP Re = 3.44(x+) -°5 +



K(oo)/(4x +) + f R e - 3.44(x+) -°5 1 "k- Ct(x+) -2



(17.89)



where the values of K(,,~), f R e , and C' are given in Table 17.17 for three geometries. Here fapp is defined the same way as f (see the nomeclature), but Ap includes additional pressure drop due to momentum change and excess wall shear between developing and developed flows. Turbulent Flow. fappRe for turbulent flow depends on Re in addition to x ÷. A closed-form formula for lapp Re is given in Refs. 46 and 48 for developing turbulent flow. The hydrodynamic entrance lengths for developing laminar and turbulent flows are given by Refs 44 and 46 as



Lhy



I0.0565Re - [1.359Re TM



for laminar flow (Re < 2100) for tubulent flow (Re _> 10 4)



(17.90)
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TABLE 17.16 Fully Developed Turbulent Flow Friction Factors and Nusselt Numbers (Pr > 0.5) for Technically Important Smooth-Walled Ducts [44] Duct geometry and characteristic dimension



Recommended correlations t Friction factor correlation for 2300 < Re < 107 B f = A + Re1/m



2a



where A = 0.0054, B = 2.3 x 10-8, m = --~ for 2100 < Re < 4000 and A = 1.28 x 10 -3, B = 0.1143, m = 3.2154 for 4000 < Re < 107



Circular Dh = 2a



Nusselt number correlation by Gnielinski for 2300 < Re < 5 × 106: Nu =



( f / 2 ) ( R e - 1000) Pr 1 + 12.7(f/2)lr2(pr2J3 - 1)



Use circular duct f and Nu correlations. Predicted f are up to 12.5 % lower and predicted Nu are within +9% of the most reliable experimental results.



2tl



T



Flat Dh = 4b



~



ffactors: (1) substitute D1 for Dh in the circular duct correlation, and calculate f f r o m the resulting equation. (2) Alternatively, calculate f from f = (1.0875 -0.1125ct*)fc where fc is the friction factor for the circular duct using Dh. In both cases, predicted f factors are within +_5% of the experimental results.



b



Rectangular 4ab 2b Dh = ~ + b ' o~* - 2a D1



_ 2/~ -I- 11,/240~*(2 - 0t*)



Dh



~ 2/)



Nusselt numbers: (1) With uniform heating at four walls, use circular duct Nu correlation for an accuracy of +9% for 0.5 < Pr < 100 and 104 < Re ___106. (2) With equal heating at two long walls, use circular duct correlation for an accuracy of +10% for 0.5 < Pr < 10 and 104 < Re < 105. (3) With heating at one long wall only, use circular duct correlation to get approximate Nu values for 0.5 < Pr < 10 and 104 < Re < 106. These calculated values may be up to 20% higher than the actual experimental values. Use circular duct f and Nu correlations with Dh replaced by D1. Predicted f are within +3% and -11% and predicted Nu within +9% of the experimental values.



~.--2a---t Equilateral triangular Dh = 2 V ~ a = 4b/3



D1 = V ~ a = 2 b / 3 V ~



t The friction factor and Nusselt number correlations for the circular duct are the most reliable and agree with a large amount of the experimental data within +_2%and +10% respectively. The correlations for all other duct geometries are not as good as those for the circular duct on an absolute basis.



Thermally Developing Flows L a m i n a r Flow. T h e r m a l e n t r y l e n g t h s o l u t i o n s with d e v e l o p e d v el o c i t y profiles a r e s u m m a r i z e d in Refs. 19 a n d 44 for a l a r g e n u m b e r of p r a c t i c a l l y i m p o r t a n t flow p a s s a g e g e o m e tries with e x t e n s i v e c o m p a r i s o n s . S h a h a n d L o n d o n [19] p r o p o s e d t h e following c o r r e l a t i o n s for t h e r m a l e n t r a n c e s o l u t i o n s for c i r c u l a r a n d n o n c i r c u l a r d u c t s h a v i n g l a m i n a r d e v e l o p e d v e l o c i t y profiles a n d d e v e l o p i n g t e m p e r a t u r e profiles.



NUx,T = 0 . 4 2 7 ( f R e ) l / 3 ( x * ) -1/3



(17.91)



N u m , T -- 0 . 6 4 1 ( f R e ) l / 3 ( x * ) -1/3



(17.92)
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TABLE 17.16 Fully Developed Turbulent Flow Friction Factors and Nusselt Numbers (Pr > 0.5) for Technically Important Smooth-Walled Ducts [44] (Continued) Duct geometry and characteristic dimension



2b



~---2a---t



Recommended correlations* For 0 < 2~ < 60 °, use circular duct f and Nu correlations with Dh replaced by Dg; for 2~ = 60 °, replace Dh by D1 (see previous geometry); and for 60 ° < 2~ < 90 ° use circular duct correlations directly with Dh. Predicted l a n d Nu are within +9% a n d - 1 1 % of the experimental values. No recommendations can be made for 2~ > 90 ° due to lack of the experimental data.



Isosceles triangular Dh =



4ab a + X/a 2 + b 2



Dg_l[ 0 Dh 2re 31ncot + 2 In tan ~ - - In tan where 0 = (90 ° - ~)/2



ffactors: (1) Substitute D1 for Dh in the circular duct correlation, and calculate ffrom the resulting equation. (2) Alternatively, calculate ffrom f = (1 + 0.0925r*)fc where fc is the friction factor for the circular duct using Dh. In both cases, predicted f factors are within +5 % of the experimental results.



Concentric annular



Dh = 2(ro- ri), ri



r*-



r0



D1



Dh



Nusselt Numbers: In all the following recommendations, use Dh with a wetted perimeter in Nu and Re: (1) Nu at the outer wall can be determined from the circular duct correlation within the accuracy of about +10% regardless of the condition at the inner wall. (2) Nu at the inner wall cannot be determined accurately regardless of the heating/cooling condition at the outer wall.



D



1 + r .2 + (1 - r*2)/ln r* (1 - r*) 2



*The friction factor and Nusselt number correlations for the circular duct are the most reliable and agree with a large amount of the experimental data within +_2%and +10% respectively.The correlations for all other duct geometries are not as good as those for the circular duct on an absolute basis.



Nux, m = 0.517 ( f R e ) a/3(x* ) -1/3



(17.93)



0.775(fRe)'/3(x*) -a/3



(17.94)



NUm, H1 =



w h e r e f i s the Fanning friction factor for fully d e v e l o p e d flow, R e is the R e y n o l d s n u m b e r , and



x* = x[(Dh R e Pr). For i n t e r r u p t e d surfaces, x = eel. E q u a t i o n s 17.91-17.94 are r e c o m m e n d e d for x* < 0.001. The following o b s e r v a t i o n s m a y be m a d e f r o m Eqs. 17.91-17.94 and solutions for l a m i n a r flow surfaces having d e v e l o p i n g t e m p e r a t u r e profiles given in Refs. 19 and 44: (1) the influence of t h e r m a l b o u n d a r y conditions on the convective b e h a v i o r a p p e a r s to be of the same o r d e r as that for fully d e v e l o p e d flow, (2) since N u o~ ( x * ) -1/3 = [x/(Dh R e Pr)-i/3], t h e n N u o~ R e 1/3 o~ v a / 3 m t h e r e f o r e h varies as V 1/3, (3) since the velocity profile is c o n s i d e r e d fully devel-
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TABLE



K(oo), f R e , and C' for Use in Eq. 17.89 [19] K(oo)



fRe



ix*



C'



Rectangular ducts



1.00 0.50 0.20 0.00



1.43 1.28 0.931 0.674



20



14.227 15.548 19.071 24.000



0.00029 0.00021 0.000076 0.000029



Equilateral triangular duct



60 °



1.69



r*



13.333



0.00053



Concentric annular ducts



0 0.05 0.10 0.50 0.75 1.00



1.25 0.830 0.784 0.688 0.678 0.674



16.000 21.567 22.343 23.813 23.967 24.000



0.000212 0.000050 0.0(0)043 0.000032 0.000030 0.000029



aped, Ap o~ V as noted earlier; (4) the influence of the duct shape on thermally developed Nu is not as great as that for the fully developed Nu. The theoretical ratio Num/NUfd is shown in Fig. 17.43 for several passage geometries having constant wall temperature boundary conditions. Several observations may be made from this figure. (1) The Nusselt numbers in the entrance region and hence the heat transfer coefficients could be 2-3 times higher than the fully developed values depending on the interruption length. (2) At x* = 0.1, the local Nusselt number approaches the fully developed value, but the value of the mean Nusselt number can be significantly higher for a channel of length /?e~= X* = 0.1. (3) The order of increasing Num]NUfdas a function of channel shape at a given x*
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FIGURE 17.43 The ratio of laminar developing to developed Nu for different ducts; the velocity profile developed for both Nu's.
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is the opposite of NUfd in Table 17.14. For a highly interrupted surface, a basic inferior passage geometry for fully developed flow (such as triangular) will not be penalized in terms of low Nu or low h in developing flow. (4) A higher value of Num/NUfdat x* = 0.1 means that the flow channel has a longer entrance region. Turbulent Flow. The thermal entry length solutions for smooth ducts for several crosssectional geometries have been summarized [46]. As for laminar flow, the Nusselt numbers in the thermal region are higher than those in the fully developed region. However, unlike laminar flow, NUx,T and NUx.H1 are very nearly the same for turbulent flow. The local and mean Nusselt numbers for a circular tube with 0) and ® boundary conditions are [46]: Nux c - 1+~ Nu~ lO(x/Dh)



Num c - 1+~ Nu~ X/Dh



(17.95)



where Nu~ stands for the fully developed NUT or NUll derived from the formulas in Table 17.16, and



(X/Dh)°'l ( c = prl/-------------T-



3000) 0.68 + ReO.81



(17.96)



This correlation is valid for X/Dh > 3, 3500 < Re < 105, and 0.7 < Pr < 75. It agrees within +12 percent with the experimental measurements for Pr = 0.7.



Simultaneously Developing Flows Laminar Flow. In simultaneously developing flow, both the velocity and temperature profiles develop in the entrance region. The available analytical solutions are summarized in Refs. 19 and 44. The theoretical entrance region Nusselt numbers for simultaneously developing flow are higher than those for thermally developing and hydrodynamically developed flow. These theoretical solutions do not take into account the wake effect or secondary flow effect that are present in flow over interrupted heat transfer surfaces. Experimental data indicate that the interrupted heat transfer surfaces do not achieve higher heat transfer coefficients predicted for the simultaneously developing flows. The results for thermally developing flows (and developed velocity profiles) are in better agreement with the experimental data for interrupted surfaces and hence are recommended for design purposes. Turbulent Flow. The Nusselt numbers for simultaneously developing turbulent flow are practically the same as the Nusselt numbers for the thermally developing turbulent flow [46]. However, the Nusselt numbers for simultaneously developing flow are sensitive to the passage inlet configuration. Table 17.18 summarizes the dependence of Ap and h on V for developed and developing laminar and turbulent flows. Although these results are for the circular tube, the general functional relationship should be valid for noncircular ducts as a first approximation.



Dependence of Pressure Drop and Heat Transfer Coefficient on the Flow Mean Velocity for Internal Flow in a Constant Cross-Sectional Duct



TABLE 17.18



Apo~VP



ho, Vq



Flow type



Laminar



Turbulent



Laminar



Turbulent



Fully developed Hydrodynamically developing Thermally developing Simultaneously developing



V V15 V VL5



V 1"8



V0



V 0"8



V1-8



--



--



V 1"8



V 113



V 0"8



V 1"8



V 1/2



V 0"8
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Experimental Correlations Analytical results presented in the preceding section are useful for well-defined constant cross-sectional surfaces with essentially unidirectional flows. The flows encountered in heat exchangers are generally very complex, having flow separation, reattachment, recirculation, and vortices. Such flows significantly affect Nu and f for the specific exchanger surfaces. Since no analytical or accurate numerical solutions are available, the information is derived experimentally. Kays and London [20] and Webb [47] presented many experimental results reported in the open literature. In the following, empirical correlations for only some important surfaces are summarized due to space limitations. A careful examination of all good data that are published has revealed the ratio j/f 0.3. All pressure and temperature measurements and possible sources of flow leaks and heat losses must be checked thoroughly for all those basic data having j/f> 0.3 for strip and louver fins.



Bare Tubebanks.



One of the most comprehensive correlations for crossflow over a plain tubebank is presented by Zukauskas [49] as shown in Figs. 17.44 and 17.45 for inline (90 ° tube layout) and staggered arrangement (30 ° tube layout) respectively, for the Euler number. These results are valid for the number of tube rows above about 16. For other inline and staggered tube arrangements, a correction factor X is obtained from the inset of these figures to compute Eu. Zukauskas [49] also presented the mean Nusselt number Num = hmdo/k as (17.97)



N u m = Fc(Num)16 . . . .



Values of Num for 16 or more tube rows are presented in Table 17.19 for inline (90 ° tube layout, Table 17.19a) and staggered (30 ° tube layout, Table 17.19b) arrangements. For all expressions in Table 17.19, fluid properties in Nu, Red, and Pr are evaluated at the bulk mean temperature and for Prw at the wall temperature. The tube row correction factor Fc is presented in Fig. 17.46 as a function of the number of tube rows Nr for inline and staggered tube arrangements. I
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Friction factors for the inline t u b e a r r a n g e m e n t s for XT = 1.25,1.5, 2.0, a n d 2.5 w h e r e



X'~ = Xe/do a n d X* = )(,/do [49].
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FIGURE 17.45 Friction factors for the staggered tube arrangements for X*= 1.25,1.5, 2.0, and 2.5 where X~ = Xe/do and X*= X,/do [49].



Plate-Fin Extended S u r f a c e s Offset Strip Fins. This is o n e of the most widely used e n h a n c e d fin g e o m e t r i e s (Fig. 17.47) in aircraft, cryogenics, and m a n y o t h e r industries that do n o t r e q u i r e mass p r o d u c t i o n . This surface has one o f the highest h e a t transfer p e r f o r m a n c e s relative to the friction factor. E x t e n s i v e analytical, numerical, and e x p e r i m e n t a l investigations have b e e n c o n d u c t e d over the last 50 years. The most c o m p r e h e n s i v e c o r r e l a t i o n s for j and f factors for the offset strip fin g e o m e t r y are p r o v i d e d by M a n g l i k and Bergles [50] as follows.
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[S\-0.1541[a\0.1499[~\-0.0678[-



J = 0.6522Re_O.5403[_77]
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|1 + 5.269 x 10 -5 R e 134° / s-~-/°5°4 8[



\h J
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)0.456(~f)-1.055]0.1 --



(17.98)



TABLE 17.191a) Heat Transfer Correlations for Inline Tube Bundles for n > 16 [49] Recommended correlations Nu Nu Nu Nu



= 0.9Re °'4 Pr °'36 (Pr/Pr~) °25 = 0.52Re °5 Pr °36 (Pr/Pr~) °25 = 0.27Re~'63 Pr °-36(Pr/Prw) °25 = 0.033Re~8 Pr °4 (Pr/Pr~) °25



Range of Red 100_102 102-103 103-2 × 105 2 x 105-2 x 106



TABLE 17.191bl Heat Transfer Correlations for Staggered Tube Bundles for n > 16 [49] Recommended correlations Nu Nu Nu Nu



= 1.04Re °4 Pr °'36(Pr/Prw) °'25 = 0.71Re °'5 Pr °36 (Pr/Prw) °25 = 0.35(X*/X'f)°2 Re °6 Pr °36 (Pr/Prw) °25 = 0.031(X*/X~) °2 Re °8 Pr °36 (Pr/Prw) °25



Range of Red 10°-5 x 1 0 2 5 × 102-103 103-2 × 105 2 x 105-2 x 1 0 6
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N FIGURE 17.46 A correction factor F~ to take into account the tube-row effect for heat transfer for flow normal to bare tubebanks.
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FIGURE 17.47 An offset strip fin geometry.
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where



Dh = 4Ao/(A/ei) = 4sh'gi/[2(sei+ h'ei+ 8Ih" ) + 8Is ]



(17.100)



Geometrical symbols in Eq. 17.100 are shown in Fig. 17.47. These correlations predict the experimental data of 18 test cores within +20 percent for 120 ___Re < 104. Although all experimental data for these correlations are obtained for air, the j factor takes into consideration minor variations in the Prandtl number, and the above correlations should be valid for 0.5 < Pr < 15. The heat transfer coefficients for the offset strip fins are 1.5 to 4 times higher than those of plain fin geometries. The corresponding friction factors are also high. The ratio of j/f for an offset strip fin to j/f for a plain fin is about 80 percent. If properly designed, the offset strip fin would require substantially lower heat transfer surface area than that of plain fins at the same Ap, but about a 10 percent larger flow area. Louver Fins. Louver or multilouver fins are extensively used in auto industry due to their mass production manufacturability and lower cost. It has generally higher j and ffactors than those for the offset strip fin geometry, and also the increase in the friction factors is in general higher than the increase in the j factors. However, the exchanger can be designed for higher heat transfer and the same pressure drop compared to that with the offset strip fins by a proper selection of exchanger frontal area, core depth, and fin density. Published literature and correlations on the louver fins are summarized by Webb [47] and Cowell et al. [51], and the understanding of flow and heat transfer phenomena is summarized by Cowell et al. [51]. Because of the lack of systematic studies reported in the open literature on modern louver fin geometries, no correlation can be recommended for the design purpose. Other Plate-Fin Surfaces. Perforated and pin fin geometries have been investigated, and it is found that they do not have superior performance compared to offset strip and louver fin geometries [15]. Perforated fins are now used only in a limited number of applications. They are used as "turbulators" in oil coolers and in cryogenic air separation exchangers as a replacement to the existing perforated fin exchangers; modern cryogenic air separation exchangers use offset strip fin geometries. Considerable research has been reported on vortex generators using winglets [52, 53], but at present neither definitive conclusions are available on the superiority of these surfaces nor manufactured for heat exchanger applications.
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Tube-Fin E x t e n d e d Surfaces. Two major types of tube-fin extended surfaces are: (1) individually finned tubes, and (2) flat fins (also sometimes referred to as plate fins), with or without enhancements/interruptions on an array of tubes as shown in Fig. 17.14. An extensive coverage of the published literature and correlations for these extended surfaces is provided by Webb [47] and Kays and London [20]. Empirical correlations for some important geometries are summarized below. Individually Finned Tubes. In this fin geometry, helically wrapped (or extruded) circular fins on a circular tube as shown in Fig. 17.14a, is commonly used in process and waste heat recovery industries. The following correlation for j factors is recommended by Briggs and Young (see Webb [47]) for individually finned tubes on staggered tubebanks.



j = 0.134Re~°.319(S/~f)O'2(S/~f) T M



(17.101)



where ~I is the radial height of the fin, 5,~is the fin thickness, s = P l - 8I is the distance between adjacent fins, and Pl is the fin pitch. Equation 17.101 is valid for the following ranges: 1100 < Rea < 18,000, 0.13 < s/e.r 1.15) Spray (Frt > 1.15)



C1



C2



0.036 2.18 0.253



1.51 -0.643 -1.50



C3



7.79 11.6 12.4



C4



C5



-0.057 0.233 0.207



0.774 1.09 0.205
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of liquid droplets (dropwise condensation) and/or a liquid layer (filmwise condensation) between the surface and the condensing vapor. The dropwise condensation is desirable because the heat transfer coefficients are an order of magnitude higher than those for filmwise condensation. Surface conditions, though, are difficult for sustaining dropwise condensation. Hence, this mode is not common in practical applications. The heat transfer correlations presented in this section will deal primarily with filmwise condensation (also classified as surface condensation). Refer to Chap. 12 and Refs. 75, 76, 81, and 82 for additional information. Heat transfer coefficients for condensation processes depend on the condensation models involved, condensation rate, flow pattern, heat transfer surface geometry, and surface orientation. The behavior of condensate is controlled by inertia, gravity, vapor-liquid film interfacial shear, and surface tension forcer~ Two major condensation mechanisms in film condensation are gravity-controlled and shear-controlled (forced convective) condensation in passages where the surface tension effect is negligible. At high vapor shear, the condensate film may became turbulent. Now we will present separately heat transfer correlations for external and internal filmwise condensation.



Heat Transfer Correlations for External Condensation.



Although the complexity of condensation heat transfer phenomena prevents a rigorous theoretical analysis, an external condensation for some simple situations and geometric configurations has been the subject of a mathematical modeling. The famous pioneering Nusselt theory of film condensation had led to a simple correlation for the determination of a heat transfer coefficient under conditions of gravity-controlled, laminar, wave-free condensation of a pure vapor on a vertical surface (either fiat or tube). Modified versions of Nusselt's theory and further empirical studies have produced a list of many correlations, some of which are compiled in Table 17.23. Vertical Surfaces. Condensation heat transfer coefficients for external condensation on vertical surfaces depend on whether the vapor is saturated or supersaturated; the condensate film is laminar or turbulent; and the condensate film surface is wave-free or wavy. Most correlations assume a constant condensation surface temperature, but variable surface temperature conditions are correlated as well as summarized in Table 17.23. All coefficients represent mean values (over a total surface length), that is, h = (l/L) fLobloc dx. The first two correlations in Table 17.23 for laminar condensation of saturated vapor with negligible interfacial shear and wave-free condensate surface are equivalent, the difference being only with respect to the utilization of a condensate Reynolds number based on the condensation rate evaluated at distance L. If the assumption regarding the uniformity of the heat transfer surface temperature does not hold, but condensation of a saturated vapor is controlled by gravity only, the heat transfer surface temperature can be approximated by a locally changing function as presented in Table 17.23 (third correlation from the top). This results into a modified Nusselt correlation, as shown by Walt and Kr6ger [83]. It is important to note that all heat transfer correlations mentioned can be used for most fluids regardless of the actual variation in thermophysical properties as long as the thermophysical properties involved are determined following the rules noted in Table 17.23. A presence of interfacial waves increases the heat transfer coefficient predicted by Nusselt theory by a factor up to 1.1. An underprediction of a heat transfer coefficient by the Nusselt theory is more pronounced for larger condensate flow rates. For laminar condensation having both a wave-free and wavy portion of the condensate film, the correlation based on the work of Kutateladze as reported in [81] (the fourth correlation from the top of Table 17.23) can be used as long as the flow is laminar. Film turbulence (the onset of turbulence characterized by a local film Reynolds number range between 1600 and 1800) changes heat transfer conditions depending on the magnitude of the Pr number. For situations when the Prandtl number does not exceed 10, a mean heat transfer coefficient may be calculated using the correlation provided by Butterworth [81] (the fifth correlation from the top of Table 17.23). An increase in the Pr and Re numbers causes an



TABI.I: 17.23 Vapor condition* Saturated vapor



H e a t T r a n s f e r C o r r e l a t i o n s for E x t e r n a l C o n d e n s a t i o n o n Vertical S u r f a c e s Liquid-vapor interface
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TABLE 17.25 Heat Transfer Correlations for Internal Condensation in Horizontal Tubes Stratification conditions Annular flow* (Film condensation)



Correlation r h,o~: h,/(a - x)°8 +



Ref.



] j



x) 0.04



3.8X°.76(1
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kl where hi = 0.023 -~ Re °8 Pr°'4 Re/:



Gdi
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, G = total mass velocity (all liquid)



100 < Re1 < 63,000 0_ 0.15



P* = Pu/Pt < 0.15



qc"o= ¢'ol for q'~l < q~;5 qc"o= q~'o5for qc;1 > q;;5 > qco4 qc"o= qc~,4 for q;', > q;;5 ---q'~4 K~ = Km for Kt¢l > KK2 KK = KK2 for K/¢1< KK2< KK3 KK = KK3 for Ktcl ---KK2> KK3



q~o = q"o~ for q~'~< q~,2 qco = q~;2 for q~l > qc~,2< q~3 q'~o = qc~,3 for qc'2 ->q~'3 Kg = K~Clfor KK1 > KK2 Kg = K~c2for K~cl- 0.5 (usually gas-to-gas exchangers), the bulk mean temperatures on each fluid side will be the arithmetic mean of the inlet and outlet temperatures on each fluid side [100]. For exchangers with C* < 0.5 (usually gas-to-gas exchangers), the bulk mean temperature on the Cmax side will be the arithmetic mean of inlet and outlet temperatures; the bulk mean temperature on the Cmin side will be the log-mean average temperature obtained as follows: (17.119)



Tm, cmi, = Tm, cmax .-I-ATIm



where ATom is the log-mean temperature difference based on the terminal temperatures (see Eq. 17.18); use the plus sign only if the Cm~nside is hot. Once the bulk mean temperatures are obtained on each fluid side, obtain the fluid properties from thermophysical property software or handbooks. The properties needed for the rating problem are bt, Cp, k, Pr, and p. With this Cp, one more iteration may be carried out to determine Th,o or T~,ofrom Eq. 17.117 or 17.118 on the Cmaxside and, subsequently, Tm on the Cmax side. Refine fluid properties accordingly. 3. Calculate the Reynolds number Re GDh/l.t and/or any other pertinent dimensionless groups (from the basic definitions) needed to determine the nondimensional heat transfer and flow friction characteristics (e.g., j or Nu and f ) of heat transfer surfaces on each side of the exchanger. Subsequently, compute j or Nu and f factors. Correct Nu (or j) for variable fluid property effects [100] in the second and subsequent iterations from the following equations. =



Forgases:



Nu _[Tw]" Nucp



For liquids:
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(17.120)



LT.J (17.121)



where the subscript cp denotes constant properties, and m and n are empirical constants provided in Table 17.20a and 17.20b. Note that Tw and Tm in Eqs. 17.120 and 17.121 and in Table 17.20a and 17.20b are absolute temperatures, and Tw is computed from Eq. 17.9. 4. From Nu or j, compute the heat transfer coefficients for both fluid streams. h = Nu k/Dh =jGcp Pr -2/3



(17.122)



Subsequently, determine the fin efficiency rl¢ and the extended surface efficiency rio: tanh ml



fly = where



m 2 -



ml hP k!A,



(17.123)
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where P is the wetted perimeter of the fin surface. rio = 1 - (1 - rlI)AI/A



(17.124)



Also calculate the wall thermal resistance Rw = 8/Awkw. Finally, compute overall thermal conductance UA from Eq. 17.6, knowing the individual convective film resistances, wall thermal resistances, and fouling resistances, if any. 5. From the known heat capacity rates on each fluid side, compute C* Cmin/fmax. From the known UA, determine NTU UA/Cmin.Also calculate the longitudinal conduction parameter ~. With the known NTU, C*, ~, and the flow arrangement, determine the crossflow exchanger effectiveness (from either closed-form equations of Table 17.6 or tabular/ graphical results from Kays and London [20]. =



=



6. With this e, finally compute the outlet temperatures from Eqs. 17.117 and 17.118. If these outlet temperatures are significantly different from those assumed in step 2, use these outlet temperatures in step 2 and continue iterating steps 2-6 until the assumed and computed outlet temperatures converge within the desired degree of accuracy. For a gas-to-gas exchanger, one or two iterations may be sufficient. 7. Finally compute the heat duty from q = ~Cmin(Th, i -



L,i)



(17.125)



8. For the pressure drop calculations, first we need to determine the fluid densities at the exchanger inlet and outlet (Pi and Po) for each fluid. The mean specific volume on each fluid side is then computed from Eq. 17.66. Next, the entrance and exit loss coefficients Kc and Ke are obtained from Fig. 17.35 for known o, Re, and the flow passage entrance geometry. The friction factor on each fluid side is corrected for variable fluid properties using Eq. 17.120 or 17.121. Here, the wall temperature Tw is computed from



T~,h = Tm,h - (R !, + Rs, h)q



(17.126)



Tw,,:: Tm,,:+ (Re + Rs, c)q



(17.127)



where the various resistance terms are defined by Eq. 17.6. The core pressure drops on each fluid side are then calculated from Eq. 17.65. This then completes the procedure for solving the rating problem.



Sizing Problem f o r Plate-Fin Exchangers.



As defined earlier, we will concentrate here to determine the physical size (length, width, and height) of a single-pass crossflow exchanger for specified heat duty and pressure drops. More specifically inputs to the sizing problem are surface geometries (including their nondimensional heat transfer and pressure drop characteristics), fluid flow rates, inlet and outlet fluid temperatures, fouling factors, and pressure drops on each side. For the solution to this problem, there are four unknowns--two flow rates or Reynolds numbers (to determine correct heat transfer coefficients and friction factors) and two surface areas--for the two-fluid crossflow exchanger. Equations 17.128, 17.129, 17.130 for q = 1, 2, and 17.132 are used to solve iteratively the surface areas on each fluid side: UA in Eq. 17.128 is determined from NTU computed from the known heat duty or e and C*; G in Eq. 17.130 represents two equations for fluids i and 2 [101]; and the volume of the exchanger in Eq. 17.132 is the same based on the surface area density of fluid 1 (hot) or fluid 2 (cold). 1
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Here, we have neglected the wall and fouling thermal resistances. Defining ntuh = (rlohA)h/fh and ntUc = (rlohA)c/C~, Eq. 17.128 in nondimensional form is given by 1



NTU
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1



1
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(17.129)



ntUh(Ch/Cmin) ntuc(Cc/Cmin)



Gq=



[2&Ap I 1/2 Deno q



q = 1, 2



(17.130)



where



, Oeno,, =



ntU,,opr2/3(P)
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In the iterative solutions, one needs ntuh and ntUc to start the iterations. These can be determined either from the past experience or by estimations. If both fluids are gases or liquids, one could consider that the design is balanced (i.e., the thermal resistances are distributed approximately equally on the hot and cold sides). In that case, Ch = Cc, and ntuh = ntuc--- 2NTU



(17.133)



Alternatively, if we have liquid on one side and gas on the other side, consider 10 percent thermal resistance on the liquid side, i.e. 1



0.10 Then, from Eqs. 17.128 and 17.129 with follows. ntUgas :



= (rlohA)liq Cgas =



1.11NTU,



(17.134)



Cmin, we can determine the ntu on each side as ntUliq = 10C*NTU



(17.135)



Also note that initial guesses of 11o and j/fare needed for the first iteration to solve Eq. 17.131. For a good design, consider rio = 0.80 and determine approximate value of j/f from the plot of j/f versus Re curve for the known j and f versus Re characteristics of each fluid side surface. The specific step-by-step design procedure is as follows. 1. In order to compute the fluid bulk mean temperature and the fluid thermophysical properties on each fluid side, determine the fluid outlet temperatures from the specified heat duty. q = (mCp)h( Zh, i- Zh, o) = (rF/Cp)c( Tc, o - Tc, i)



(17.136)



or from the specified exchanger effectiveness using Eqs. 17.117 and 17.118. For the first time, estimate the values of Cp. For exchangers with C* > 0.5, the bulk mean temperature on each fluid side will be the arithmetic mean of inlet and outlet temperatures on each side. For exchangers with C* < 0.5, the bulk mean temperature on the Cmaxside will be the arithmetic mean of the inlet and outlet temperatures on that side, the bulk mean temperature on the Cmin side will be the log-mean average as given by Eq. 17.119. With these bulk mean temperatures, determine Cp and iterate one more time for the outlet temperatures if warranted. Subsequently, determine la, Cp, k, Pr, and p on each fluid side.
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2. Calculate C* and e (if q is given) and determine NTU from the e-NTU expression, tables, or graphical results for the selected crossflow arrangement (in this case, it is unmixedunmixed crossflow, Table 17.6). The influence of longitudinal heat conduction, if any, is ignored in the first iteration, since we don't know the exchanger size yet. 3. Determine ntu on each side by the approximations discussed with Eqs. 17.133 and 17.135 unless it can be estimated from the past experience. 4. For the selected surfaces on each fluid side, plot j/f versus Re curve from the given surface characteristics, and obtain an approximate value of j/f. If fins are employed, assume rio = 0.80 unless a better value can be estimated. 5. Evaluate G from Eq. 17.130 on each fluid side using the information from steps 1--4 and the input value of Ap. 6. Calculate Reynolds number Re, and determine j and f f o r this Re on each fluid side from the given design data for each surface. 7. Compute h, rir, and rio using Eqs. 17.122-17.124. For the first iteration, determine U1 on the fluid 1 side from the following equation derived from Eqs. 17.6 and 17.132. 1 UI
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where CZlRZ2= A1/A2, ot = A / V and V is the exchanger total volume, and subscripts 1 and 2 denote the fluid 1 and 2 sides. For a plate-fin exchanger, et's are given by [20, 100]: b1~1



oq = bl + b2 + 28



0~2 =



b2[~2



bl + b2 + 28



(17.138)



Note that the wall thermal resistance in Eq. 17.137 is ignored in the first iteration. In the second and subsequent iterations, compute U1 from



1 1 1 8A1 A1/A2 A1]A2 + + + +~ U1 (rioh)l (riohs)l kwAw (riohs)2 (rioh)2



(17.139)



where the necessary geometry information A1]A2 and A1/Aw is determined from the geometry calculated in the previous iteration. 8. Now calculate the core dimensions. In the first iteration, use NTU computed in step 2. For subsequent iterations, calculate longitudinal conduction parameter ~, and other dimensionless groups for a crossflow exchanger. With known e, C*, and ~., determine the correct value of NTU using either a closed-form equation or tabulated/graphical results [10]. Determine A1 from NTU using U1 from previous step and known Cmin.



and hence



A 1= NTU Cmi n / U 1



(17.140)



A2 = (A2/A1)A1 = ((x2/(x1)A1



(17.141)



Ao is derived from known rn and G as



so that



Ao,1 = (rn/G)l



Ao,2 = (m/G)2



(17.142)



A#,I = Ao,1/01



Afr,2 = Ao,2/02



(17.143)



where Ol and (Y2are generally specified for the surface or can be computed for plate-fin surfaces from [20, 100]:



blf51Dh,1/4 (3'1 --"



bl + b2 + 28



o2 =



bzfJzDh,2/4 bl + b2 + 28



(17.144)
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Now compute the fluid flow lengths on each side (see Fig. 17.54) from the definition of the hydraulic diameter of the surface employed on each side.



j



( )



L3



il fl



L1=



DhA 4Ao i



L2 =



(OA)



4Ao 2



(17.145)



Fluid 2



Since Aft.1 = L2 L3 and Air,2 = L1L3, we can obtain L3 -



AIr'l L2



or



L3-



AIr': L1



(17.146)



FIGURE 17.54 A single-pass crossflow heat exchanger.



Theoretically, L3 calculated from both expressions of Eq. 17.146 should be identical. In reality, they may differ slightly due to the round-off error. In that case, consider an average value for L3. 9. Now compute the pressure drop on each fluid side, after correcting f factors for variable property effects, in a manner similar to step 8 of the rating problem for the crossflow exchanger.



10. If the calculated values of Ap are close to input specifications, the solution to the sizing problem is completed. Finer refinements in the core dimensions such as integer numbers of flow passages may be carried out at this time. Otherwise, compute the new value of G on each fluid side using Eq. 17.65 in which Ap is the input specified value and f, Kc, Ke, and geometrical dimensions are from the previous iteration. 11. Repeat (iterate) steps 6-10 until both heat transfer and pressure drops are met as specified. It should be emphasized that, since we have imposed no constraints on the exchanger dimensions, the above procedure will yield L~, L2, and L3 for the selected surfaces such that the design will meet the heat duty and pressure drops on both fluid sides exactly.



Shell-and-Tube Heat Exchangers The design of a shell-and-tube heat exchanger is more complex than the plate-fin and tube-fin exchangers. There are many variables associated with the geometry (i.e., shell, baffles, tubes, front and rear end, and heads) and operating conditions including flow bypass and leakages in a shell-and-tube heat exchanger [5]. There are no systematic quantitative correlations available to take into account the effect of these variables on the exchanger heat transfer and pressure drop. As a result, the common practice is to presume the geometry of the exchanger and determine the tube (shell) length for the sizing problem or do the rating calculations for the given geometry to determine the heat duty, outlet temperatures, and pressure drops. Hence, effectively, the rating calculations are done for the determination of the heat duty or the exchanger length; in both cases, the basic exchanger geometry is specified. The design calculations are essentially a series of iterative rating calculations made on an assumed design and modified as a result of these calculations until a satisfactory design is achieved. The following is a step-by-step procedure for the "sizing" problem in which we will determine the exchanger (shell-and-tube) length. The key steps of the thermal design procedure for a shell-and-tube heat exchanger are as follows: 1. For a given (or calculated) heat transfer rate (required duty), compute (or select) the fluid streams inlet and/or outlet temperatures using overall energy balances and specified (or selected) fluid mass flow rates. 2. Select a preliminary flow arrangement (i.e., a type of the shell-and-tube heat exchanger based on the common industry practice).
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TABLE 17.28



Shell-and-Tube Overall Heat Transfer Coefficient, Modified from Ref. 115 Hot-side fluid U, W/(m2K) *



Cold-side fluid



Gas @ Gas @ 105 Pa 2 × 106 Pa



Gas @ 105 Pa Gas @ 2 x 106 Pa H20, treated Organic liquid* High-viscosity liquid* H20, boiling Organic liquid, boiling~



55 93 105 99 68 105 99



93 300 484 375 138 467 375



Process H20 102 429 938 600 161 875 600



Organic Viscous liquid* liquid* 99 375 714 500 153 677 500



63 120 142 130 82 140 130



Condensing steam



Condensing hydrocarbon



Condensing hydrocarbon and inert gas



107 530 1607 818 173 1432 818



100 388 764 524 155 722 524



86 240 345 286 124 336 286



* Based on data given in [G.E Hewit, A.R. Guy, and R. Marsland, Heat Transfer Equipment, Ch. 3 in A User Guide on Process Integration for the Efficient Use of Energy, eds. B. Linnhoff et al., The IChemE, Rugby, 1982]. Any such data, includingthe data givenin this table, should be used with caution. The numbers are based on empirical data and should be considered as mean values for corresponding data ranges. Approximate values for boiling and condensation are given for convenience. t Viscosityrange 1 to 5 mPa s. *Viscosityrange > 100 mPa s. Viscosity typically< 1 mPa s. 3. Estimate an overall heat transfer coefficient using appropriate empirical data (see, for example, Table 17.28). 4. Determine a first estimate of the required heat transfer area using Eq. 17.17 (i.e., using a first estimate of the log-mean temperature difference ATtm and the correction factor F, the estimated overall heat transfer coefficient U, and given heat duty q). G o o d design practice is to assume F = 0.8 or a higher value based on past practice. Based on the heat transfer area, the mass flow rates, and the process conditions, select suitable types of exchangers for analysis (see Refs. 106 and 109). Determine whether a multipass exchanger is required. 5. Select tube diameter, length, pitch, and layout. Calculate the number of tubes, the number of passes, shell size, and baffle spacing. Select the tentative shell diameter for the chosen heat exchanger type using manufacturer's data. The preliminary design procedure presented on p. 17.116 can be used to select these geometrical parameters. 6. Calculate heat transfer coefficients and pressure drops using the Bell-Delaware Method [105] or the stream analysis method [106]. 7. Calculate a new value of the overall heat transfer coefficient. 8. Compare the calculated values for the overall heat transfer coefficient (obtained in step 7) with the estimated value of the overall heat transfer coefficient (step 3), and similarly calculated pressure drops (obtained in step 6) with allowable values for pressure drops. 9. Inspect the results and judge whether the performance requirements have been met. 10. Repeat, if necessary, steps 5 to 9 with an estimated change in design until a final design is reached that meets, for instance, specified q and Ap, requirements. If it cannot, then one may need to go back to step 2 for iteration. At this stage, an engineer should check for meeting T E M A standards, A S M E Pressure Vessel Codes (and/or other pertinent standards and/or codes as appropriate), potential operating problems, cost, and so on; if the design change is warranted, iterate steps 5 to 9 until the design meets thermal/hydraulic and other requirements. This step-by-step procedure is consistent with overall design methodology and can be executed as a straightforward manual method or as part of a computer routine. Although the actual design has been frequently carried out using available sophisticated commercial soft-
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ware, a successful designer ought to know all the details of the procedure in order to interpret and assess the results from the commercial software. The central part of thermal design procedure involves determination of heat transfer and pressure drops. A widely utilized, most accurate method in the open literature is the wellknown Bell-Delaware method [105] that takes into account various flow characteristics of the complex shellside flow. The method was developed originally for design of fully tubed E-shell heat exchangers with nonenhanced tubes based on the experimental data obtained for an exchanger with geometrical parameters closely controlled. It should be noted that this method can be applied to the broader range of applications than originally intended. For example, it can be used to design J-shell or F-shell heat exchangers. Also, an external lowfinned tubes design can easily be considered [105, 106].



Bell-Delaware Method.



Pressure drop and heat transfer calculations (the step 6 of the above thermal design procedure) constitute the key part of design. Tubeside calculations are straightforward and should be executed using available correlations for internal forced convection. The shellside calculations, however, must take into consideration the effect of various leakage streams (A and E streams in Fig. 17.30) and bypass streams (C and F streams in Fig. 17.30) in addition to the main crossflow stream B through the tube bundle. Several methods have been in use over the years, but the most accurate method in the open literature is the above mentioned Bell-Delaware method. This approach is based primarily on limited experimental data. The set of correlations discussed next constitutes the core of the Bell-Delaware method. Heat Transfer Coefficients. In this method, an actual heat transfer coefficient on the shellside hs is determined, correcting the ideal heat transfer coefficient hideal for various leakage and bypass flow streams. The hidea! is determined for pure crossflow in an ideal tubebank, assuming the entire shellside stream flows across the tubebank at or near the centerline of the shell. The correction factor is defined as a product of five correction factors J1, J2,. • • J5 that take into account, respectively, the effects of: • Baffle cut and baffle spacing (J1 = 1 for an exchanger with no tubes in the window and increases to 1.15 for small baffle cuts and decreases to 0.65 for large baffle cuts) Tube-to-baffle and baffle-to-shell leakages (A and E streams, Fig. 17.30); a typical value of J2 is in the range of 0.7-0.8 • Tube bundle bypass and pass partition bypass (C and F streams, Fig. 17.30); a typical value of J3 is in the range 0.7-0.9 • Laminar flow temperature gradient buildup (J4 is equal to 1.0 except for shellside Reynolds numbers smaller than 100)



•



• Different central versus end baffle spacings (J5 usually ranges from 0.85 to 1.0) A complete set of equations and parameters for the calculation of the shellside heat transfer coefficient is given in Tables 17.29 and 17.30. A combined effect of all five corrections can reduce the ideal heat transfer coefficient by up to 60 percent. A comparison with a large number of proprietary experimental data indicates the shellside h predicted using all correction factors is from 50 percent too low to 200 percent too high with a mean error of 15 percent low (conservative) at all Reynolds numbers. Pressure Drops. Shellside pressure drop has three components: (1) pressure drop in the central (crossflow) section Apc, (2) pressure drop in the window area Apw, and (3) pressure drop in the shell side inlet and outlet sections, Api.o. It is assumed that each of the three components is based on the total flow and that each component can be calculated by correcting the corresponding ideal pressure drops. The ideal pressure drop in the central section Apbi assumes pure crossflow of the fluid across the ideal tube bundle. This pressure drop should be corrected for: (a) leakage streams (A and E, Fig. 17.30; correction factor Re), and (b) bypass flow (streams C and E Fig. 17.30;
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The Heat Transfer Coefficient on the Shell Side, Bell-Delaware Method Shell-side heat transfer coefficient h,



h, = hideaIJ1J2J3J4J5



~gsl~l,w)0"14 for liquid



hideal -" jiCp G , pr;2/3 l~s *s =



I



/Tw) 0"25



[(T,



ji = ji(Re,, tube layout, pitch)



for gas (cooled) for gas (heated)



g~ = gr,., 7,= L, 7", and T~ in [K]



m, doG, Gs=~m b R e s - g, ji = j from Figs. 17.55-17.57 or alternately from



correlations as those given in Table 17.19" J1 = 0.55 + 0.72Fc



F~ from Table 17.30



J2 = 0.44(1 - r,) + [1-0.44(1 - r,)] exp(-2.2r,m)



Asb rs = ~ A,b + Atb



rim =



Asb + Atb Amb



A,b, A,b, Arab from Table 17.30 rb --



J3 = 1 J3 = exp{-Crb[1 - (2N~)1'3]]



for Nj+,> l½ for N:, < 1A



1 Re, > 100 J4 = (10/N~)0.18 Res < 20



Js=



Nb- 1 + (L~) (l-n) + (L+o)(l-n) N b - 1 + L~ + L+o



A ba Amb



N,+~ -



Nss



Ntcc



Aba, N,,, Nt~cfrom Table 17.30 C = 1.35 for Res < 100 C = 1.25 for Re, > 100



Nc=N,~+Ntcw Ntcw from Table 17.30 Linear interpolation for 20 < Res < 100



L+_



Lbi



Lbc



tbo



L+- Lb~



Lti



Nb = ~ -



1



Lt,i, Lbo, Lbc, and Lti from Table 17.30 n = 0.6 (turbulent flow) * A number of accurate correlations such as those given in Table 17.19 are available. Traditionally, the diagrams such as those given in Figs. 17.55-17.57 have been used in engineering practice.



correction factor Rb). The ideal w i n d o w p r e s s u r e d r o p Apw has also to be c o r r e c t e d for b o t h baffle l e a k a g e effects. Finally, the ideal inlet and outlet p r e s s u r e drops Api.o are based on an ideal crossflow p r e s s u r e d r o p in the central section. T h e s e p r e s s u r e drops should be c o r r e c t e d for bypass flow (correction factor Rb) and for effects of u n e v e n baffle spacing in inlet and outlet sections (correction factor Rs). Typical correction factor ranges are as follows: • Baffle l e a k a g e effects (i.e., tube-to-baffle and baffle-to-shell leakages, A and E streams, Fig. 17.30); a typical value of Re is in the range of 0.44).5 • Tube b u n d l e and pass partition bypass flow effects (i.e., s t r e a m s C and E Fig. 17.30); a typical value of Rb is in the range of 0.5-0.8 • T h e inlet and outlet baffle spacing effects correction factor Rs, in the r a n g e of 0.7-1 T h e c o m p l e t e set of equations, including the correcting factors, is given in Table 17.31.
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F I G U R E 17.55 layout [106].



Colburn factors and friction factors for ideal crossflow in tube bundles, 90 ° inline
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F I G U R E 17.56 Colburn factors and friction factors for ideal crossflow in tube bundles, 45 ° staggered layout [106].
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FIGURE 17.57 Colburn factors and friction factors for ideal crossflow in tube bundles, 30° staggered layout [106].



The combined effect of pressure drop corrections reduces the ideal total shellside pressure drop by 70-80 percent. A comparison with a large number of proprietary experimental data indicate shellside Ap from about 5 percent low (unsafe) at Res > 1000 to 100 percent high at Res < 10. The tubeside pressure drop is calculated using Eq. 17.65 for single-phase flow.



Preliminary Design.



A state-of-the-art approach to design of heat exchangers assumes utilization of computer software, making any manual method undoubtedly inferior. For a review of available computer software, consult Ref. 107. The level of sophistication of the software depends on whether the code is one-, two-, or three-dimensional. The most complex calculations involve full-scale CFD (computational fluid dynamics) routines. The efficiency of the software though is not necessarily related to the complexity of the software because of a need for empirical data to be incorporated into design and sound engineering judgment due to the lack of comprehensive empirical data. The design of shell-and-tube heat exchangers is more accurate for a variety of fluids and applications by commercial software than any other heat exchanger type [108] because of its verification by extensive experimental data. A successful design based on the Bell-Delaware method obviously depends to a great extent on the experience and skills of the designer. An important component of the experience is an ability to perform a preliminary estimate of the exchanger configuration and its size. A useful tool in accomplishing this task is an approximate sizing of a shell-and-tube heat exchanger. Brief details of this procedure according to Ref. 109 follow. The procedure is based on the MTD method.
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S h e l l - a n d - T u b e G e o m e t r i c C h a r a c t e r i s t i c s to A c c o m p a n y Tables 17.29 and 17.31 Shellside g e o m e t r y *
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Note: Specification of the shell-side g e o m e t r y p r o v i d e d in this table follows (with a few e x c e p t i o n s ) the n o t a t i o n a d o p t e d in Ref. 7. S o m e w h a t d i f f e r e n t a p p r o a c h is p r o v i d e d in Ref. 105. R e f e r to Ref. 106 for f u r t h e r details.
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* A proper set of units should be used for calculating data in Tables 17.29,17.30, and 17.31. If using SI units, refer for further details to Ref. 106; if using U.S. Engineering units, refer to Ref. 5.
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Shellside Pressure Drop, Bell-Delaware Method



TABLE 17.31



Shellside pressure drop Ap* Ap,= apc + Apw + Ap~_o



Lti



Ape = Ap~,(Nb - 1)RbR, G]



Apbi = 2fNtcc ~ *, &P, f = f(Res, tube layout, pitch) Ro = expl-Drb[1- (2N+)1/3]} for N; < 1/2 R , : exp[-1.33(ll + r,)(rlm)p]



Lti, Lbc from Table 17.30; ffrom Figs. 17.55-17.57' Re,, G,, ~,, N + defined in Table 17.29 Ntcc from Table 17.30 rb, rim, rs from Table 17.29 p = [-0.15(1 + r,) + 0.8] Rb = 1 at N~ _>1/2



D = 4.5 for Re, < 100; D = 3.7 for Re, > 100



Nb(2 + 0.6Ntcw) ~



G~



Ntcw, Lbc
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from Table 17.30 ms
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Gw= (AmbAw)l/2 Arab, mw f r o m Table 17.30
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Rs= \-~bo ]



ndoFwN, +nDs



Od, 360



+ Nt~w \



+ \--~h~]



1.0 laminar flow n = 0.2 turbulent flow



Ntcc, Lbo, Lbi, and Lbc from Table 17.30



* Note regarding the units: Ap in Pa or psi; A,,,b and Aw in mm 2 or in2; p,, do, and Dw in mm or in. See notes in Table 17.30. * A number of accurate correlations such as those given in Table 17.19 are available. Traditionally, the diagrams such as those given in Figs. 17.55-17.57 have been used in engineering practice.



1. D e t e r m i n e the heat load. If both streams are single phase, calculate the heat load q using Eq. 17.3. If one of the streams undergoes a phase change, calculate q = mi where m = mass flow rate of that stream and i - specific enthalpy of phase change. 2. D e t e r m i n e the logarithmic m e a n t e m p e r a t u r e difference using Eq. 17.18. 3. Estimate the log-mean t e m p e r a t u r e difference correction factor E For a single T E M A E shell with an arbitrary even n u m b e r of tubeside passes, the correction factor should be F > 0.8. The correction factor F should be close to 1 if one stream changes its t e m p e r a t u r e only slightly in the exchanger. F should be close to 0.8 if the outlet t e m p e r a t u r e s of the two streams are equal. Otherwise, assume F - 0 . 9 . 4. Estimate the overall heat transfer coefficient (use Table 17.28 with j u d g m e n t or estimate the individual heat transfer coefficients and wall resistance [109], and afterwards calculate the overall heat transfer coefficient using Eq. 17.6). 5. Calculate the total outside tube heat transfer area (including fin area) using A = Ap + A I. 6. D e t e r m i n e the set of heat exchanger dimensions that will a c c o m m o d a t e the calculated total heat transfer area for a selected shell diameter and length using the diagram given in Fig. 17.58. The diagram in Fig. 17.58 corresponds to plain tubes with a 19-mm outside
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diameter on a 23.8-mm equilateral triangular tube layout. The extension of this diagram to other shell/bundle/tube geometries requires determination of a corrected effective total heat transfer area using the procedure outlined in Ref. 109. The abscissa in Fig. 17.58 is the effective tube length of a single straight section. The effective length is from tubesheet to tubesheet for a straight tube exchanger and from tubesheet to tangent line for a U-tube bundle. The dashed lines show the approximate locus of shells with a given effective tube length-to-shell diameter ratio. The solid lines are the inside diameters of the shell. The proper selection of the combination of parameters and the effective tube length depends on the particular requirements and given conditions and is greatly influenced by the designer's experience. For a good design, the L/D ratio for the shell is kept between 6 and 15 to optimize the cost of the shell (diameter) and the tubeside pressure drop (tube length). The thermal design and some aspects of the mechanical design of a shell-and-tube heat exchanger are empirically based, as discussed above. However, there are many criteria for mechanical selection [5], many experience-based criteria that can avoid or minimize operating problems [155], and other design considerations such as identification of thermodynamic irreversibilities [15, 110], thermoeconomic considerations [111], system optimization, and process integration [112]. In industrial applications, thermoeconomic optimization should be
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FIGURE 17.58 Heat transfer area as a function of the tube length and shell inside diameter for 19.0-mm outside diameter plain tubes on a 23.8-mm equilateral tube layout, fixed tubesheet, one tubeside pass, and fully tubed shell [109].
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CHAPTERSEVENTEEN carried out at the system level, but individual irreversibilities of the heat exchanger expressed in terms of their monetary values must be identified [15]. All these clearly demonstrate the complexity of heat exchanger thermal design.



THERMAL DESIGN FOR TWO-PHASE HEAT EXCHANGERS Most common heat exchangers operating under two-phase and multiphase flow conditions are condensers and vaporizers. See Fig. 17.2 for further classification. The variety of phase-change conditions, the diversity of heat exchanger constructions, and the broad ranges of operating conditions prevent a thorough and complete presentation of design theory and design considerations in a limited space. The objective of this section, though, is to summarize the key points regarding thermal design and to present design guidelines for the most frequently utilized two-phase flow heat exchangers.



Condensers In a condenser, the process stream (single component or multicomponent with or without noncondensable gases) is condensed to a liquid with or without desuperheating and/or subcooling. The diversity of major design features of various condensers is very broad, as can be concluded from many different applications presented in Fig. 17.2b. Consequently, various aspects of condenser operation as well as their various design characteristics cannot be presented in a unified fashion. Important aspects of condenser operation involve, but are not restricted to: (1) the character of the heat transfer interaction (direct or indirect contact type); (2) the geometry of the heat transfer equipment (shell-and-tube, extended surface, plate, and so on); (3) the number of components in the condensing fluid (single or multicomponent); (4) desuperheating, condensation, and subcooling; and (5) the presence of noncondensable gas in the condensing fluid (partial condensation). Primary objectives for accomplishing the condensation process vary depending on a particular application, but common features of a vapor-liquid phase-change lead to certain general similarities in thermal design procedure. Nonetheless, thermal design of a condenser does not necessarily follow a standardized procedure, and it greatly depends on a condenser type and the factors mentioned above. In indirect contact type condensers, two fluid streams are separated by a heat transfer surface. A shell-and-tube condenser is one of the most common type. For example, surface condensers are the turbine exhaust steam condensers used in power industry. In another condenser, a boiler feedwater is heated with a superheated steam on the shell side, causing desuperheating, condensing, and subcooling of the steam/water. In process industry, condensation of either single or multicomponent fluids (with or without noncondensable gases) may occur inside or outside the tubes, the tubes being either horizontal or vertical. Extended surface condensers are used both in power and process industries (including cryogenic applications) and are designed either as tube-fin or plate-fin exchangers. If the metal plate substitutes a tube wall to separate the two fluids (the condensing vapor and the coolant) in all primary surface condensers, the resulting design belongs to the family of plate condensers (plate-andframe, spiral plate, and printed circuit heat exchangers). In direct contact condensers, a physical contact of the working fluids (a saturated or superheated vapor and a liquid) occurs, allowing for the condensation to be accomplished simultaneously with the mixing process. The fluids can be subsequently separated only if they are immiscible. Direct contact is generally characterized with a very high heat transfer rate per unit volume. The classification of indirect and direct contact heat exchangers is discussed in more detail in Ref. 2.



HEAT EXCHANGERS



17.121



Thorough discussion of various topics related to condensers and their characteristics is provided in Refs. 113-115.



Indirect Contact Type Condensers Thermal Design. Sizing or rating of an indirect contact condenser involves the very same heat transfer rate equation, Eq. 17.4, that serves as a basis for the thermal design of a singlephase recuperator. In the case of a condenser, however, both the overall heat transfer coefficient and the fluid temperature difference vary considerably along and across the exchanger. Consequently, in the design of a condenser, the local heat transfer rate equation, Eq. 17.2: dq = U A T d A



(17.147)



may be supplemented with an approximate equation:



q= l~lATmA



(17.148)



where



afA g dA (1= --~



(17.149)



and/or



ATm = q ~ A U dA



(17.150)



or alternately, the integration of Eq. 17.147 must be rigorously executed. Now, the problem is how to determine the mean overall heat transfer coefficient and the corresponding mean temperature difference, Eqs. 17.149 and 17.150. In practice, calculation has to be performed by dividing the condenser's total heat transfer load in an appropriate number of heat duty zones and subsequently writing auxiliary energy balances based on enthalpy differences for each zone. One must simultaneously establish the corresponding temperature variation trends, corresponding zonal mean overall heat transfer coefficients, and mean temperature differences. As a result, one can calculate the heat transfer surface for each zone using Eq. 17.148. Total heat transfer area needed for design is clearly equal to the sum of the heat transfer areas of all zones. In a limit, for a very large number of zones, the total heat transfer area is equal to:



A =



I



dq UAT



(17.151)



Modern computer codes for designing heat exchangers evaluate Eq. 17.151 numerically, utilizing local overall heat transfer coefficients and local fluid temperature differences. A method based on this simple set of propositions leads to the formulation of the thermal evaluation method as suggested by Butterworth [113]. This method is convenient for a preliminary design of E- and J-type shell-and-tube condensers. The complete design effort must include a posteriori the determination of pressure drop and corresponding corrections of saturation temperature and should ultimately end with an economic assessment based on, say, capital cost. The thermal evaluation method can be summarized for the shell side of a shelland-tube condenser having a single tube pass as follows: 1. Construct an exchanger operating diagram. The plot provides the local shellside fluid equilibrium temperature T~ as a function of the corresponding fluid specific enthalpy (see Fig. 17.59). A correlation between the shellside and tubeside fluid enthalpies is provided by the enthalpy balance, therefore the tubeside temperature dependence Tt can be presented as well. The local equilibrium temperature is assumed to be the temperature of the stream well mixed at the point in question. Note that this step does not involve an estimation of the overall heat transfer coefficient.
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Operating diagram of a condenser.



2. Divide the exchanger operating diagram into N zones, {a, b}i, for which both corresponding t e m p e r a t u r e s vary linearly with the shellside enthalpy. Here, ai and bi d e n o t e terminal points of the zone i. 3. D e t e r m i n e logarithmic m e a n t e m p e r a t u r e differences for each zone:



ATa, i - ATb, i ATm = ATtm,i = In (ATa,i/ATb, i)



(17.152)



4. Calculate the overall heat transfer coefficient for each zone using an a p p r o p r i a t e set of heat transfer correlations and an a p p r o p r i a t e correlation from Table 17.32. M o r e specifically, if a linear d e p e n d e n c e b e t w e e n U and A can be assumed, an arithmetic m e a n b e t w e e n the terminal U values should be used as a m e a n value. If both U and T vary linearly with q, the m e a n U value should be calculated from a logarithmic m e a n value of the UAT product as indicated in Table 17.32. Next, if both 1/U and T vary linearly with q, the third equation for the m e a n U value from Table 17.32 should be used. Finally, if U is not a linear function of either A or q, the m e a n value should be assessed following the p r o c e d u r e described in the section starting on p. 17.47. TABLE 17.32 Mean (Zonal) Overall Heat Transfer Coefficient
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5. Calculate heat transfer area for each zone:



rilsAii A , - fj, AT, m.'



(17.153t



A = ;~_~uA;



(17.154)



6. The total heat transfer area is then:



i=1



This procedure is applicable to either countercurrent or cocurrent condensers (the difference being only the enthalpy balances in formal writing). The use of the exchanger operating diagram can also be utilized for shellside E-type condensers with more than one tube pass (i.e., 2, 4, and more passes); see Ref. 113 for details. As it was already pointed out, this method does not cover the complete set of design requirements (i.e., the pressure drop considerations must be included into the analysis). The preliminary design obtained by using the described method should be corrected as necessary, repeating the procedure for different assumed geometries, calculating the pressure drops, and evaluating mechanical and economic aspects of the design. A modern approach to the design of condensers inevitably involves the use of complex numerical routines. An overview of numerical methods is provided in Ref. 117. Overall Design Considerations and Selection of Condenser Types. Regardless of the particular thermal design method involved, a designer should follow an overall design procedure as outlined by Mueller for preliminary sizing of shell-and-tube condensers [114]: (1) determine a suitable condenser type following specific selection guidelines (see Table 17.33), (2) determine the heat load, (3) select coolant temperatures and calculate mean temperatures, (4) estimate the overall heat transfer coefficient, (5) calculate the heat transfer area, (6) select geometric characteristics of heat transfer surfaces (e.g., for a shell-and-tube heat exchanger, select the tube size, pitch, length, the number of tubes, shell size, and baffling), (7) compute pressure drops on both sides, and (8) refine the sizing process in an iterative procedure (as a rule using a computer). The final design has to be accompanied by mechanical design and thermoeconomic optimization. Pressure drops on both sides of a condenser are usually externally imposed constraints and are calculated using the procedures previously described (see text starting on p. 17.62 for single-phase and p. 17.95 for two-phase). However, such calculated pressure drops for twophase flow have a much larger uncertainty than those for single-phase conditions. Comprehensive guidelines regarding the condenser selection process are given in Ref. 114 and are briefly summarized in Table 17.33. Most tubeside (condensation on tubeside) condensers with horizontal tubes are single-pass or two-pass shell-and-tube exchangers. They are acceptable in partial condensation with noncondensables. The tube layout is governed by the coolant side conditions. Tubeside condensers with vertical downflow have baffled shell sides, and the coolant flows in a single-pass countercurrent to the vapor. The vapor in such settings condenses, usually with an annular flow pattern. If the vapor condenses in upflow, the important disadvantage may be the capacity limit influenced by flooding. Shellside condensers with horizontal tubes can be baffled or the crossflow type. In the presence of noncondensables, the baffle spacing should be made variable. If the shellside pressure drop is a severe constraint, J-shell and X-shell designs are preferable. Tubes on the vapor side are often enhanced with low-height fins. The tube side can have multipasses. Vertical shellside condensers usually do not have baffled shell sides, and as a rule, vapor is in downflow. Design procedures for condensers with noncondensables and multicomponent mixtures are summarized in Ref. 2.



Direct Contact Condensers Thermal Design. A unified approach to the design of direct contact condensers does not exist. A good overview of direct contact condensation phenomena is provided in Ref. 115.
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Physical conditions greatly depend on the aggregate state of the continuous phase (vapor in spray and tray condensers, liquid in pool-type condensers, and liquid film on the solid surface in packed bed condensers). Design of the most frequently used spray condensers, featuring vapor condensation on the water droplets, depends on the heat and mass transfer phenomena involved with saturated vapor condensation in the presence of the subcooled liquid droplets of changing mass. The process is very complex. For further details on the problems involved, consult Refs. 116 and 118. Such designs involve a substantial input of empirical data. The key process variables are the time required for a spray drop of a particular size to reach prescribed distance and the quantity of heat received by droplets from the vapor. The initial size of a droplet obviously influences the size of a heat exchanger. Subsequent transient heat and mass transfer processes of vapor condensation on a droplet of changing size has a key role in the exchanger operation. Initial droplet sizes and their distribution is controlled by design of spray nozzles. Thermofluid phenomena models involve a number of idealizations; the following are important: (1) heat transfer is controlled by transient conduction within the droplet as a solid sphere, (2) droplet size is uniform and surface temperature equal to the saturation temperature, and (3) droplets are moving relative to the still vapor. Although these idealizations seem to be too radical, the models developed provide at least a fair estimate for the initial design. In Table 17.34, compiled are the basic relations important for contact condensation of saturated vapor on the coolant liquid. Generally, guidelines for design or rating a direct contact condenser do not exist and each design should be considered separately. A good overview of the calculations involved is provided in Ref. 118. TABLE 17.34



Direct Contact Condensation Thermofluid Variables Correlation



Liquid drop residence time Drop travel distance, m
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Drop velocity, m/s Heat transfer rate Condensate mass flow rate
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Vaporizers Heat exchangers with liquid-to-vapor phase change constitute probably the most diverse family of two-phase heat exchangers with respect to their functions and applications (see Fig. 17.2). We will refer to them with the generic term vaporizer to denote any member of this family. Therefore, we will use a single term to denote boilers, steam and vapor generators, reboilers, evaporators, and chillers. Design methodologies of these vaporizers differ due to construction features, operating conditions, and other design considerations. Hence, we will not be able to cover them here but will emphasize only a few most important thermal design topics for evaporators. Thermal Design. The key steps of an evaporator thermal design procedure follow the heat exchanger overall design methodology. For a two-phase liquid-vapor heat exchanger, the procedure must accommodate the presence of phase change and corresponding variations of
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local heat transfer characteristics, the same two major features discussed for condensers. The procedure should, at least in principle, include the following steps: 1. Select an appropriate exchanger type following the analysis of the vaporizer function, and past experience if any. The selection influences both heat transfer and nonheat transfer factors such as: heat duty, type of fluids, surface characteristics, fouling characteristics, operating conditions (operating pressure and design temperature difference), and construction materials. For example, a falling-film evaporator should be used at pressures less than 1 kP (0.15 psi). At moderate pressures (less than 80 percent of the corresponding reduced pressure), the selection of a vaporizer type does not depend strongly on the pressure, and other criteria should be followed. For example, if heavy fouling is expected, a vertical tubeside thermosiphon may be appropriate. 2. Estimate thermofluid characteristics of liquid-vapor phase change and related heat transfer processes such as circulation rate in natural or forced internal or external fluid circulation, pressure drops, and single- and two-phase vapor-liquid flow conditions. The initial analysis should be based on a rough estimation of the surface area from the energy balance. 3. Determine local overall heat transfer coefficient and estimate corresponding local temperature difference (the use of an overall logarithmic mean temperature difference based on inlet and outlet temperatures is, in general, not applicable). 4. Evaluate (by integration) the total heat transfer area, and subsequently match the calculated area with the area obtained for a geometry of the selected equipment. 5. Evaluate pressure drops. The procedure is inevitably iterative and, in practice, ought to be computer-based. 6. Determine design details such as the separation of a liquid film from the vapor (i.e., utilization of baffles and separators). Important aspects in thermal design of evaporators used in relation to concentration and crystallization in the process/chemical industry can be summarized as follows [119]: 1. The energy efficiency of the evaporation process (i.e., the reduction of steam consumption by adequate preheating of feed by efficient separation, managing the presence of noncondensable gases, avoiding high concentrations of impurities, and proper selection of takeoff and return of the liquid) 2. The heat transfer processes 3. The means by which the vapor and liquid are separated Preliminary thermal design is based on the given heat load, estimated overall heat transfer coefficient, and temperature difference between the saturation temperatures of the evaporating liquid and condensing vapor. The guidelines regarding the preliminary estimation of the magnitude of the overall heat transfer coefficient are provided by Smith [119]; also refer to Table 17.28 for shell-and-tube heat exchangers. Problems that may be manifested in the operation of evaporators and reboilers are numerous: (1) corrosion and erosion, (2) flow maldistribution, (3) fouling, (4) flow instability, (5) tube vibration, and (6) flooding, among others. The final design must take into account some or all of these problems in addition to the thermal and mechanical design. A review of thermal design of reboilers (kettle, internal, and thermosiphon), and an overview of important related references is provided by Hewitt at al. [115]. It should be pointed out that a computer-based design is essential. Still, one must keep in mind that the results greatly depend on the quality of empirical data and correlations. Thermal design of kettle and internal reboilers, horizontal shellside and vertical thermosiphon reboilers, and the useful guidelines regarding the special design considerations (fouling, flow regime consideration, dryout, overdesign, vapor separation, etc.) are provided in Ref. 2.
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Finally, it should be noted that nuclear steam generators and waste heat boilers, although working in different environments, both represent modern unfired steam raisers (i.e., steam generators) that deserve special attention. High temperatures and operating pressures, among the other complex issues, impose tough requirements that must be addressed in design. The basic thermal design procedure, though, is the same as for other vapor-liquid heat exchangers [120, 121].



FLOW-INDUCED VIBRATION In a tubular heat exchanger, interactions between fluid and tubes or shell include the coupling of fluid flow-induced forces and an elastic structure of the heat exchanger, thus causing oscillatory phenomena known under the generic name flow-induced vibration [122]. Two major types of flow-induced vibration are of a particular interest to a heat exchanger designer: tube vibration and acoustic vibration. Tube vibrations in a tube bundle are caused by oscillatory phenomena induced by fluid (gas or liquid) flow. The dominant mechanism involved in tube vibrations is the fluidelastic instability or fluidelastic whirling when the structure elements (i.e., tubes) are shifted elastically from their equilibrium positions due to the interaction with the fluid flow. The less dominant mechanisms are vortex shedding and turbulent buffeting. Acoustic vibrations occur in fluid (gas) flow and represent standing acoustic waves perpendicular to the dominant shellside fluid flow direction. This phenomenon may result in a loud noise. A key factor in predicting eventual flow-induced vibration damage, in addition to the above mentioned excitation mechanisms, is the natural frequency of the tubes exposed to vibration and damping provided by the system. Tube vibration may also cause serious damage by fretting wear due to the collision between the tube-to-tube and tube-to-baffle hole, even if resonance effects do not take place. Flow-induced vibration problems are mostly found in tube bundles used in shell-and-tube, duct-mounted tubular and other tubular exchangers in nuclear, process, and power industries. Less than 1 percent of such exchangers may have potential flow-induced vibration problems. However, if it results in a failure of the exchanger, it may have a significant impact on the operating cost and safety of the plant. This subsection is organized as follows. The tube vibration excitation mechanism (the fluidelastic whirling) will be considered first, followed by acoustic phenomena. Finally, some design-related guidelines for vibration prevention will be outlined.



Tube Vibration



Fluidelastic Whirling.



A displacement of a tube in a tube bundle causes a shift of the flow field, and a subsequent change of fluid forces on the tubes. This change can induce instabilities, and the tubes will start vibrating in oval orbits. These vibrations are called the fluidelastic whirling (or the fluidelastic instability). Beyond the critical intertube flow velocity Vcrit, the amplitude of tube vibrations continues to increase exponentially with increasing flow velocity. This phenomenon is recognized as the major cause of tube vibrations in the tubular heat exchangers. The critical velocity of the complex phenomenon is correlated semiempirically as follows [122].



Vcrit (~°Meff~a f, do- C psd2° ]
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CHAPTERSEVENTEEN where 8o represents the logarithmic decrement, Ps is shellside fluid density, and Meff is the virtual mass or the effective mass per unit tube length given by 71;
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The effective mass per unit tube length, Meef, includes the mass of the tube material per unit length, the mass of the tubeside fluid per unit tube length, and the hydrodynamic mass per unit tube length (i.e., the mass of the shellside fluid displaced by a vibrating tube per unit tube length). In the hydro3.0 kk I I . I dynamic mass per unit tube length, Ps is the shellside fluid 2.8 density and Cm is the added mass (also virtual mass or hydrodynamic mass) coefficient provided in Fig. 17.60. In addition 2.6 to the known variables, two additional coefficients ought to E "~ ._ 2.4 be introduced: the coefficient C (also referred to as the threshold instability constant [130, 154] or fluidelastic instau 2.2 bility parameter [154]) and the exponent a. Both coefficient C and exponent a can be obtained by fitting experimental E 2.0 -o data for the critical flow velocity as a function of the so"~ 1.8 < called damping parameter (also referred to as mass damp_ ing), the bracketed quantity on the right side of Eq. 17.155. 1.6 The coefficient C is given in Table 17.35 as a function of tube 1.4 .... I I [ bundle layout under the condition that exponent a take the 1.2 1.3 1.4 1.5 1.6 value of 0.5 as predicted by the theory of fluidelastic instaT u b e pitch/Tube diameter, Pt/d o bility developed by Connors [124] and for the damping parameter greater than 0.7. If the damping parameter is FIGURE 17.60 Upper bound of added mass coeffismaller than 0.7, a least-square curve fit of available data cient Cm [128]. gives C . . . . = 3.9, and a = 0.21 (the statistical lower bound C90o/obeing 2.7) [122]. The smallest coefficient C m e a n in Table 17.35 corresponds to the 90 ° tube layout, thus implying this layout has the smallest critical velocity (the worst from the fluidelastic whirling point of view) when other variables remain the same. The same correlation with different coefficients and modified fluid density can be applied for two-phase flow [125]. It should be noted that the existing models cannot predict the fluidelastic whirling with the accuracy better than the one implied by a standard deviation of more than 30 percent of existing experimental data [126]. TABLE 17.35 Coefficient C in Eq. 17.155 [122]
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Acoustic Vibrations This mechanism produces noise and generally does not produce tube vibration. It is one of the most common forms of flow-induced vibration in shell-and-tube exchangers for high velocity shellside gas flows in large exchangers. When a forcing frequency (such as the frequency of vortex shedding, turbulent buffeting, or any periodicity) coincides with the natural frequency of a fluid column in a heat exchanger, a coupling occurs. The kinetic energy in the flow stream is converted into acoustic pressure waves; this results in a possibility of standing wave vibration, also referred to as acoustic resonance or acoustic vibration, creating an intense, lowfrequency, pure-tone noise. Particularly with a gas stream on the shell side, the sound pressure
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in a tube array may reach the level of 160-176 dB, the values up to 40 dB lower outside the heat exchanger shell [122]. Acoustic vibration could also increase shellside pressure drop through the resonant section and cause severe vibration and fatigue damage to the shell (or casing), connecting pipes, and floor. If the frequency of the standing wave coincides with the tube natural frequency, tube failure may occur. Now we will briefly describe two additional mechanisms: vortex shedding and turbulent buffeting. It should be noted that these mechanisms could cause tube vibrations, but their influence on a tube bundle is less critical compared to the fluidelastic instabilities described earlier.



Vortex Shedding. A tube exposed to an incident crossflow above critical Reynolds numbers provokes an instability in the flow and a simultaneous shedding of discrete vorticities alternately from the sides of the tube. This phenomenon is referred to as vortex shedding. Alternate shedding of the vorticities produces harmonically varying lift and drag forces that may cause movement of the tube. When the tube oscillation frequency approaches the tube natural frequency within about +_20percent, the tube starts vibrating at its natural frequency. This results in the vortex shedding frequency to shift to the tube's natural frequency (lock-in mechanism) and causes a large amplification of the lift force. The vortex shedding frequency is no more dependent upon the Reynolds number. The amplitude of vibration grows rapidly if the forcing frequency coincides with the natural frequency. This can result in large resonant amplitudes of the tube oscillation, particularly with liquid flows, and possible damage to tubes. Vortex shedding occurs for Re numbers above 100 (the Re number is based on the upstream fluid velocity and tube outside diameter). In the region 105 < Re < 2 × 106, vortex shedding has a broad band of shedding frequencies. Consequently, the regular vortex shedding does not exist in this region. The vortex shedding frequency fv for a tubebank is calculated from the Strouhal number Sr -



f~do v~
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where Sr depends on tube layouts as given in Fig. 17.61. The Strouhal number is nearly independent of the Reynolds number for Re > 1000. The reference crossflow velocity Vc in gaps in a tube row is difficult to calculate since it is not based on the minimum free flow area. The local crossflow velocity in the bundle varies from span to span, from row to row within a span, and from tube to tube within a row [5]. In general, if the flow is not normal to the tube, the crossflow velocity in Eq. 17.157 is to be interpreted as the normal component (crossflow) of the free stream velocity [154]. Various methods may be used to evaluate reference crossflow velocity. In Table 17.36, a procedure is given for the determination of the reference crossflow velocity according to TEMA Standards [5]. The calculated velocity takes into account fluid bypass and leakage which are related to heat exchanger geometry. This method of calculation is valid for single-phase shellside fluid with single segmental baffles in TEMA E shells.



Turbulent Buffeting. Turbulent buffeting refers to unsteady forces developed on a body exposed to a highly turbulent flow. The oscillatory phenomenon in turbulent flow on the shell side (when the shellside fluid is gas) is characterized by fluctuating forces with a dominant frequency as follows [123, 154]: f,b = ~



3.05 1 - X,] + 0.28



(17.158)



The correlation was originally proposed for tube-to-diameter ratios of 1.25 and higher. It should be noted that the turbulent buffeting due to the oncoming turbulent flow is important
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17.61 Vortex shedding Strouhal numbers for tube patterns: (a) 90°, (b) 30°, 45°, 60° [5].



FIGURE



only for gases at high Reynolds numbers. The reference crossflow velocity in Eq. 17.158 should be calculated using the procedure presented in Table 17.36.



Tube Bundle Natural Frequency. Elastic structures vibrate at different natural frequencies. The lowest (fundamental) natural frequency is the most important. If the vortex shedding or turbulent buffeting frequency is lower than the tube fundamental natural frequency, it will not create the resonant condition and the tube vibration problem. Hence, the knowledge of the fundamental natural frequency is sufficient in most situations if f, is found to be higher than fv or lb. Higher than the third harmonic is generally not important for flow-
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TABLE 17.36 Reference Crossflow Velocity in Tube Bundle Gaps [5]* Reference crossflow velocity V~



M axp,



; ~'



Fh=[l+ Nh(D~]'r~]-' \P,/ J



; p'



[kg]



--~ ; ax = C,,Lb~Dot,[m2]



Nh=flC7+ f2~ +Z3E f3 = 63 C1/2



CI -



fl =



D~ Dotl



Pt do



(C1 - 1)3/2



fire



C2-



do do



dl -



~ = C5C8~



C2



f2- C3/2 C3 -



Ds- Dbaff Ds



Pt- do



E=C6p,-do Lbc 1 See below for C4, Cs, and C6.



Lc/D, 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 C8 0.94 0.90 0.85 0.80 0.74 0.68 0.62 0.54 0.49 0.7Lo~ (Mw_0.6_ 1)] -1 M = ( 1 ...... D,



A linear interpolation C8 vs. Lc/Ds is permitted



Mw=mC~/2 Ci



(74 C5 C6 m



30° 1.26 0.82 1.48 0.85



C~=( p'-d° )p, 60° 90° 1.09 1 . 2 6 0.61 0 . 6 6 1.28 1.38 0.87 0.93



45 ° 0.90 0.56 1.17 0.80



* In Ref. 5, U.S. Engineeringunits are used. induced vibration in heat exchangers. For vortex shedding, the resonant condition can be avoided if the vortex shedding frequency is outside +20 percent of the natural frequency of the tube. Determination of natural frequency of an elastic structure can be performed analytically (for simple geometries) [127] and/or numerically (for complex structures) using finite element computer programs (such as NASTRAN, MARC, and ANSYS) or proprietary computer programs. Straight Tube. A tube of a shell-and-tube heat exchanger with fluid flowing in it and a flow of another fluid around it is hardly a simple beam structure. Consequently, the natural frequency of the ith mode of a straight tube rigidly fixed at the ends in the tubesheets and supported at the intermediate baffles can be calculated using a semiempirical equation as follows:



~?i( E 1 4) 1/2 fn'i=-~ MeffL



(17.159)



where E represents modulus of elasticity, I is area moment of inertia, and Meef is the effective mass of the tube per unit length defined by Eq. 17.156. Length L in Eq. 17.159 is the tube unsupported span length. The coefficient ~2 is the so-called frequency constant which is a function of the mode number i, the number of spans N, and the boundary conditions. The frequency constant for the fundamental frequency i = 1 of an N-span beam with clamped ends, pinned intermediate supports, and variable spacing in the outermost spans is presented in Fig. 17.62 [127].



17.132



CHAPTERSEVENTEEN 40



20



I I I I



I I I I I1



I



1



I



1



I I



i



I



I I1'



[4



N=3



5



10 t 8 6



~



hi2- 15.97 ~1s6



N>5



For 13 >



-



1.2



4 ,



N spans



|



i 0.8 0.6 0.4



0.2



0.2



0.4 0.6 0.8 1



2



4



6



8



FIGURE 17.62 Frequency constant ~.~ for the fundamental frequency of an N s p a n b e a m for E q . 17.159 [127].



Various factors influence the tube natural frequency in a shell-and-tube heat exchanger as summarized in Table 17.37. In general, the natural frequency of an unsupported span is influenced primarily by the geometry, elastic properties, inertial properties, span shape, boundary conditions, and axial loading of the tube. U Tube. It is more difficult to predict correctly the natural frequency of U tubes than the natural frequency of a straight tube. The fundamental natural frequency can be calculated following the suggestion from T E M A standards [5]: f, = --~



(17.160)



where 6', represents the U-tube natural frequency constant, which depends on the span geometry, and R is the mean bend radius. The numerical values of C,, for four characteristic U-bend geometries are given in Fig. 17.63 [5]. D a m p i n g Characteristics. Damping causes vibrations to decay in an elastic structure and depends on the vibration frequency, the material of the elastic structure, the geometry, and the physical properties of the surrounding fluid (in the case of a shell-and-tube heat exchanger, the surrounding fluid is the shell fluid). The quantitative characteristic of damping is the logarithmic decrement 80. It is defined as 8o = In (Xn/X, +1), where x, and x, ÷1 are the successive midspan amplitudes of a lightly damped structure in free decay. The magnitude of the damping factor is within the range of 0.03 and 0.01 [122]. Statistical analysis of damping factor values compiled by Pettigrew et al. [128] reveals the data as follows. For a heat exchanger tubing in air, the average damping factor is
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TABLE 17.37 Influence of Design Factors on the Tube Fundamental Natural Frequency



(Modified from Ref. 155) Variation trend Influential factor



Factor



Frequency



Length of tube span (unsupported) Tube outside diameter Tube wall thickness Modulus of elasticity Number of tube spans



T T T 1" T



,1, T T 1" ,[,



Tube-to-baffle hole clearance



1"



$



Number of tubes in a bundle Baffle spacing Baffle thickness



1" T 1"



,1, ,1, T



Tensile stress in tubes



T



1"



Compressive stress in tubes



1"



$



Comments The most significant factor. A very weak dependence. The rate of decrease diminishes with a large number of tube spans. f, increases only if there is a press fit and the clearance is very small.



A weak dependence only if the tubeto-baffle clearance is tight. Important in a fixed tubesheet exchanger. A slight decrease; under high compressive loads, high decrease.



0.069 with the standard deviation of 0.0145. For a heat exchanger tubing in water, the average damping factor is 0.0535 with the standard deviation of 0.0110. T E M A standards [5] suggest empirical correlations for 8o that depend on the fluid thermophysical properties, the outside diameter of the tube, and the fundamental natural frequency and effective mass of the tube.



Acoustic Natural Frequencies. The natural frequencies of transverse acoustic modes in a cylindrical shell can be calculated as follows [122]:



L,i- ceff ai n where



_



i = 1, 2



(17.161)



Ds



Co



ceff- (1 + ~)1/2



( 71'a



with Co = \ P ~ T ] - -



(17.162)



Here Ceffrepresents the effective speed of sound, Co is the actual speed of sound in free space, y is the specific heat ratio, and ~CTis the isothermal compressibility of the fluid. A fraction of shell volume occupied by tubes, solidity ~ can be easily calculated for a given tube pattern. For example, ~ = 0.9069(do~p,) 2 for an equilateral triangular tube layout, and cy= 0.7853(do/pt) 2 for a square layout. Coefficients ai are the dimensionless sound frequency parameters associated with the fundamental diametrical acoustic mode of a cylindrical volume. For the fundamental mode al = 1.841, and, for the second mode, a2 = 3.054 [122]. According to Chenoweth [130], acoustic vibration is found more often in tube bundles with a staggered rather than inline layout. It is most common in bundles with the rotated square (45 °) layout.



Prediction o f Acoustic Resonance. resonance is as follows [122]:



The procedure for prediction of the onset of acoustic



1. Determine the first two natural frequencies of acoustic vibration using Eqs. 17.161 and 17.162. Note that failure to check the second mode may result in the onset of acoustic resonance.



17.134



CHAPTER SEVENTEEN



O. 25



0.20



o.~5



i\



J



i\\\ f~~\\\ I -~~



\\\\~,, I



\,"~\



o. ~o



'



J



\\\ \



\\\\\ \



\\"~ \ ' , , , , -,~



-%.



....



0.05



I 0.00



-



o.o



1.o



2.o



3.0



4.0



6.0



2.0



BAFFLE SPACING/RADIUS (J~b/P) (a)



O. 25



\



"



\ •x



•



J_



• \o.~\



o.,~



~..



"L



-o,



o



,o



~ _



~ - I . 0



0.05



.



~.. ~



~ , 0 . 4 "~



C.



I 5



.



\



-~



_~_._ ~ . . . . _



",,,,



-,.~



_ I



_ ~ _



-~ ~"-~"~--~ -~. ~ ~ ~'--~ ..~



. . ,



~



-



_



___



"~--._.___



O. O0 0.0



.o



2.0



3.0 B~FL~



SPAeXN0/RAOXUS



4.0



5.0



e.o



(J~/r)



(b) F I G U R E 17.63



U-tube frequency constants for geometries shown in (a) and (b) [5].



2. Determine the vortex shedding frequency using Eq. 17.157 and turbulent buffeting frequency using Eq. 17.158. Also compute the natural frequency f. of the tubes by using Eq. 17.159 or 17.160. 3. Determine the onset of the resonance margin as follows:



( 1 - o~')(f, or fh) < f.,i < (1 + (x")(fv or fb)



(17.163)
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\ 2 for the same value of Results similar to those in Fig. 17.65a and b are summarized in Fig. 17.66 for the N-passage model of nonuniformity associated with equilateral triangular passages. In this case, the definition of the channel deviation parameter 8c is modified to



Cmax/r.C



1(~-~



8c = ~_, Zi 1 i= 1



rhil2]ll2



(17.171)



rl,,r ] J



Manifolds can be classified as two basic types: simple dividing flow and combining flow. When interconnected by lateral branches, these manifolds result into the parallel and reverse-flow systems, as shown in Fig. 17.67a and b; these were investigated by Bajura and Jones [142] and Datta and Majumdar [143]. A few general conclusions from these studies are as follows:



Manifold Induced Flow Maldistribution.



• To minimize flow maldistribution, one should limit to less than unity the ratio of flow area of lateral branches (exchanger core) to flow area of the inlet header (area of pipe before lateral branches). • A reverse-flow manifold system provides more uniform flow distribution than a parallelflow manifold system. • I n a parallel-flow manifold system, the maximum flow occurs through the last port and, in the reverse-flow manifold system, the first port. • The flow area of a combining-flow header should be larger than that for the dividing-flow header for a more uniform flow distribution through the core in the absence of heat transfer within the core. If there is heat transfer in lateral branches (core), the flow areas should be adjusted first for the density change, and then the flow area of the combining header should be made larger than that calculated previously. • Flow reversal is more likely to occur in parallel-flow systems that are subject to poor flow distribution.



Flow Maldistribution Induced by Operating Conditions Operating conditions (temperature differences, number of phases present, etc.) inevitably influence thermophysical properties (viscosity, density, quality, onset of oscillations) of the flowing fluids, which, in turn, may cause various flow maldistributions, both steady and transient in nature.
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lit 10), the performance loss may be substantially larger. The passage-to-passage maldistribution may result in a significant reduction in heat transfer performance, particularly for laminar flow exchangers Any action in mitigating flow maldistribution must be preceded by an identification of possible reasons that may cause the performance deterioration and/or may affect mechanical characteristics of the heat exchanger. The possible reasons that affect the performance are [131,147]: (1) deterioration in the heat exchanger effectiveness and pressure drop characteristics, (2) fluid freezing, as in viscous flow coolers, (3) fluid deterioration, (4) enhanced fouling, and (5) mechanical and tube vibration problems (flow-induced vibrations as a consequence of flow instabilities, wear, fretting, erosion, corrosion, and mechanical failure).
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No generalized recommendations can be made for mitigating negative consequences of flow maldistribution. Most of the problems must be solved by intelligent designs and on an individual basis. A few broad guidelines regarding various heat exchanger types follow. In shell-and-tube heat exchangers, inlet axial nozzles on the shell side may induce gross flow maldistribution. Placing an impingement perforated baffle about halfway to the tubesheet will break up the inlet jet stream [131]. It is speculated also that a radial nozzle may eliminate jet impingement. The shell inlet and exit baffle spaces are regions prone to flow maldistribution. An appropriate design of the baffle geometry (for example the use of double segmental or disk-and-doughnut baffles) may reduce this maldistribution. Flow maldistribution is often present in phase-change applications. A common method to reduce the flow maldistribution in condensers is to use a vent condenser or increase the number of tubeside passes [131]. To minimize the negative influence of flow maldistribution, one should reduce the pressure drop downstream of the vaporizer tube bundle and throttle the inlet stream to prevent oscillations. Also, for reboilers and vaporizers, the best solution is to use a vertical exchanger with the two-phase fluid to be vaporized entering on the shell side through annular distributor [147]. Rod-type baffles should be used whenever appropriate. Prevention of maldistribution in air-cooled condensers includes the following measures [115]: (1) selective throttling of the vapor flow to each tube row, (2) use of a downstream condenser to eliminate the effects of inert gas blanketing by having a definite stream flow through each tube row, and (3) matching the heat transfer characteristics of each tube row so as to produce uniform heat transfer rate through each tube row.



FOULING AND CORROSION Fouling and corrosion, both operation-induced effects, should be considered for the design of a new heat exchanger as well as subsequent exchanger operation. Fouling represents an undesirable accumulation of deposits on heat transfer surface. Fouling is a consequence of various mass, momentum, and transfer phenomena involved with heat exchanger operation, qqae manifestations of these phenomena, though, are more or less similar. Fouling results in a reduction in thermal performance and an increase in pressure drop in a heat exchanger. Corrosion represents mechanical deterioration of construction materials of a heat exchanger under the aggressive influence of flowing fluid and the environment in contact with the heat exchanger material. In addition to corrosion, some other mechanically induced phenomena are important for heat exchanger design and operation, such as fretting (corrosion occurring at contact areas between metals under load subjected to vibration and slip) and fatigue (a tendency of a metal to fracture under cyclic stressing). In order to understand the influence of fouling on compact heat exchanger performance, the following equations for h and Ap are derived from the equations presented earlier for fully developed gas flow in a circular or noncircular tube: Nu k with Nu = constant
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for laminar flow (17.176) for turbulent flow
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and fluid properties, from Eqs. 17.175 and 17.176, 1



h o~ D---~



1



Ap c~ D--~-



(17.177)



Since A = XDhL, Ap is proportional to D~ and D~ 8 in laminar and turbulent flows, respectively. As fouling will reduce the flow area Ao and hence the passage Dh, it will increase h to some extent, but the pressure drop is increased more strongly. The thermal resistance of the fouling film will generally result in an overall reduction in heat transfer in spite of a slight increase in h. The ratio of pressure drops of fouled (ApF) and clean exchanger (Apc) for constant mass flow rate is given by [151]:



ApF fF (Dh, cI(Um,FI2 fF (Dh, cl5



(17.178)



npc-fc \Dh,~/\Um,c/ =~ \--O-~h.~/ If we consider that fouling does not affect friction factor (i.e., the friction factor under clean conditions fc is equal to the friction factor under fouled conditions fF) and the reduction in the tube inside diameter due to fouling is only 10 to 20 percent, the resultant pressure drop increase will be approximately 60 percent and 250 percent, respectively, according to Eq. 17.178, regardless of whether the fluid is liquid or gas (note that h ~ 1/Dh and Ap ~: 1/D~,for fully developed turbulent flow and constant mass flow rate). At the same time, the slight increase in h will not increase the overall heat transfer coefficient because of the additional thermal resistance of the fouling layers. Fouling in liquids and two-phase flows has a significant detrimental effect on heat transfer with some increase in fluid pumping power. In contrast, fouling in gases reduces heat transfer somewhat (5-10 percent in general) but increases pressure drop and fluid pumping power significantly (up to several hundred percent). Thus, although the effect of fouling on the pressure drop is usually neglected with liquid flows, it can be significant for heat exchangers with gas flows.



Fouling



General Considerations. The importance of fouling phenomena stems from the fact that the fouling deposits increase thermal resistance to heat flow. According to the basic theory, the heat transfer rate in the exchanger depends on the sum of thermal resistances between the two fluids, Eq. 17.5. Fouling on one or both fluid sides adds the thermal resistance Rs to the overall thermal resistance and, in turn, reduces the heat transfer rate (Eq. 17.4). Simultaneously, hydraulic resistance increases because of a decrease in the free flow area. Consequently, the pressure drops and the pumping powers increase (Eq. 17.63). Fouling is an extremely complex phenomena characterized by a combined heat, mass, and momentum transfer under transient conditions. Fouling is affected by a large number of variables related to heat exchanger surfaces, operating conditions, and fluids. In spite of the complexity of the fouling process, a general practice is to include the effect of fouling on the exchanger thermal performance by an empirical fouling factor rs -- 1/h~. The problem, though, is that this straightforward procedure will not (and cannot) reflect a real transient nature of the fouling process. Current practice is to use fouling factors from T E M A [5] or modified recent data by Chenoweth [148]. See Table 17.38. However, probably a better approach is to eliminate the fouling factors altogether in the design of an exchanger and thus avoid overdesign [149]. This is because overdesign reduces the flow velocity and promotes more fouling. Types of Fouling Mechanisms. The nature of fouling phenomena greatly depends on the fluids involved as well as on the various parameters that control the heat transfer phenomena and the fouling process itself. There are six types of liquid-side fouling mechanisms: (1) precipitation (or crystallization) fouling, (2) particulate fouling, (3) chemical reaction fouling, (4)
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Fouling Resistances of Various Liquid Streams (Adapted from Ref. 148) Fouling resistance Fluid



Liquid water streams Seawater Brackish water Treated cooling tower water Artificial spray pond Closed loop treated water River water Engine jacket water Distilled water or closed cycle condensate Treated boiler feedwater Boiler blowdown water Industrial liquid streams No. 2 fuel oil No. 6 fuel oil Transformer oil, engine lube oil Refrigerants, hydraulic fluid, ammonia Industrial organic HT fluids Ammonia (oil bearing) Methanol, ethanol, ethylene glycol solutions Process liquid streams MEA and D E A solutions D E G and TEG solutions Stable side draw and bottom products Caustic solutions Crude oil refinery streams: temperature, °C 120 120 to 180 180 to 230 >230 Petroleum streams Lean oil Rich oil Natural gasoline, liquefied petroleum gases Crude and vacuum unit gases and vapors Atmospheric tower overhead vapors, naphthas Vacuum overhead vapors Crude and vacuum liquids Gasoline Naphtha, light distillates, kerosine, light gas oil Heavy gas oil Heavy fuel oil Vacuum tower bottoms Atmospheric tower bottoms



r, × 10 4 ( m 2 ~ ) 1.75-3.5 3.5-5.3 1.75-3.5 1.75-3.5 1.75 3.5-5.3 1.75 0.9-1.75 0.9 3.5-5.3



Comments



Tout,ma x = 4 3 ° C



Tout,max= 43°C 49°C



Tout . . . . --



Tout . . . . "" 4 9 ° C



Operating conditions for all water streams: For tubeside flow, the velocity for the streams is at least 1.2 m/s for tubes of nonferrous alloy and 1.8 m/s for ferrous alloys. For shellside fluid, the velocity is at least 0.6 rn/s. Heat transfer surface temperatures are below 71°C.



3.5 0.9 1.75 1.75 1.75-3.5 5.3 3.5 3.5 3.5 1.75-3.5 3.5



3.5-7 5.3-7 7-9 9-10.5



Assumes that the crude oil is desalted at approximately 120°C and the tubeside velocity of the stream is 1.25 m/s or greater.



3.5 1.75-3.5 1.75-3.5



1.7 3.5 3.5 3.5-5.3 5.3-9 5.3-12.3 17.6 12.3



The values listed in this table are typical values that reflect current trends to longer periods before cleaning. It is recognized that fouling resistances are not known with precision. Actual applications may require substantially different values.



HEAT EXCHANGERS TABLE 17.38



17.149



Fouling Resistances of Various Liquid Streams (Adapted from Ref. 148) (Continued)



Fluid



Cracking and coking unit streams Overhead vapors, light liquid products Light cycle oil Heavy cycle oil, light coker gas oil Heavy coker gas oil Bottoms slurry oil Catalytic reforming, hydrocracking, and hydrodesulfurization streams Reformer charge, reformer effluent Hydrocharger charge and effluent Recycle gas, liquid product over 50°C Liquid product 30°C to 50°C (API) Light ends processing streams Overhead vapors, gases, liquid products Absorption oils, reboiler streams Alkylation trace acid streams Visbreaker Overhead vapor Visbreaker bottoms Naphtha hydrotreater Feed Effluent, naphthas Overhead vapor Catalytic hydrodesulfurizer Charge Effluent, HT separator overhead, liquid products Stripper charge HF alky unit Alkylate, depropanizer bottoms Main fractional overhead, and feed Other process streams Industrial gas or vapor streams Steam (non-oil-beating) Exhaust steam (oil-beating) Refrigerant (oil-beating) Compressed air Ammonia Carbon dioxide Coal flue gas Natural gas flue gas Chemical process streams Acid gas Solvent vapor Stable overhead products Natural gas processing streams Natural gas Overheat products



Fouling resistance rs x 104 (m2K/W)



Comments



3.5 3.5-5.3 5.3-7 7-9 5.3



2.6 3.5 1.75 3.5



Depending on charge characteristics and storage history, charge fouling resistance may be many times larger.



1.75 3.5-5.3 3.5 5.3 17.5 5.3 3.5 2.6 7-9 3.5 5.3 5.3 5.3 3.5 9 2.6--3.5 3.5 1.75 1.75 3.5 17.5 9 3.5-5.3 1.75 1.75 1.75-3.5 1.75-3.5



The original data for fouling resistance are given in U.S. Customary units with singledigit accuracy. The conversion into SI units has as a consequence that the apparent accuracy seems greater than the intent of the original data.
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CHAPTERSEVENTEEN corrosion fouling, (5) biological fouling, and (6) freezing (solidification) fouling. Only biological fouling does not occur in gas-side fouling, since there are no nutrients in the gas flows. In reality, more than one fouling mechanism is present in many applications, and the synergistic effect of these mechanisms makes the fouling even worse than predicted or expected. In precipitation fouling, the dominant mechanism is the precipitation of dissolved substances on the heat transfer surface. The deposition of solids suspended in the fluid onto the heat transfer surface is a major phenomenon involved with particulate fouling. If the settling occurs due to gravity, the resulting particulate fouling is called sedimentation fouling. Chemical reaction fouling is a consequence of deposition of material produced by chemical reactions in which the heat transfer surface material is not a reactant. Corrosion of the heat transfer surface may produce products that foul the surface or promote the attachment of other foulants Biological fouling results from the deposition, attachment, and growth of macro- or microorganisms to the heat transfer surface. Finally, freezing fouling is due to the freezing of a liquid or some of its constituents or the deposition of solids on a subcooled heat transfer surface as a consequence of liquid-solid or gas-solid phase change in a gas stream. It is obvious that one cannot talk about a single, unified theory to model the fouling process. However, it is possible to extract a few parameter sets that would most probably control any fouling process. These are: (1) the physical and chemical properties of a fluid, (2) fluid velocity, (3) fluid and heat transfer surface temperatures, (4) heat transfer surface properties, and (5) the geometry of the fluid flow passage. For a given fluid-surface combination, the two most important design variables are the fluid flow velocity and heat transfer surface temperature. In general, higher-flow velocities may cause less foulant deposition and/or more pronounced deposit erosion, but, at the same time, it may accelerate the corrosion of the surface by removing the heat transfer surface material. Higher surface temperatures promote chemical reaction, corrosion, crystal formation (with inverse solubility salts), and polymerization, but they also reduce biofouling, prevent freezing, and precipitation of normal solubility salts. Consequently, it is frequently recommended that the surface temperature be maintained low. Before considering any technique for minimizing fouling, the heat exchanger should be designed to minimize or eliminate fouling. For example, direct-contact heat exchangers are very convenient for heavily fouling liquids. In fluidized bed heat exchangers, the bed motion scours away the fouling deposit. Plate-and-frame heat exchangers can be easily disassembled for cleaning. Compact heat exchangers are not suitable for fouling service unless chemical cleaning or thermal baking is possible. When designing a shell-and-tube heat exchanger, the following are important in reducing or cleaning fouling. The heavy fluid should be kept on the tube side for cleanability. Horizontal heat exchangers are easier to clean than vertical ones. The geometric features of fluid flow passages should reduce to minimum stagnant and lowvelocity shellside regions. On the shell side, it is easier to mechanically clean square or rotated square tube layouts with an increased tube pitch than the other types of tube layouts.



Single-Phase Liquid-Side Fouling.



Single-phase liquid-side fouling is most frequently caused by: (1) precipitation of minerals from the flowing liquid, (2) deposition of various particles, (3) biological fouling, and (4) corrosion fouling. Other fouling mechanisms are also present. More important, though, is the synergistic effect of more than one fouling mechanism present. The qualitative effects of some of the operating variables on these fouling mechanisms are shown in Table 17.39 [2]. The quantitative effect of fouling on heat transfer can be estimated by utilizing the concept of fouling resistance and calculating the overall heat transfer coefficient (Eq. 17.6) under both fouling and clean conditions. An additional parameter for determining this influence, used frequently in practice, is the so-called cleanliness factor. It is defined as a ratio of an overall heat transfer coefficient determined for fouling conditions and an overall heat transfer coefficient determined for clean (fouling-free) operating conditions. The effect of fouling on pressure drop can be determined by the reduced free flow area due to fouling and the change in the friction factor, if any, due to fouling.
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Influence of Operating Variables on Liquid-Side Fouling [2]
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When the value of an operating variable is increased, it increases (T), decreases (,l,), or has no effect ( 0% the solutions asymptote to those of Fig. 18.2. As K becomes smaller, surface temperatures are reduced, and internal temperatures increase, as shown in Fig. 18.4b.
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FIGURE 18.4 Steady-state temperature distributions in the x and z directions for a circular, CW, Gaussian irradiation of a moving, semitransparent material [26].



Irradiation of Opaque and Volumetrically Absorbing Material with a Pulsed Beam. Pulsed sources can be used to tailor the material's internal temperature distribution. Pulsing is typically used to sharpen spatial temperature gradients. Solutions to Eq. 18.9 involving a single pulse for Pe = 0, [l* = 1 have been obtained by a number of researchers, and consideration of the general case of pulsed irradiation of a moving material with elliptical Gaussian beams is presented by Sanders [27]. Haba et al. [28] have computed the temperature distributions induced by pulsed irradiation of Mn-Zn ferrite with a copper vapor laser (~, = 511 and 578 nm) under the processing conditions of Table 18.1. This particular source is characterized by a top hat, circular intensity distribution.



TABLE 18.1 Processing Conditions of Haba et al. [28] Peak laser power (kW) Average laser power (W) Pulse frequency (kHz) Pulse width (ns) Beam radius (mm) Thermal diffusivity, 0~ (m2/s) g -1 Pe



250 30-40 5-10 10-15 0.1 1.9 x 10-5 oo



0.5 x 10-5- 0.5



For Pe = 0, 13" = 1 with a constant time-averaged power of 100 mW, the difference between maximum and minimum surface temperatures at x - y = 0 decreases as the pulse frequency increases, and eventually the thermal response converges to that of CW processing. At 6 kHz, a steady-state regime is reached after about 100-200 pulses. The normalized surface temperature distributions ~) = ( [ T - To]/[Tmax - To]) are shown in Fig. 18.5 after the steady-state condition is reached. Since the beam intensity distribution is uniform for the CVL laser, the temperature directly under the beam is fairly flat. The sharpness of the transition at the beam edge is enhanced by decreasing the pulsing frequency. The temperature predictions of Fig. 18.5 were used to estimate microgroove dimensions in laser-machined Mn-Zn ferrite, and the predictions are in qualitative agreement with experimental results. Figure 18.6 depicts the influence of a pulsating, circular, Gaussian source on the time variation of the material's surface temperature for Pe - 7 and K -1 -~ oo [26]. The dimensionless
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time of Fig. 18.6a is normalized by p (= Up/V~r), so that the p = 0.001 case has 100 times more pulses than the p = 0.1 case. The dimensionless pulse period is less than unity in many applications (the material travels less than r between pulses) resulting in relatively smooth temperature versus location behavior at any time. In contrast, for large Pe/p, local maxima and minima are noted, and surface temperatures are reduced, as shown in Fig. 18.6b. Surface temperatures are not reduced in proportion to Pe/p, since less time is available for lateral diffusion.
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Effect of Temperature-Dependent Material Properties.



Analytical solutions for cases of temperature-dependent thermal conductivity are available [22, 23]. In cases where FIGURE 18.5 Computed time-averaged steadystate surfacetemperature distributions for 13"= 1, Pe = the solid's thermophysical properties vary significantly with temperature, or when phase changes (solid-liquid or solidK-1= 0 due to pulsed irradiation [28]. vapor) occur, approximate analytical, integral, or numerical solutions are oftentimes used to estimate the material thermal response. In the context of the present discussion, the most common and useful approximation is to utilize transient onedimensional semi-infinite solutions in which the beam impingement time is set equal to the dwell time of the moving solid beneath the beam. The consequences of this approximation have been addressed for the case of a top hat beam, 13*-1 = g -1 = 0 material without phase change [29] and the ratios of maximum temperatures predicted by the steady-state 2D analysis. Transient 1D analyses have also been determined. Specifically, at Pe > 1, the diffusion in the x direction is negligible compared to advection, and the 1D analysis yields predictions of 0max t o within 10 percent of those associated with the 2D analysis. The preceding simplified approach has been used in a number of studies involving more complex behavior, such as 0.8 laser-induced thermal runaway of irradiated materials. For example, pulsed and CW CO2 lasers are used to anneal ionimplanted Si for device fabrication. In this material, the extinction coefficient increases dramatically with tempera20. 4 ture (~c increases by four orders of magnitude as T is increased from 300 to 1700 K [30]) resulting in potential 0.2 thermal runaway during laser irradiation [31, 32]. The 1D 0.0 0.2 0.4 0.6 0.8 form of Eq. 18.9 was solved for the case of Pe = 0, 13" = 1 T/p pulsed (p = 25 ns) CO2 irradiation of silicon to predict sur(a) face (x = y = 0) temperatures. For high heat fluxes, increasing temperatures lead to an increase of the rate of temperature 0.2 rise, inducing thermal runaway and potential melting or Pe/p = 2.5 1 vaporization of the solid phase. 0.15
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FIGURE 18.6 Effect of (a) the laser pulse period p on the time variation of the surface temperature, and (b) the material velocity on the surface temperature [26].



Welding with electron, plasma, or laser beams can be modeled by considering the movement of a vertical cavity (along with the surrounding molten film) through the material to be joined (Fig. 18.7). The cavity depth-to-width ratio is usually about 10, and, to first approximation, the outer boundary of the molten liquid can be represented by a cylinder whose surface is at the melting temperature Tin. Analytical solutions for the 2D temperature distribution around a cylinder moving at velocity U through an infinite plate have been derived [25], and solutions for moving elliptical cylinders also exist [33]. In either case, the local heat
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CHAPTEREIGHTEEN flux is maximum at the front end of the keyhole, with more input power needed to sustain higher welding speeds. Partial penetration of the beam through the workpiece (as shown in Fig. 18.7) is common. Predictions and experimental results showing the relationship between electron beam welding machine settings and penetration depths (d*) have been reviewed [34]. This led to the development of a correlation to relate d* and independent parameters involved in beam welding
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P/d*kO = 3.33Pe °'625



(18.10)



where k and Pe are evaluated at (To + Tin)~2where T~ is the average of the liquidus and solidus temperatures for the particular alloy being welded, and 0 = (Tmax- Tin). The characteristic length in Pe is the width of the fusion zone at the surface of the workpiece. Data scatter (for welding various aluminum and steel alloys) is of the order of +40 percent for Pe < 1, improving to +_20percent for Pe > 10. The effect of 2D fluid flow between the beam and the solid has been considered [35-37]. When the circular beam penetrates the material, the size and shape of the elliptical region separating the liquid and solid phases cannot be specified beforehand but is determined by the balance between conduction and convective heat transfer rates, along with the latent energy release or absorption. Kim et al. [38] have solved the coupled differential equations of material fluid flow and heat transfer for the case when the keyhole surface temperature is the material's vapor temperature (Tv), the solid-liquid interface is at Tin, and the beam moves through a material initially at To. As the beam scanning speed is increased, the molten region becomes smaller and more elliptic with high heat transfer rates at the upstream edge. The required power to sustain welding is described by



FIGURE 18.7 Schematic of beam welding or drilling.



P/ke(T,,- Tin)d* =4 + 15(Pe" Ste~~)



(18.11)



where Stee -= H/ce(Tv- Tm) and Pe is based on the keyhole radius and liquid thermal diffusivity. For Pe • Ste~/2 > 0.1, dimensionless penetration depths are correlated to within 10 percent of experimental data and predicted results based upon solution of the energy and Navier-Stokes equations.



Microscale Laser Processing.



Radiation and conduction heat transfer during laser processing of thin (microscale) semitransparent films has been reviewed [39]. During transient heating of semitransparent materials at the nanosecond scale (important in semiconductor processing), the thermal gradients across the heat-affected zones are accompanied by changes in the material complex refractive index (extinction coefficient). These complex refractive index variations, along with radiative wave interference effects, modify the energy absorption characteristics of the material and, in turn, the temperature distribution in the target. Recent studies have considered a wide array of processing scenarios, including pulsed laser evaporation of metals [40], laser sputtering of gold [41], and melting of polycrystalline silicon [42, 43]. In general, the studies have considered one-dimensional or two-dimensional heat transfer in the irradiated materials. Phase changes (vaporization or melting) have been accounted for. Finally, detailed predictions of microchannel shape evolution induced during laser machining of ablating materials using CW, pulsed, or Q-switched Gaussian sources has been achieved [44]. Modest [44] found that losses to the unablated material are virtually negligible for Q-switched operation, small for the regularly pulsed laser, and very substantial when the CW source is used. As a result, the microgroove walls are precisely shaped by the Q-switched source and are not as well defined when the CW laser is used.
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Conduction Heat Transfer with Thermomechanical Effects



Elastic and/or plastic material deformation or induced internal stresses resulting from imposed thermal or mechanical loads can be important in applications where the structural integrity of the processed material is of concern. The evolution of internal stresses may, in turn, modify the material's thermal response by (1) inducing volumetric heating, or (2) modifying surface geometries (and, in turn, surface heat transfer rates) in operations such as rolling, forming, or pressing. Because of the breadth of applications and materials, the following discussion only highlights the thermomechanical response of several specific processes



Elastic-Plastic Deformation During Flat Rolling of Metal Sheet. Conduction heat transfer occurs in conjunction with pressing, rolling, and squeezing operations. Energy generation may occur in the compressed strip, and frictional heating will occur at the strip-roller interface. Contact resistance between the compressed solid and roller may significantly affect product temperature. Relative to elastic deformation, elastic-plastic deformation is much more complicated, since permanent material displacement and potentially high rates of internal energy generation can occur. Usually, considerable uncertainty is associated with the constitutive modeling of the solid material as well as the heat transfer rates at material boundaries where deforming forces are applied. Finite element models are typically used to handle the material deformation. Flat rolling of a metal sheet, as seen in Fig. 18.8a, can be performed at room temperature (cold rolling) or at high temperature on a hot strip mill. As the strip enters the roll gap, it is



\ Roller Radius



1 Slab Material N ~



~--__ j~



/ Elastic L o a d ~ n



[



\



~ - -



Neutral Plane (a) i



900



" - -~'~~, Thickness= 19 mm -.~ •"~ Reduction= 20 % _ \ _ _,'~.....~ RollSpeed= 4 rpm 850 \. Centerof Slab• • .. ~ ~ ~ ~ ~,



o



Roller



800 --



\



750



\v



700 0



•



•



•



•



•



•



o



o



•



•



Roll Radius= • o • °



~



T



=



60



• Measurement m Prediction



I



I



I



I



I



1



2



3



4



5



t, S (b)



25 °C . _ _ _ . ~



88o ~ 6



~



100 ~o----!



Workpiece ---------------890



1 (c)



F I G U R E 18.8 Thermoelastic and plastic effects during rolling of metal sheet showing (a) the physical system, (b) measured and predicted strip temperatures, and (c) predicted temperature distributions in the roll and strip [45].
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elastically deformed. It is subsequently plastically deformed and elastically unloaded. Relative velocities between the roll and strip change through the bite, with identical roll and strip velocities occurring at the neutral plane of Fig. 18.8a. Frictional heating occurs at the roll-strip interface before and after the neutral plane. Thermomechanical aspects of strip rolling have been reviewed [45, 46]. Investigation of cold rolling of metals shows that the heat transfer occurring between the roll and strip does not significantly influence the predictions of roll pressure, power requirements, or temperatures [47], but it plays a significant role in hot rolling. Limited experimental measurements of temperatures induced by rolling are available, and, with a parallel thermomechanical modeling effort, these data can be used to infer heat transfer conductances between the roll and sheet. Here, the conductance is defined as C = q"/(T,- Tr), where q" is the heat flux at the interface, while T, and Tr are the adjacent surface temperatures of the sheet and roll. Conductance values have been estimated for a variety of processing conditions using the combined experimental/analytical approach [45, 48, 49]. Conductance values range from 2600 W/m2K to 30,000 W/m2K, depending on the operating conditions and material being processed [45]. It is emphasized that, since the thermal and mechanical effects are so closely coupled, inferred conductance values are highly sensitive to the thermomechanical constitutive model and the coefficients of sliding friction at the roll-strip interface. Nonetheless, estimates of the thermal response can be made via finite element modeling. A comparison between predicted and measured temperatures in a strip of low carbon steel is shown in Fig. 18.8b, and predicted roll and strip temperature distributions are shown in Fig. 18.8c [45]. A similar combined analytical/experimental/finite element modeling approach has been used to estimate the dynamic contact resistance between a high-temperature, mechanically deforming Pb-Sn sphere and a planar, highly polished steel surface with application to electronics assembly [50]. As the sphere softens upon approach of its melting temperature, contact conductances become extremely large, as expected.



Elastic Deformation Due to High-Intensity Localized Heating.



If plastic deformation is avoided, elastic deformation may still induce material cracking and/or failure. The thermomechanical response of an opaque material to high intensity localized heating has been considered. When strain rates are insufficiently high to induce internal heating (and deformations are small), the conduction solutions of the previous section may be combined with the classical equation of elastic stresses:



V'~=I3 il+VlT



(18.12)



to yield expressions for the thermomechanical response of the heated material. Here, 13is the thermal expansion coefficient, 9 is Poisson's ratio, and tp is the potential of the thermal-elastic shift (3q~/3i = Vi). If heating of a material with a CW Gaussian source is considered, appropriate initial conditions are tpl,__0= (3tp/Ot)l,-_o = 0 with Oxx(r, 0, t) = ~rx(r, 0, t) = 0 on the surface of the material. In laser processing, high thermal stresses can be generated that, in the extreme case, can lead to fractures running along grain boundaries. The cracks can be observed even when maximum local temperatures are below the solid's melting temperature. Analytical solutions for the stress distributions and their time variation are available, with maximum stresses developing at x - y = 0 [51, 52]. Analytical solutions for thermoelastic stress distributions within moving material, irradiated with two-dimensional CW Gaussian beams (13*-1 = 0), have also been obtained [24]. For a material characterized by k = 50.2 W/mK, p = 7880 kg/m 3, c = 502 J/kgK, P/2r = 105 W/m, U = 4 mm/s, [3 = 10-5 K -1, 9 = 0.3, and ~ = 105 MPa (the material shear modulus), the dimensionless surface stress component varies with Pe as shown in Fig. 18.9. Here, Pe was varied by changing the beam radius, and the beam moves relative to the surface in the positive x direction. At large Pe, stresses are relatively uniform, while, at extremely small Pe, stress gradients
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F I G U R E 18.9 Dimensionless surface stress distributions within a moving solid material irradiated by a two-dimensional Gaussian beam [24].



are concentrated about the x = 0 location. At intermediate Pe, local stress gradients are concentrated just behind the beam center, due to the shift of maximum temperatures to that location. Thermoelastic Instabilities During Planar Solidification of a Pure Material A wide array of materials processing operations involve solidification, and contact resistances between the solid and cooled surface may have a profound effect upon phase change rates and phenomena. During casting, for example, there is a thermal contact resistance at the mold-solid interface, since each surface is rough on the microscopic scale. If a bottom-chilled mold is considered, the contact pressure at the mold-solid interface will be initially determined by the hydrostatic pressure in the liquid, but, as solidification proceeds, temperature gradients within the solidified shell will induce thermoelastic distortion and influence the contact pressure locally. Local separation between the casting and the mold can occur, significantly prolonging solidification times relative to the perfect thermal contact case [53]. In response to the localized contact resistances at the mold-casting interface, the nominally planar solid-liquid interface can be affected, especially in the early stages of solidification. This coupled thermomechanical effect is a possible explanation for the long-wavelength perturbations sometimes observed during unidirectional solidification [54] T = Tfu s and has been analyzed [55-57] using the idealization of elastic deformation of the solid phase (although plastic deformation is likely to occur in reality since temperatures are high). Figure 18.10a shows the system geometry considered in Refs. 56 and 57. Note that the heat loss through the solid's bottom is sinusoidal with the local flux, prescribed as
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X F I G U R E 18.10a Thermoelastic effects during directional solidification of a pure material showing (a) the physical system.



q"(x) = q'~ + q'l"cos (mx)



(18.13)



where q" >> q'~'. Here, 5(x, t) = 50(0 + ~l(X~ t) is the location of the solid-liquid interface, and the liquid is initially at the fusion temperature Tfus. The two-dimensional heat diffusion equation, subject to Eq. 18.13 and
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FIGURE 1 8 . 1 0 (Continued) Thermoelasticeffects during directional solidificationof a pure material showing (b) perturbation in the metal-moldcontact pressure versus time for different ~, and (c) perturbation of the solidification front for different sensitivitiesof the contact resistance to the contact pressure [56, 57].



k aT(x, 8, t) = Hp dS(x, t) ," ~y dt



T(x, 8, t) = Tfus at 8(x, t)



(18.14)



was solved in conjunction with Eq. 18.12 to yield the predicted dynamic response in terms of the perturbation in contact pressure along the mold-solid interface, Pl(t) [56], where



P(x, t) = Po(t) + Pl(t) cos (mx) =-(~yyo(O, t)



(18.15)



and Po(t) >> Pl(t). Figure 18.10b shows the time (x = mq'ot/pH) variation of the interface pressure perturbation, and ~ = 2mapH/q'~. Note that ~ --+ ~ as Stes --+ 0. Figure 18.10c shows the dimensionless perturbation of the solid-liquid interface, 6~(t) = m81(x) versus ~ = m2kTrt/p___Hfor various arbitrary sensitivities of the contact resistance to pressure R ' = R'(Po), where Po is the dimensionless unperturbed contact pressure (1 -9)P/ft~Tfus. For high sensitivities, the solid-liquid interface shape becomes significantly perturbed and potentially unstable. Figure 18.10c is associated with ~ --+ ~. At higher Stes, it is expected that the overall solidification process will become less sensitive to elastic stresses generated in the solid phase.



Single-Phase Convective Heat Transfer



Forced Convective Heat Transfer.



Convective heat transfer to/from a continuously moving surface has many important applications for metal, glass, paper, and textiles manufacturing processes. Examples of such processes are hot rolling, wire drawing, metal extrusion, continuous casting, glass fiber production, and paper production [58-60]. Knowledge of fluid flow and heat transfer is often necessary for determining the quality of the final products of these processes [61]. A number of different physical situations arise and can be characterized by the following two: (1) the ambient fluid is stagnant relative to the continuously moving surface, as in Fig. 18.11a and (2) the fluid is parallel, like Fig. 18.11b, or in counterflow, as in Fig. 18.11c, relative to the continuously moving sheet. In the latter case, two physical situations are encountered and require separate treatments: (1) the velocity of the moving surface Us is greater than the free stream velocity of the fluid U~, Us > U~, and (2) Us < U~. In any case, the flow generated by the motion of a solid surface is of the boundary layer type, and convective transport characteristics can be predicted [62]. Other physical situations may arise and will be identified in this subsection.
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FIGURE 18.11 Sketch of the velocity and temperature profiles induced due to (a) a moving isothermal surface at temperature To, (b) sketch of the boundary layer on an isothermal moving surface and cocurrent, parallel stream, and (c) sketch of the boundary layer on an isothermal movingsurface and counter-current, parallel stream. The boundary layer, along a semi-infinite continuous sheet issuing from a slot and moving in an otherwise quiescent medium, develops from the opening of the slot and along the direction of motion as depicted schematically in Fig. 18.11a. The heat transfer in such a boundary layer is physically different from that of the classical forced convection along a stationary semi-infinite plate. The heat transfer rate from a moving sheet is higher than that from a stationary plate due to the thinner boundary layers in the vicinity of the moving wall. Laminar boundary layer flow and heat transfer from a moving plate to a quiescent fluid under uniform wall temperature (UWT) and uniform heat flux (UHF) boundary conditions have been studied. Similarity solutions of the incompressible boundary layer equations with
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18.2 Summary of Forced Convection Heat Transfer Correlations [ N u x / R e for a Moving Plate in a Quiescent Fluid



TABLE



Correlation for G(Pr)



1/2 =



Remarks



0.545Pr1/2 0.807Pr 0.545Pr/(1 + 0.456/Pr)lrz 1.8865Pr 13/32- 1.447Pr 1/3



0.5462Prl/2/(0.4621 + 0.1395Pr1/2+ Pr) la 2.8452Pr 13/32- 2.0947Pr1/3



G(Pr)]



Reference



Laminar, UWT, Pr ~ 0 Laminar, UWT, Pr ~ 0 Laminar, UWT, 0 < Pr < oo Laminar, UWT, 0.1 < Pr < 100 Laminar, UWT, 0.01 < Pr < 1 0 4 Laminar, UHF, 0.1 < Pr < 100



Jacobi [70] Jacobi [70] Jacobi [70] R a m a c h a n d r a n et al. [71]



Lin and Huang [63] Ramachandran et al. [71]



constant thermophysical properties have been obtained and empirical correlations developed. Probably, the most general correlation for local heat transfer at a surface of a continuously moving plate (sheet) in a quiescent fluid has been developed by Lin and Huang [63] and is given by Nux/Re lr2 = 0.5462Pr1/2/(0.4621 + 0.1395Pr 1/2+ P r ) a/2



(18.16)



The maximum error of this correlation compared to numerical results is less than 1 percent for 0.01 < Pr < 104. This and other available convective heat transfer results are summarized in Table 18.2. Comparison of the correlations for heat transfer over a stationary flat plate given in Chap. 6 with those in the table reveals that convective coefficients from a plate in motion are over 20 percent higher than those for a stationary plate with a fluid flowing over it. This is owing to the thinning of the hydrodynamic boundary layer. Consistent with the classical results, the heat transfer coefficients are higher for UHF than for UWT boundary conditions. The problem of a stretching plate moving in a quiescent environment with linear [64--67] or power-law [65, 67] velocity profiles has been analyzed. Various temperature boundary conditions [66, 68] have been considered, including stretching of a surface subject to a power-law velocity, and temperature distributions for several different boundary conditions [67, 69] have been analyzed. Fluid friction and heat transfer characteristics have been predicted, including with suction and injection at a porous stretching wall with power-law velocity variation. For example, Ali [69] has reported similarity solutions of laminar boundary layer equations for a large combination of speed and temperature conditions by employing the most general power-law velocity and temperature distributions with various injection parameters to model flow and heat transfer over a continuously stretched surface. Heat transfer associated with simultaneous fluid flow parallel to a cocurrently or countercurrently moving surface has been analyzed under the UWT boundary conditions when Uo. > Us and when Uo. < Us (Fig. 18.11c). Laminar [63] and turbulent [72] flow situations have been studied. For laminar flow, Lin and Huang [63] have obtained similarity solutions over a wide range of Prandtl numbers (0.01 < Pr < 104) and summarized their numerical results in a form of an empirical correlation (tO Re**) 1/2 = (1
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where o ' = pr2/(1 + Pr), to = Pr/(1 + Pr) 1/3,~ = (1 + to Res/o Re~)-1. In Eq. 18.17, NUB/(to Re~) a/2 is the heat transfer parameter for the special case of the Blasius problem ( 7 ' - Uw/(Uw + U=) = (1 + Re~/Res) -1 - 0 ) and can be calculated from the correlation [73] Nus/Re~r2 = 0.3386Prlr2/(0.0526 + 0.1121Pr 1/2+ Pr) 1/6
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The maximum error in this correlation does not exceed 1.4 percent for 0.001 Uwand Pr = 0.7, and (b) St for Uw> U= and Pr = 0.7 [72].
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CHAPTEREIGHTEEN and heat transfer between a continuous, isothermal surface that is in relative motion to a parallel fluid stream that is in counterflow for the case of U, < Uoohas been obtained [76]. The similarity solution for heat transfer was obtained for a range of velocity ratios ~,' (< 0.3541) for which the boundary layer is attached to the moving surface. For values of ~' < 0.3, the integral method of solution may be useful, but the method predicts separation to occur for too high values of ~'. M i x e d Convective H e a t Transfer to M o v i n g Materials. Buoyancy forces arising from the heating and cooling of the sheet of Fig. 18.11a modify the flow and thermal fields and thereby the heat transfer characteristics of the process. Simple empirical mixed convection correlations for local and average Nusselt numbers, based on the method of Churchill and Usagi [77], have been developed [71, 78] and are shown in Fig. 18.13. For the U W T boundary condition, the local mixed convection Nusselt number for a horizontal, isothermal, continuous moving sheet can be expressed by the equation



Nux Rexl/2/FI(Pr)= {1 + [Fz(Pr)(Grx/Re~/2)l/5/F](Pr)]"}



(18.22)



TM



where



F] (Pr) = 1.8865Pr 13/32- 1.4447Pr 1/3



(18.23)



and



F2(Pr) = (Pr/5) 1'5 Pr ]/2 [0.25 + 1.6Pr~/2]-1



(18.24)



The corresponding average mixed convection Nusselt number can be correlated as NUL Re{I/2/2F~(Pr) = {1 + [5F2(Pr)(Gr,/ReS/2)a/5/6fl(Pr)]n} 1/2



(18.25)



For 0.7 < Pr < 100, n = 3 provides a good correlation. The temperature difference for Gr is AT=To-T,. UHF:
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FIGURE 18.13 A comparison between the predicted and correlated local Nusselt numbers for the UWT and UHF cases [71], published with permission of ASME International.
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For the UHF boundary condition, the local mixed convection Nusselt number for a horizontal, isoflux, continuous moving sheet can be expressed by the equation [71]: Nux Rexl/2/Gl(er) = {1 _+[G2(Pr)(Gr*x/Re3x)l/6/Gl(Vr)]-n}TM



(18.26)



where



G~(Pr) = 2.8452Pr 13/32- 2.0947Pr 1/3



(18.27)



and



G2(Pr) = (Pr/6) 1/6 Pr 1/2 [0.12 + 1.2Pr'/2] -1



(18.28)



The average Nusselt number can be written as NUt Re•I/2/2GI(Pr)= {1 + [3G2(Pr)(Gr*L/Re3)I/6/4GI(Pr)]"}TM



(18.29)



Again, n = 3 also provides a good correlation of the results for the UHF case. The correlations presented for the Prandtl number range of 0.7 _ Uooor Us < U,. Empirical correlations for local and average Nusselt numbers are reported for a wide range of the buoyancy parameter. The equations are, however, rather lengthy and are not included for the sake of brevity. It should be noted that the factor (C Pr) m is missing in the denominator for the expressions of the local and average Nusselt numbers reported in the paper. In this factor, C is a correlation constant, and m is a constant defined by U~/(Us + U~) for Us > U,~, and Us/(Us + U~) for Us < Uoo.The solutions presented by Ramachandran et al. [78] are not applicable when the strip velocity Us is downward; that is, in the direction of the gravitational force.



Conjugate Heat Transfer to Moving Materials. In the previous two subsections, the thickness of the material was assumed to be small, so that the controlling resistance was on the fluid side; therefore, the thermal coupling between heat transfer within the moving material and the convective flow and heat transfer in the fluid could be neglected. However, in many
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18.14 Schematic of the physical arrangement and coordinate systems (after Ramachandran et al. [78]).
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// FIGURE 18.15 Schematicof velocity and temperature profiles in the conjugate heat transfer problem on a continuous moving flat plate.



processing problems, interest lies mainly in the temperature distribution in the material that is of finite thickness. Under these conditions, the heat transfer within the moving material is coupled with the convective flow and heat transfer in the fluid. This implies that the flow generated by the moving material is computed, along with the thermal field, in order to obtain the heat transfer rate in the material. The heat transfer coefficient is not assumed or calculated from existing correlations, as discussed in the preceding two subsections, but is obtained from governing equations for the fluid flow. The intimate coupling of heat transfer in the moving material and the external fluid results in a conjugate heat transfer problem. This is depicted schematically in Fig. 18.15 for a continuously moving flat plate in quiescent ambient fluid. Such problems have been studied, and recent accounts are available [62, 79]. A realistic model for heat transfer from/to moving material under thermal processing consists of at least two regions: (1) the moving solid material, and (2) the fluid in which the flow is induced by the surface motion and/or is forced externally. The temperatures and heat transfer in the two regions are coupled through thermal boundary conditions at the interface between the solid moving material and the fluid (Fig. 18.15). At the interface, the temperature of the solid Ts must equal the temperature of the fluid TI such that T~ = Ty



at y = 0



(18.30)



Also, the heat flux at the interface must be continuous and can be expressed as k s --~-y



y : d- -



v:



= q';a~



(18.31)



In this equation, q r'ad is the net radiative heat flux at the moving material surface imposed by external sources such as radiant burners/heaters or electric resistance heaters. Both parabolic, boundary layer [80], and full, elliptic [61, 81] problem solutions have been reported. Because of the nature of the problem, the heat transfer results can't be given in terms of correlations. The interested reader is referred to Refs. 62 and 79 for citation of relevant references.



Impingement H e a t



T r a n s f e r t o G a s e o u s Jets. A single gas jet or arrays of such jets, impinging normal on a surface, may be used to achieve enhanced coefficients for convective heating, cooling, and drying. A disadvantage of impinging gas jets is that local heat transfer is highly nonuniform. This is owing to the complex fluid flow structure, which consists of the free jet, stagnation or impingement zone, and wall jet region. In the stagnation region, flow is influenced by the target surface and is rapidly decelerated and accelerated in the normal and transverse directions. In the wall jet zone, velocity profiles are characterized by zero velocity at both the impingement and free surfaces. Many materials processing applications such as
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FIGURE 18.16 Flowgeometries and arrangements for impinging gaseous jets. annealing of metal sheets, tempering of glass, and drying of textiles and papers involve the need to cover large areas. Thus, impingement heat (mass) transfer schemes require use of an array of round or slot jets [82]. In addition to flow from each nozzle exhibiting free jet, stagnation, and wall jet regions, secondary stagnation zones result from the interaction of adjacent wall jets. In many such schemes, the jets are discharged into a restricted (confined) volume bounded by the target surface and the nozzle plate from which the jets originate (see Fig. 18.16). Both the local and the average rate of heat (mass) transfer depend strongly on the manner in which spent gas is vented from the system. Extensive reviews of available convective coefficient data for impinging gas jets have been reported [82-84], and results can be obtained from the references cited therein. Design needs are met by experiments, because turbulence models are not yet sufficiently reliable for simulating relevant turbulent flow parameters [85]. To account for the effect of mixing between the jet and ambient crossflow and to obtain meaningful results for different applications, the local convective heat transfer coefficient is defined by



h = q"/(Tw - Taw)



(18.32)



where q" is the convective heat flux and Taw is the adiabatic wall temperature, which is defined through the effectiveness as



n



=



(Tow- T,)/(V- ~.)



(18.33)



In this expression, Tr and Tj° are the recovery and total jet (nozzle) temperatures, respectively. The available results suggest that effectiveness depends on the nozzle geometry and axial nozzle-to-plate distance (H/d) and the radial displacement from the stagnation point (r/d), but it is independent of the nozzle exit Reynolds number [86, 87]. Single Jet. Review of published data indicates that many different factors affect heat transfer between an isothermal turbulent jet and the impingement surface. As shown in Fig. 18.17, gas jets are typically discharged into a quiescent ambient from a round jet of diameter d or a slot (rectangular) nozzle of width w. The factors that influence local and average convective heat (mass) transfer include the following: nozzle (orifice) geometry, small-scale turbulence in jet, exit jet velocity profile, entrainment, nozzle-to-surface distance, confinement, angle of incidence, surface curvature, and external factors. For a single circular jet impingement on a flat plate, the local Nusselt number can be expressed in the general form Nua/Pr 1'3 = f(r/d, H/d, Re m(r/a'H/a),Pr)



(18.34)
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''"'"''""",,'¢(d'¢''''"'" FIGURE 18.17 Schematicand coordinate system for an impinging jet discharging into a quiescent ambient. Available empirical results show that the Reynolds number exponent m depends not only on r/d and H/d but also on the nozzle geometry [83]. Some experimental results illustrating the local Nusselt number dependence on the Reynolds and nozzle-to-surface spacing are given in Fig. 18.18. Numerous citations to extensive local heat transfer coefficient results showing the effects of Re and H/d can be found in Refs. 82-84. The experimental database for single round and slot nozzles as well as arrays of round and slot nozzles has been assessed by Martin [82]. He has recommended the following empirical correlation for the average Nusselt (Sherwood) number for a single round nozzle: NUd= hd/k= G(r/d, H/d)F~(Red) Pr °42 where



F1 = 2RelY(1 + 0.005Re°55) 1/2
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FIGURE 18.18 Effectof the Reynolds number on local heat transfer parameter N u / P r °42 for jet impingement heating with nozzle-to-surface parameter H/d: (a) H/d = 5.0, and (b) H/d = 1.0 (after Klammer and Schupe [88]).



HEAT T R A N S F E R IN MATERIALS PROCESSING



(d) and



G=



18.21



1-1.1(d/r) [1 + O.l(H/d- 6)(d/r)]



(18.37)



This correlation is valid for the following range of parameters: 2 x 103 < Red < 4 x 105, 2 < H/d < 12 and 2.5 < r/d < 7.5. For r/d < 2.5 results are available in graphical form. A similar correlation is available for single slot nozzles [82]. Arrays of Jets. The heating or cooling of large areas with impinging jets requires arrays; however, the flow and geometrical parameters have to be carefully selected to provide both a sufficiently high average convective coefficient and uniformity over the impingement surface. For arrays of round or slot nozzles, additional parameters describing, say, the round nozzle geometrical arrangement (in-line or staggered, confinement, and crossflow scheme) need to be specified [82, 84]. For arrays of nozzles, there is interference between adjacent jets prior to their impingement on the surface. The likelihood of such interference effects is enhanced when the jets are closely spaced and the separation distance between the jet nozzles (orifices) and the impingement surface is relatively large. There is also an interaction due to collision of surface flows associated with adjacent impinging jets. These collisions are expected to be of increased importance when the jets are closely spaced, the nozzle (orifice) impingement surface separation is small, and the jet velocity is large. Convective heat transfer from a fiat surface to a row of impinging, submerged air jets formed by square-edged orifices having a length/diameter ratio of unity has been measured [89]. Local Nusselt numbers were averaged over the spanwise direction, and averaged values were correlated by the equation NUd 2.9 exp[-O.O9(x/d) TM] Re °7 - 22.8 + (S/d)(H/d) 1/2



(18.38)



where x is the streamwise coordinate and S is jet center-to-center spacing. This correlation is appropriate for the range of parameters studied (2 < H/d < 6, 4 < S/d < 8, 0 < x/d < 6, 10,000 < Red < 40,000). Equation 18.38 indicates that the spanwise-average Nusselt number has the maximum at the impingement line (x/d = 0), decreasing steadily with increasing distance (x) from the impingement line. The decay is faster for S/d = 4 than for S/d = 8, since, for a given Red, the total mass flow rate for S/d = 4 is twice that for S/d = 8. For a given S/d, the Nusselt number decreases with increasing jet exit-to-impingement-plate distance. The surface-average heat transfer coefficients are of importance, for example, when the target to be heated or cooled is being moved beneath an array of stationary jets. The speed at which the target should be moved can be evaluated with the aid of the surface-average heat transfer coefficient. The surface-average Nusselt number from the impingement line (xld = O) to a particular streamwise (x/d) location is calculated from the equation 1 £~,d Nu = (x/d) Nu d(x/d)



(18.39)



Local convective coefficient measurements for impinging flows from arrays of nozzles show qualitatively similar results as from single nozzles [90, 91]. For practical engineering calculations, mean (area-averaged) convective transport coefficients are needed. For arrays of nozzles, the spatial arrangement of nozzles must be specified. The averaging must be carried out over those parts of the surface area attributed to one nozzle. For arrays of round nozzles, the surface area is different for in-line than staggered nozzles [82]. Empirical correlations for average Nusselt numbers for arrays of round and slot nozzles have been developed and are of the same form as Eq. 18.34, except that there is an additional correction factor on the righthand side of the equation that accounts for nozzle area relative to the area over which the transport coefficients are being averaged. The equations are rather lengthy, and reference is made to Martin [82] for the relevant correlations. The air, after impinging on a surface from two-dimensional arrays of circular jets, is constrained to exit in a single direction along the channel formed by the surface and the jet plate.
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TABLE 18.3 Constants for Use in Correlation, Eq. 18.40 (from Florscheutz et al. [92]) In-line pattern A m B n



Staggered pattern



C



nx



ny



nz



C



nx



ny



1.18 0.612 0.437 0.092



-0.944 0.059 -0.095 -0.005



-0.642 0.032 -0.219 0.599



0.169 -0.022 0.275 1.04



1.87 0.571 1.03 0.442



-0.771 0.028 -0.243 0.098



-0.999 0.092 -0.307 -0.003



-0.257 0.039 0.059 0.304



The downstream jets are subjected to crossflow originating from the upstream jets. Average Nusselt number correlations appropriate for use in analyzing circular jet array impingement systems in which the flow is constrained to exit in a single direction along the channel formed by the jet plate and the impingement surface, have been developed by Florschuetz et al. [92]. The correlation adopted is of the form Nu = A Re;" {1-



B[(H/d)(Gc/Gj)]"}



Pr 1,3



(18.40)



where the coefficients A and B and the parameters m and n depend on geometric parameters. They can be expressed in the form of simple power functions such that A, m, B, and n can be represented as C(x,,/d)"x(y,,/d)ny(Z/d) "z. In the above equation, Gc is the channel crossflow mass velocity based on the cross sectional area, and Gj is the jet mass velocity based on the jet hole area. Equation 18.40 was applied separately to the inline and staggered hole pattern data obtained by Florschuetz et al. [92]. The resulting best fit values for the coefficients are summarized in Table 18.3 for both in-line and staggered patterns. Jet-induced crossflow has been found to have an important effect on impingement heat transfer [82, 92, 93]. In order to delineate its influence on average convective coefficients more clearly, Obot and Trabold have identified three crossflow schemes, referred to minimum, intermediate, and maximum, and correlated their experimental data. The best heat transfer performance was obtained with the minimum crossflow scheme. Intermediate and complete crossflow was associated with varying degrees of degradation. The average Nusselt numbers for air were represented by the equation Nu = A Re;"



(H/d)'Ari



(18.41)



where A is a regression coefficient and A I is fraction of the open area (area of orifice/area attributed to one orifice). The regression coefficient A and the exponents m, n, and r depend on crossflow scheme and geometric conditions. The coefficients A, m, and r are summarized in Table 18.4. The exponent n is given graphically by Obot and Trabold [93] in a figure. The values of n depend on the open area A i and range from about -0.1 at A i = 0.01 to about -0.4 at A i - 0.035, showing only a mild dependence on the exhaust scheme. Equation 18.41 is based on experimental data for Reynolds numbers from 1000 to 21,000 and jet-to-surface spacing between 2 to 16.



TABLE 18.4 Summary of Empirical Coefficients in Eq. 18.41 Flow scheme



A



m



r



Minimum Intermediate Maximum



0.863 0.484 0.328



0.8 0.8 0.8



0.815 0.676 0.595



From Obot and Trabold [93].
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have been demonstrated to be an effective means of providing high heat transfer rates [94]. Such circular or slot (planar) jets are characterized by a free liquid surface. Propagation of a free surface jet is virtually unimpeded by an immiscible ambient fluid (air) of substantially lower density and viscosity, and jet momentum can be efficiently delivered to and redirected along a solid surface. Prediction of heat transfer to such jets requires analysis of the flow field and prediction of the free surface position, which is governed by a balance of pressure and surface tension forces acting on the surface. Other factors, such as stress relaxation when the fluid is discharged from a nozzle, drag against the ambient gas and free stream turbulence. Gravity can also affect flow in a free jet. Liquid jet impingement cooling offers very high convective coefficients (-10 to 100 kW/m 2K) and is relatively simple to implement using straight-tube, slot, or contoured nozzles. The liquid jet issuing from the nozzles can be aimed directly toward the desired target (heat load). Jet impingement heat transfer has received considerable research attention during the last three decades, and the research findings have been organized in comprehensive reviews [95, 96]. Since, in materials processing applications, the jets are expected to be turbulent, the results presented here are only for this flow regime. Before discussing results, it is desirable to identify flow and heat transfer regimes, which differ substantially between planar and axisymmetric impinging jets. As illustrated in Fig. 18.19, a planar jet of width w divides at the stagnation line, and the inviscid flow downstream has half the thickness of the incoming jet and moves at the jet's velocity Vj. At the stagnation line, a laminar boundary layer will form, growing in the wall jet region. If the jet Reynolds number is sufficiently high, the boundary layer will ultimately experience transition to turbulent flow and transport. In the wall jet region, the turbulent boundary layer will grow in thickness but can remain thin relative to the overlaying liquid sheet if the Reynolds number is high. Outside the hydrodynamic boundary layer lies the inviscid flow region, wherein the effects of viscosity are negligible. Generally speaking, the hydrodynamic and thermal boundary layers are not likely to be of equal thickness and will therefore encompass the entire liquid layer in the wall jet region at different locations. Stagnation Zone. A jet issuing from a fully developed tube flow without a terminating nozzle will also be turbulent for Red > 4000, where Red is based upon 1,1,.The manifolding and piping systems that supply liquid to nozzles are often turbulent, and, unless the nozzle has a very large contraction ratio, this turbulence will be carried into the jet formed. Stagnation
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FIGURE 18.19 Impingingjet configurations for inviscid flow solutions: (a) axisymmetric;(b) planar.
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zone heat transfer to turbulent liquid jets is affected by the velocity profile at the nozzle exit, free stream turbulence, and nozzle-to-target separation. For fully turbulent jets issuing from a fully developed pipe-type nozzle at H / d < 4, Stevens and Webb [97] recommend the following stagnation zone Nusselt number correlation: NUd, o = 0.93Re~/2 Pr °4



(18.42)



where Vj is used in R e d . This correlation is valid for 15,000 < Red < 48,000 and agrees within approximately 5 to 7 percent with the correlations of other investigators [98, 99] who employed pipe-type nozzles. For fully developed tube-nozzle at H / d = 1 and a dimensionless velocity gradient of approximately 3.6, Pan et al. [100] recommends the correlation NUd = 0.92ReJ/2 Pr °4



(18.43)



for 16,600 < Red < 43,700 to an accuracy of about 5 percent. Note that these two correlations are for about the same Reynolds number range and are in very good agreement with each other. For higher Reynolds numbers, other investigators [101,102] report stronger dependence of stagnation Nusselt number on Reynolds number. Gabour and Lienhard [102] find, for 25,000 < Re < 85,000, Nud.o =



0 . 2 7 8 R e °633 P r 1/3



(18.44)



which is reported accurate to within +3 percent of the data for cold water jets having 8.2 < Pr < 9.1 and tube diameters between 4.4 and 9.0 mm. Faggiani and Grassi [101] for H / d = 5 correlated their experimental data by representing the Reynolds number exponent as a function of the Reynolds number itself: I i.10Re o.473pr 0.4 Nua, o = 10.229REO.615pr0.4



Red < 76,900 Rea > 76,900



(18.45)



The stronger Nusselt number dependence on Reynolds number may result from an increasing influence of free stream turbulence; however, further evidence is needed to verify that conjecture. Using a long parallel-plate nozzle to produce fully developed turbulent jets, Wolf et al. [103] correlated their stagnation zone Nusselt number data to an accuracy of 10 percent by the equation Nuw.o = 0.116Re °71



P r °'4



(18.46)



The correlation is based on Rew from 17,000 to 79,000 and Pr between 2.8 and 5.0. Vader et al. [104] used a converging nozzle to produce uniform velocity profile water jets. These nozzles were intended to suppress but not to eliminate turbulence. The stagnation zone Nusselt numbers were correlated by an equation Nu~,o = 0.28Re °58 Pr °'4



(18.47)



based on Rew from 20,000 to 90,000 and Pr between 2.7 and 4.5. Note that the stagnation zone convective coefficients measured by Wolf et al. were about 69 percent higher than those measured by Vader et al. at Rew = 50,000. L o c a l H e a t Transfer. No general theory has been developed for local Nusselt numbers beyond the transition region, and local coefficient data are very sparse [95, 96]. Liu et al. [105] have divided the flow field into several regions and have developed expressions for the local Nusselt number. Limited comparisons between model predictions and experimental data at radial locations beyond the transition to turbulent flow have yielded good agreement. Correlation of experimental data of radial profiles of the local Nusselt number for turbulent, axisymmetric free-surface jets using the superposition of dual asymptote technique of Churchill and Usagi [77] has been less successful [98].
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For turbulent planar jets issuing from convergent nozzles with a nearly uniform velocity profile, Vader et al. [104] r e c o m m e n d Nux, = hx/k = 0.89Re°~48 Pr °4



(18.48)



where Rex, is the local Reynolds n u m b e r based on the free stream velocity U(x) outside the b o u n d a r y layer, Rex, = U(x)x/v, and Nux, is the local Nusselt n u m b e r at this location. It applies to isoflux surfaces for 100 < Rex, < Rex, c, where Rex, c is the turbulent transition Reynolds number. The physical properties are evaluated at (Tj + Ts)/2. They r e c o m m e n d that the stagnation zone correlation be used for Rex, < 100. This correlation together with one d e v e l o p e d by M c M u r r a y et al. [106] is illustrated in Fig. 18.20. B e y o n d transition to turbulence the correlation of M c M u r r a y et al. reduces to Nux = 0.037Rex Pr 1/3



(18.49)



where Rex = Vjx/v. This correlation is s u p p o r t e d by data for 6 x 105 < Rex < 2.5 x 106. For fully developed turbulent planar jets issuing from a parallel plate channel and impinging on an isoflux surface, Wolf et al. [103] correlated their local heat transfer coefficient data for water jets as Nuw = Re~ 7 Pr °4 G(x/w)



(18.50)



where



G(x, w)



I0.116 + (x/w)Z[O.OO404(x/w) 2 - O.O0187(x/w) - 0.0199], 0.111 - O.O0200(x/w) + O.O0193(x/w) 2,



0 < (x/w) < 1.6 1.6 < (x/w) < 6.0



(18.51)



The correlation applies to 1.7 × 104 < Rew < 7.9 × 104 and is accurate to within 9.6 percent. 103
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(McMurray et al. [106])
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FIGURE 18.20 Correlation of single-phase convection data downstream of the stagnation line. Reprinted from D. T. Vader, E P. Incropera, and R. Viskanta, "Local Convective Heat Transfer from a Heated Surface to an Impinging Planar Jet of Water," International Journal of Heat and Mass Transfer, 34, pp. 611-623, 1991, with kind permission from Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington, OX5 1GB, U.K.
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Other Aspects of Jet Impingement Heat Transfer. Current review of experimental studies and existing correlation for arrays of planar and axisymmetric water jets is available [95] and can't be repeated here because of space limitations. Suffice it to mention that the arrangement of the nozzles, jet inclination to target surface, surface roughness, jet splattering, and motion of the impingement surface need to be considered. For example, impingement of planar [107, 108] and axisymmetric [109] liquid jets on moving surfaces arises in thermal treatment of metals. In general, the results show that the use of heat transfer correlations for the stationary plate configuration to predict transport from moving surfaces may not be appropriate except for low surface velocities. In many cases, the surface velocity may exceed the jet impingement velocity. The results of Zumbrunnen [107] can be used to assess the importance of surface motion on convective heat transfer and on the applicability of empirical correlations to moving target surfaces.



Two-Phase Convective Heat Transfer Boiling heat transfer, which can be used for accurate temperature control of, for example, moving steel strip, has been discussed in Chap. 15 of this handbook, and reference is made to it for fundamentals of different types of boiling. Only four specific types of boiling conditions that are encountered in materials processing and manufacturing are discussed here.



Boiling Nucleate. Jet impingement boiling is used in the production of metals under conditions where surface temperature and heat flux are typically very large, and acceptable cooling times are relatively short. Single and arrays of circular and slot jets have been reviewed, and the effects of parameters for free-surface and submerged jets, jet velocity, and subcooling have been discussed. The present discussion is restricted to free-surface (circular or planar) jets of water under fully developed and local nucleate boiling conditions because of their relevance to materials processing applications. Review of available fully developed nucleate boiling data by Wolf et al. [110] revealed that conditions are unaffected by parameters such as jet velocity, nozzle or heater dimensions, impingement angle, surface orientation, and possibly subcooling. However, the conditions depend strongly on the fluid used. For fully developed nucleate boiling of water, the data can be correlated by the empirical equation " q "VNB= CATsat



(18.52)



where q'~NBand ATsa t have units of W/m 2 and °C, respectively. The coefficient C and the exponent n are summarized in Table 18.5. Despite significant differences in jet conditions and nozzle geometry (circular or planar), there is generally good agreement between their respective nucleate boiling characteristics.



TABLE 18.5 Fully Developed Nucleate Boiling Correlation [q'~B (W/m2) = CATsat (°C)n] for Water Author



Jet type



C



n



Range of ATsat(°C)



Ishigai et al. [111]* Katto and Ishii [112]* Katto and Kunihiro [113]* Monde [114]* Miyasaka et al. [115] Toda and Uchida [116] Wolf et al. [117]



Planar-free Planar-wall Circular-free Circular-free Planar-free Planar-wall Planar-free



42 130 340 450 79 6100 63.7



3.2 3.0 2.7 2.7 3.0 1.42 2.95



26-47 21.33 18-38 18-46 26-90 16-68 23-51



....



After Wolfet al. [110]. * Correlations have been obtained by graphicalmeansand should be consideredapproximate.
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The relationship between the critical heat flux and various system parameters depends on the specific flow conditions. Four different CHF regimes (referred to as V-, I-, L-, and HP-regimes) have been identified for free-surface jets [110]. In each regime, the critical heat flux depends on parameters such as the jet velocity at the nozzle exit (V,), density ratio (Pe/Pg), heater diameter (D), and has been shown to be markedly different in the different CHF regimes. To date, however, specific demarcations between the respective regimes have not been proposed. The following expression for the critical heat flux of a circular, free-surface jet:



02 c0 0 33c1+0 )[ OgicgV,,



\ Pg /



\



0 9,V,2,(D - d)



has been used as a foundation for the different correlations that have been proposed. Reference is made to Wolf et al. [110] for correlations for specific flow conditions, geometry, and so on, including a correction factor to account for subcooling. The critical heat flux data in the stagnation region for impinging planar jets of water have been correlated [115] by the equation



q~Hv= (1+ O.86V°38){O.169gifg[ 0). As the sheet material travels, it is radiatively and convectively heated by the tube bank. Gas advection is induced by buoyancy and inertial forces, and air is allowed to enter and leave the system through 0.1-m-high openings at the inlet and exit of the furnace. The material thickness, density, and specific heat are 5 mm, 200 kg/m 3, and 1000 kJ/kgK, respectively, and conduction within the load was ignored. The emissivity of the furnace walls was set to 0.1, eL = 0.9, and that of the tubes is unity. System response was predicted using a gray-diffuse radiation analysis, together with the two-dimensional Navier-Stokes and energy equations, a k-e turbulence model, and the ideal gas equation of state. At UL - 0, convective and radiative heat fluxes at the load are balanced. As UL increases, cool load is carried further into the furnace, as shown in Fig. 18.41a, and an overall counterclockwise gas circulation (not shown) is induced. The load temperature increases with x in Fig. 18.41a, leading to convective load cooling at UL = 0.01 m/s in Fig. 18.41b. As load velocities are increased further, load exit temperatures are reduced, leading to the increased radiative and convective load heating shown in Fig. 18.41b. The need to account for convective heating depends strongly, therefore, on the conveyor speed used, with convection playing a less prominent role at higher load velocities due to the increased temperature difference between the source and the load, as well as entrainment of cool ambient air into the enclosure by the moving belt. Three-dimensional predictions (for an oven width of 1 m with insulated front and back sides) have also been obtained [178]. For the same operating parameters as for the twodimensional furnace, radiative heat transfer to the load is decreased, and local convective heating (cooling) can be reversed as three-dimensional effects are accounted for. Constant Power Sources. Predictions for laminar flow have been obtained for a twodimensional (L long by H high) rectangular furnace with a uniformly heated crown (no tubes) and no openings at the oven entrance or exit [194]. Since the source heat flux is constant, only
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FIGURE 18.41a Multimodeheating with an indirectly fired furnace. Shown is: (a) predicted sheet temperature distributions.
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FIGURE 18.41b Multimodeheating with an indirectly fired furnace. Shown is: (b) predicted radiative and convective sheet heat fluxes [193].



local temperatures (and, in turn, relative rates of radiation and convective heating) will change as processing conditions or material properties are varied. As the crown and load temperature distributions change, highly coupled multimode effects involving radiative heating and mixed gas convection, and conduction in the solids occurs. If the nonparticipating gas convection is two-dimensional and laminar, and if the fluid is considered to be Boussinesq, appropriate nondimensionalization of the descriptive equations yields the following dimensionless parameters [194]: Convection: Radiation:



ReL = ULH/vg" Pr; Gr/Re 2 = g~JATH2/o~gUL; A = L / H Nrl =



OAXASAYAAT/(HIq,"ol);



gr3 =



UooAT/lq,'ol; Nr4



=



Nr2 =



(18.68)



kgAT/(Hlqs"ol)



dLktAT/(H: Iq;ol);



F=



TH/TLi



(18.69)



where Tn = Tz,i + [Iqs"ol/(5]TM = TLi + AT and U~ is an overall heat transfer coefficient used to quantify losses. The parameter Iqs"ol is the largest value of the source flux. In addition, the emissivities of the load and furnace walls EL and ew appear. The parameters in Eq. 18.68 are standard, while parameters Nrl through Nr4 are the relative strengths of material advection to radiative heating, convection to radiation, ambient losses to radiation, and load conduction to radiation, respectively. The ratio Nrl/Nr4 is the Peclet number. Numerical predictions for base case conditions (A - 10, Re = 500, Gr = 10,000, Pr = 0.7, F = 2, Nrl = 100, Nr2 = 0.05, Nr3 = Nr4 = 0, EL = ew = 0.5) were generated. The entire length of the furnace crown is heated, and losses to the ambient were neglected. As the belt speed is increased, as shown in Fig. 18.42a, convective load (source) heating (cooling) is enhanced (in contrast to the preceding constant source temperature case). As in the constant source temperature case, lower load temperatures [0 = ( T - Tta)/(Tu- TLi)] result as the production rate is increased as required by conservation of energy. At small Nrl, as in Fig. 18.42b, higher load and crown temperatures are induced, and differences in these temperatures are relatively small, as shown in Fig. 18.10b. As Mr1 ~ O, tlT~l -~ oo, while, as Nrl --> oo, TIT~I -~ 0, since convection heat transfer rates induced by high load velocity become large. As the load emissivity is reduced in Fig. 18.42c, more of the energy emitted by the crown is reflected, increasing its temperature. As the crown temperature rises, however, more energy is delivered to the load via convection, offsetting the reduced radiative heating of the load. If heat losses to the ambi-
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F I G U R E 18.42 Predicted (a) effect of Re on radiative and convective load heating and sensitivity of load and crown temperatures to (b) N,1, (c) ~L, and (d) F [194].



ent were accounted for, lower load temperatures would be induced at lower load emissivities. As F is increased, the difference in crown-to-load temperatures increase, with dimensional load temperatures rising in proportion with F as shown in Fig. 18.42d. Discontinuous Load. Continuous thermal processing of discrete material occurs in operations such as painting, curing, and food processing. The processing of a general, discontinuous load has received some attention [195]. If the load of Fig. 18.38 is in discrete form, the analysis is complicated by the presence of moving boundaries and the need for continuous reevaluation of view factors as the load is carried through Exhaust the furnace. Correlations for convective heat transfer coeffi'~~ll~ cients at the load and furnace surfaces are unavailable, and Crown heat transfer is inherently unsteady, necessitating rigorous analysis via solution of the Navier-Stokes, thermal energy and radiative energy equations. A general processing furnace is shown in Fig. 18.43. Discrete, flat material (initially at 300 K) is carried (6 mm/s) through the oven, which is characterized by crown and floor Floor Discrete Material temperatures of 600 K. The high-emissivity material and oven surfaces interact radiatively and convectively, while F I G U R E 18.43 Schematic of thermal processing of conduction occurs in the material. An exhaust is present at moving, discrete materials. The belt is permeable.
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approximately 2/3 of the oven length (720 mm). Other parameters are listed in Bergman et al. [195]. No benefits are associated with nondimensionalization of the model equations because of the number of length and time scales involved. Figure 18.44a shows predictions of the volume-averaged material temperatures, as well as local air temperatures 1 mm above the top of the material slab, which were generated by solution of the transient, two-dimensional descriptive equations. Here, x is the location of the material's centerline, and an individual slab is entirely within the furnace over the range 0.12 m < x < 0.72 m. The material is heated as it moves through the furnace, while buoyancyinduced mixing induces a high frequency fluctuation of the local air temperature. Figure 18.44b shows the predicted air temperature midway through the furnace. The low frequency response is due to the oven period p, which is defined by the slab and gap lengths normalized by the conveyor velocity (p = 30 s). Again, high frequency behavior is due to buoyancyinduced mixing. The high and low frequency behavior associated with processing of discrete material can both have a high impact on the thermal history of the heated product, and results of parametric simulations are available in Bergman et al. [195] and Son et al. [196]. Direct Fired Furnaces. For direct fired furnaces, radiative heat transfer from the flame and combustion products as well as from the walls to the load is usually the dominant heat transfer mode. Convection from the combustion gases makes a much smaller contribution. The radiative transfer within the furnace is complicated by the nongray behavior of the combus-
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(b) F I G U R E 18.44 Predicted (a) volume-averaged material and air temperatures through the furnace and (b) local air t e m p e r a t u r e history. The furnace entrance is at x = 60 mm.
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CHAPTEREIGHTEEN tion gases due to the presence of selectively absorbing and emitting species such as CO2, H20, CO, CH4, and possibly soot or dust particles, which are capable of absorbing, emitting, and scattering thermal energy. Because of the significant volumetric effects, few general results have been obtained. Batch Heating. Despite the complexity brought about by direct firing, identification of the relevant dimensionless parameters for direct fired furnaces has been attempted [197]. Figure 18.45 shows a typical furnace that might be used in a batch firing operation. Combustion occurs within the enclosure, and radiative exchange (and, to a lesser degree, convective transfer from the gas to the load) results in transient heating of the load, which is in sheet form. The descriptive equations for the system response (gas energy balance, load and wall heat conduction equations, the gas energy equation including absorption and emission described by Hottel's zonal method using the four-gray gas model in Chap. 7, and expressions for gas-tosurface and surface-to-surface exchange) were applied to the system and nondimensionalized, resulting in 17 dimensionless parameters [197]. The model was validated via comparison with limited experimental data [198]. Exhaust



Air



Gas ~ ~ -



Air



Radiation Convection ~)



.



Load



FIGURE 18.45 Schematic of direct fired batch processing of slab materials. Because the dimensionless parameters identified were not all independent, only several primitive variables were subsequently varied in a sensitivity study to determine the dependence of the material's thermal response to variations in the load thickness such as: the refractory wall thickness, load and refractory thermal diffusivity ratio, the air/fuel mixture used in the combustion, the refractory and load emissivities, the furnace height, and the exposed area of the load. The predicted effect of load emissivity, combustion space size, and refractory emissivity for a particular furnace and load is shown in Fig. 18.46 [197]. A furnace 5 m long by i m high by 1 m wide was loaded with a 0.15-m-thick sheet of iron, while the refractory walls were constructed of 0.5-m-thick red clay brick. The methane burners fired at a rate of 500 kW during operation. Additional process parameters and thermophysical properties are listed in [197]. The load temperature increases as its emissivity is raised (Fig. 18.46a), as expected. Decreases in the furnace volume (height) increase the load temperatures (Fig. 18.46b), since less refractory and gas is heated, and losses to the ambient are reduced. Changing the refractory emissivity (Fig. 18.46c) yields little impact on the furnace efficiency (defined as the time average of energy delivered to the load normalized by the time average of energy released by combustion), except at small refractory emissivity, when reradiation to the load occurs. The last finding is consistent with the results of field tests run on a 50-ton-per-hour rotary hearth furnace, which showed that application of high emissivity refractory coatings yielded no significant change in production rates or furnace efficiency [199].
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F I G U R E 18.46 Predicted load temperature and its variation with (a) load emissivity and (b) combustion space size. Also shown is (c) the dependence of the furnace efficiency upon the refractory emissivity [197].



Quenching The production of steel, aluminum, and other metal alloys having desirable mechanical and metallurgical properties requires accurate temperature control during processing. For example, the objective of quenching steel is to raise its hardness and improve its mechanical properties such as tensile impact and fatigue strengths, improve fear resistance, and so on. Although various quenchants (oils, polymers, water, and so on) are utilized, more often water has been used due to considerations such as safety, management, economy, and pollution. Applications include quenching of forgings, extrusions, and castings, as well as strip, plate, bar, and continuous castings and investment products. Three, but not all, techniques of quenching are illustrated in Fig. 18.47: (a) immersion, (b) spray, and (c) film. For immersion quenching the workpieces are dipped into baths of different liquids, and, for spray quenching, the workpieces are cooled by water sprays. For nonferrous metals, cooling water is introduced on the surface in the form of a film by way of a distribution system illustrated in Fig. 18.47.
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FIGURE 18.47 Schematic diagrams of different quenching techniques: (a) immersion quenching, (b) spray quenching, and (c) film quenching. From I. Tanasawa and N. Lior, Heat and Mass Transfer in Materials Processing, pp. 535-547, Taylor and Francis Group, New York. Reproduced with permission. All rights reserved. When water is employed in the quenching of continuously moving metals, liquid jet, spray, and mist impingement are possible choices of rapidly cooling a metal. For example, accelerated cooling is often a major objective in steel production, since it improves the mechanical properties of the final product by providing desired structural changes with respect to grain size and the ratios of ferrite, pearlite, and laminate. Optimum strength and toughness properties of hotrolled steel, for example, can be achieved by refining the ferrite grain size and precipitation conditions through accelerated cooling approximately 15 K/s from the initial post-roll temperature. Controlled cooling rates of the order of 10s to 106 K/s or higher are needed to produce amorphous metals using rapid quenching solidification processes [200, 201]. Nucleate, transition, and film boiling heat transfer regimes are expected to occur during quenching of metal parts, moving hot rolled strip, and continuous castings at different locations and time. It is desirable to discuss the different heat transfer regimes occurring during the process before analyzing the temperature versus time history for a particular quenching application. A typical temperature history for a metal as it is quenched in a stationary liquid bath is illustrated in Fig. 18.48. Four heat transfer regimes are revealed. Regime I depicts the temperature response from the moment of immersion to formation of a stable vapor film. During
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FIGURE 18.48 Schematicrepresentation of a typical quenching curve illustrating surface temperature variation with time. From I. Tanasawa and N. Lior, Heat and Mass Transfer in Materials Processing, pp. 455--476, Taylor and Francis Group, New York. Reproduced with permission. All rights reserved.
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regime II, stable film boiling occurs. Stable film break-up begins, goes through transition boiling, and ends in nucleate boiling in regime III. Regime IV denotes single phase heat transfer. Although regime III corresponds to the largest cooling rate, it is the least understood, even for conventional saturated boiling conditions, unrelated to metallurgical applications involving subcooled boiling with forced internal or external flow of the coolant (see Chap. 15 of this handbook). Reference is made to representative reviews on film and transition boiling [202, 203] and the mechanism of quenching nuclear reactor cores under loss-of-coolant accident conditions [120] for discussion of the processes relevant to the quenching of metals [134].



Quenching of Steel



Film boiling is the exclusive heat transfer mode when quenching steel (for example, at temperatures of 700°C or higher) in water. Because of the formation of vapor film between the hot metal surface and cooling liquid (water), heat transfer from the surface to the coolant is impaired, resulting in a low convective heat transfer coefficient. The quenching of steel is commonly conducted at temperatures of 40°C or lower (i.e., with a subcooling of more than 60°C). The relation between the cooling water temperature and the surface hardness HRC (Rockwell C scale) after the quenching of 0.45 percent carbon steel has been measured [130]. The results show that the hardness of steel is significantly affected by the cooling water temperature Tow. When the coolant temperature exceeds about 40°C, the Rockwell C scale hardness HRC decreases with an increase in Tcw. On the other hand, for Tcw 
























des documents recommandant







[image: alt]





Fundementals of heat and mass transfer ... - WordPress.com 

Example 1.1: Determine the heat flow across a plane wall of 10 cm thickness with a ...... Ï€ is the thermal conduction resistance for l m length. ...... Ap = t(r2c â€“ r1).










 


[image: alt]





VDI Heat Transfer Shellside 

Equations (1) and (2) define the mean shell-side heat transfer coefficient a. 3.2 ..... the shell-side fluid (or the mass flow rate), the fluid inlet temperature Tin, the ...










 


[image: alt]





Fundementals of heat and mass transfer ... - WordPress.com 

derived and the validation of numerical answers by cross checking. ..... AN OVERVIEW OF HEAT TRANSFER. 7. Chapter 1. This equation can also ...... The second sheet loses heat on its other side by convection to a fluid at 20Â°C ..... system and taking










 


[image: alt]





Principles of Heat Transfer, 7th ed 

Conversion Factors for Commonly Used Quantities in Heat Transfer .... â€ Definitions of the units of energy which are based on thermal phenomena: .... therefore, introduced at the beginning of each chapter a summary of the key .... 4.8* Analytic Solu










 


[image: alt]





heat transfer â€“ engineering applications 

cm), transferring heat to air by convection or cooled by liquid or Peltier cooler. ... More precise approaches use in addition the carrier diffusion .... bottom boundary condition, continuity conditions for the temperature and ..... Thermal managemen










 


[image: alt]





A Heat Transfer Textbook Cover 

authors grant you the right to download and print it for your personal use or ..... Generate as much power as you can, in some way that permits you to measure ... temperature to reject heat, the absorption of heat from within the ...... Cosmic rays.










 


[image: alt]





A Heat Transfer Textbook, Third Edition 

This book is meant for students in their introductory heat transfer course. â€” students who have learned ..... thirteenth century, the energy we use was drawn indirectly from the sun .... Page 21 ...... (accounting for both convection and radiation)










 


[image: alt]





A Heat Transfer Textbook, Third Edition 

2 Heat conduction concepts, thermal resistance, and the overall heat transfer ...... yield smaller temperature gradients for a given heat flux. In a gas, by ..... black body reaches a theoretical maximum, which is given by the Stefan-. Boltzmann law 










 


[image: alt]





Effects of spatial dispersion in near-field radiative heat transfer 

Jan 25, 2008 - We study the heat transfer between two parallel metallic semi-infinite media with ... were the first to address heat transfer in the near field, i.e., at.










 


[image: alt]





Heat Transport and Transfer - Yannick Hallez 

Heat transport equation. Heat transfer at interfaces. Exercises. Advection. Conduction/Diffusion. Analogy between heat and mass transfer. Heat Transport and ...










 


[image: alt]





Heat Transfer by Cengel 2nd Ed 

vection, where drag and heat transfer for flow over surfaces, including flow over tube banks, are ... Exchangers, Mass Transfer, and Cooling of Electronic Equipment. ..... constant) 473. Natural Convection Cooling of Vertical PCBs ...... dom motion o










 


[image: alt]





Heat Transfer by Cengel 2nd Ed 

The goal throughout this project has been to offer an engineering .... new electronic Complete Online Solution Manual Organization System ...... tury was based on the caloric theory proposed by the French chemist Antoine. Lavoisier ...... This being 










 


[image: alt]





A Heat Transfer Textbook, Third Edition. Version 1.31 

out reference to any work processes, although heat transfer might sub- ...... This serves to circumscribe the sub- ...... For isothermal tubes in an equilateral.










 


[image: alt]





application to some diffusion-convection problems in heat transfer 

M. Girault and D. Petit. Identification methods in nonlinear heat conduction. part i: Model reduction. International Journal of Heat and Mass Transfer,. 48:105â€“118 ...










 


[image: alt]





scale modelling and conjugate heat transfer in ... - Wiley Online Library 

Jun 10, 2011 - tries requiring unstructured meshes and high Reynolds number does not allow ... boundary conditions in a complex flow involving heat transfer, ...










 


[image: alt]





â€œRadiative heat transfer between metallic ... - P-Olivier CHAPUIS 

the correct power due to the heat exchanged between nano- particles. We acknowledge ... 4 for parameters). APPLIED PHYSICS LETTERS 97, 269903 (2010).










 


[image: alt]





Radiative heat transfer between metallic ... - P-Olivier CHAPUIS 

nanoparticles. We introduce polarizability formulas valid for arbitrary values of the skin depth. While the heat transfer mechanism is different for metallic and ...










 


[image: alt]





Near-field radiative heat transfer in scanning ... - P-Olivier CHAPUIS 

Jul 21, 2017 - jects are the closest to each other, meshes are refined in these re- gions in order to ...... Physical Review B 2012:075466 . [33] Ge Y , Zhang Y ...










 


[image: alt]





A Heat Transfer Textbook, Third Edition. Version 1.31 

4800 Calhoun Road. Houston TX ... authors grant you the right to download and print it for your personal use or ..... The overall driving force for these heat flow processes is the cooling ...... the thermocouple in the two examples, will be cooler t










 


[image: alt]





05-Boiling and condensation heat transfer - Two-phase flows and 

CONDENSATION OF PURE VAPOR ... cold places. ... For dissolved gases in water, pG = HxG, Henry's relation ... Condensate film flow rate, energy balance at the interface, ... Increase of heat transfer wrt to saturated conditions, empirical correction,.










 


[image: alt]





A handbook of ornament 

by notes on the places where the objects illustrated were discovered, where they are now .... Old English Letters, &c. 295. ..... tion based on tho theorem ofthe "Golden Mean", as shown ...... down from a core of wood, turned in various profiles,.










 


[image: alt]





lange's handbook of chemistry 

awarded the Distinguished Service Award by the Society for Applied Spectroscopy; by ...... In each case, the numbering of the assembly is that of the cor- ...... 1988; â€œManual of Symbols and Terminology for Physicochemical Quantities and Units,â€� 










 


[image: alt]





Handbook of Flotation Reagents 

depends on (a) the nature of the reaction with the mineral surface, (b) the ..... Alcohols with an excess of sulfuric acid react to form alkyl sulfates: ...... Ene-Dano.










 


[image: alt]





Handbook of CRM.pdf 

However, small and medium-sized enterprises (SMEs) and other organizations such as ..... business strategy is essential if an appropriate customer strategy is to ... evolved based on creative entrepreneurial insights on the part of a company; or ....










 














×
Report handbook of heat transfer





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



