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FOREWORD



For many years, the National Meteorological and Hydrological Services (NMHSs) of an increasing number of maritime countries have actively engaged in the provision of storm surge forecast services for a wide range of maritime and coastal activities; in particular for coastal defense, shipping, fisheries, offshore mining, commerce, coastal engineering, construction and recreation, among others. Recognizing this key issue, the 1st session of the WMO/IOC Joint Technical Commission for Oceanography and Marine Meteorology (JCOMM-I; Akureyri, June 2001) agreed that it would be most appropriate to transform the existing WMO Wave Programme into a new JCOMM Wind Wave and Storm Surge Programme. Importantly, the Commission noted that the provision of storm surge predictions was already included in the mandated JCOMM terms of reference and, furthermore, that considerable overlapping existed between those systems providing wind wave and storm surge predictions. The Commission therefore agreed to establish its Expert Team on Wind Waves and Storm Surges (ETWS), building upon the success of the Subgroup on Wave Modelling and Forecasting of the former WMO Commission for Marine Meteorology (CMM).



Four years later, JCOMM-II (Halifax, September 2005) recognized the potential value for WMO Members/IOC Member States, of a guide to storm surge analysis and forecasting, and in so doing, it urged the ETWS to provide the relevant technical advice and guidance for its preparation, while additionally noting that the future guide should also contribute to draw attention on vulnerabilities in coastal areas exposed to storm surges by also focusing on risk forecasting, in addition to hazard forecasting. In response to the JCOMM mandate, the ETWS established an ad-hoc group of storm surge experts under the chairmanship of V. Swail (Canada), which immediately set out to work on these objectives. I am indeed confident that the Guide to Storm Surge Forecasting will prove to be an invaluable asset in support of the various marine services currently being provided by WMO and IOC maritime Members/Member States.



(M. Jarraud) Secretary-General
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CHAPTER 1



introduction and general considerations



1.1 



OCEANOGRAPHICAL ASPECTS OF STORM SURGES



Storm surges are oscillations of the water level in a coastal or inland body of water in the time range of a few minutes to a few days, resulting from forcing from atmospheric weather systems. According to this definition, the so-called wind waves, which have durations on the order of several seconds, are excluded (Murty, 1984). That storm surges can occur over short periods on the order of a few minutes is generally well understood and recognized. However, the situations in which high water levels associated with storm surge events can last for two to three days are not. Figure 1.1 shows modelled storm surges at Sagar Island and the Pussur River entrance in the Bay of Bengal following a major storm surge event on 13 November 1970.



 



It can be seen from Figure 1.1 that the tidal oscillations are superimposed on the elevated water levels due to the storm surge. It may be noted that the contribution from the storm surge is several metres and that the surge event lasted from two to three days.



Figure 1.1. Calculated water level (tide plus surge) at (a) Sagar Island and (b) the Pussur River entrance in the Bay of Bengal for a hypothetical storm modelled after the storm of 13 November 1970



The ocean wave spectrum is shown in Figure 1.2. Tides, storm surges and tsunamis belong to the class of long gravity waves (Gonnert et al., 2001).



Storm surges are centred at about 10–4 cycles per second (cps, or hertz, Hz), which gives a period of



Figure 1.2. Frequencies and periods of the vertical motions of the ocean surface Source: Holthuisen, 2007
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approximately three hours. However, the periods in oscillations of water level may vary considerably. This depends mainly on the topography of the body of water, but also, to a lesser extent, on other parameters such as the direction of movement of the storm, the strength of the storm, the stratification of the water body, the presence or absence of ice cover and the nature of tidal motion in the water body. Even within the same body of water, storm surge records for different locations indicate different periods. Storm surges occur due to meteorological forcing fields from synoptic-scale (large) weather systems (cyclones) and also from mesoscale (medium) systems (squall lines). Tides arise due to the gravitational attraction of the moon and sun on the ocean waters. Tsunamis are generated mainly by earthquakes under the ocean (Murty, 1977), although they can also be generated by volcanic island eruptions, submarine land slides, nuclear or large chemical explosions in the oceans and asteroid strikes on the ocean surface.



However, it should be noted that slight corrections to the above equation are necessary if dispersion is taken into account. While storm surges, astronomical tides and tsunamis are all classed as long waves, there are at least two important differences between the former and the two latter types. First, whereas tides and tsunamis occur on the oceanic scale, storm surges are predominantly a coastal phenomenon. Second, significant tsunamis and tides cannot occur in a completely enclosed small coastal or inland body of water, but storm surges can occur in completely enclosed lakes, canals and rivers. Figure 1.3 illustrates how a storm surge built up in the Bay of Bengal during the highly destructive event of November 1970.



(1.1)



As illustrated in Figure 1.3, in the deeper part of the bay, the amplitude of the storm surge was zero. Over deep water, the storm surge propagates much faster than the speed at which the weather system travels in the atmosphere. However, in the gradually shallowing waters towards the head of the bay, the gravity wave slows down and its speed gradually matches the speed of movement of the weather system. When both these speeds match, resonance coupling takes place and energy is transferred from the weather system to the ocean surface, leading to the development of a storm surge.



where: c = the speed of a long gravity wave; g = acceleration due to gravity = 9.8 metres per second squared; D = the depth of water.



In water bodies in higher latitudes, ice cover can have a substantial influence on the storm surge. Studies of Canadian water bodies have shown that ice cover can clip the crest of the storm surge, but leave the trough unaffected, as shown in Figure 1.4.



The main characteristic of a long gravity wave is that its wavelength is much greater than the depth of the water over which it is travelling. For all practical purposes, one can use the following simple formula for the speed of a long gravity wave: c=



g ⋅D







 



Figure 1.3. Storm surge heights (metres) in the northern part of the Bay of Bengal from a hypothetical storm modelled after the storm of November 1970
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A more detailed analysis of the influence of surface ice cover on storm surges will be provided in 2.8.



1.2 



Over deep water, c is much greater than vw, hence AD is only slightly greater than AS. On the other hand, in shallow water, c is close to vw in value, the denominator in Equation (1.2) becomes small and AD becomes much greater than AS. Theoretically at least, when c and vw are equal, AD becomes infinite, but in practice, due to friction and some other parameters, AD has an upper limiting value.



METEOROLOGICAL ASPECTS OF STORM SURGES



Storm surges are phenomena that arise from an interaction between air and sea, that is, the atmosphere forces the body of water, which responds by generating oscillations with periods ranging from a few minutes to a few days. When a weather system moves over a water body, there are essentially two forcing fields. The first is the atmospheric pressure gradient normal to the ocean surface. For every reduction in pressure of 1 hectopascal (hPa) at the centre of the weather system, the sea level rises temporarily by approximately 1 centimetre. This phenomenon is referred to as the “inverse barometer effect” and is also called “static amplification” or the static part of the storm surge. The static part usually contributes from 10 to 15 per cent of the magnitude of the storm surge. The second and dominant part of the storm surge, termed the dynamic amplification, is caused by the tangential wind stress (associated with the wind field of the weather system) acting over the ocean surface, which pushes the water towards the coast, thereby causing a pile-up of water at the coast.



It can be shown that: S = K⋅



w2 D



(1.3)



where: S = the storm surge amplitude; w = the wind speed; D = the depth of water; K = a constant encompassing several other factors, such as bottom stress, stratification of the water body, atmospheric stability, nature of the ocean surface (rough versus smooth) and the angle at which the wind is blowing.



(1.2)



However, the most important parameters in determining the storm surge amplitude are the wind speed and the water depth. The surge amplitude is directly proportional to the square of the wind speed (Pugh, 1987). Hence, if the wind speed doubles, the surge height increases fourfold. In addition, the surge amplitude is inversely proportional to the water depth. Thus, the shallower the water, the greater the surge amplitude. This is because, as shallow waters are entered, approximately the same energy is compressed into a shorter, vertical column of water.



where: vw = the speed of movement of the weather system; c = the speed of propagation of the storm surge as defined in Equation (1.1).



Other factors that can increase the storm surge amplitude include interaction with tides, wind waves or river flow and also the effects of precipitation on surges in rivers, lakes and estuaries.



The dynamic amplification AD can be related to the static amplification AS through the following simple relationship (Proudman, 1953): AD = AS .
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)
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Figure 1.4. Observed storm surge at Pointe-du-Chêne, Canada



 



METHODS OF STORM SURGE PREDICTION – AN OVERVIEW



Before the computer era, the techniques used for storm surge prediction were analytical, empirical, graphical (nomograms) and statistical (regression relations). Electrical analog methods were also occasionally used. However, with the advent of computers, numerical models have gradually taken over and numerical methods are now used almost exclusively. However, for the sake of simplicity, simple analytical and graphical methods are still used occasionally. For site-specific purposes, empirical and statistical methods are also used.
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Until recently, the majority of numerical models for storm surge prediction consisted of vertically integrated two-dimensional models with three independent variables, namely, the two horizontal coordinates (east–west and north–south) and time. The dependent variables are usually the surge amplitude and the x and y components of the vertically averaged horizontal current.



1.4 



EMPIRICAL METHODS FOR SURGE PREDICTION



Empirical methods are those techniques that are derived from simple analytical theories and experience, and are usable more or less directly for practical situations. Silvester (1971) considered an enclosed body of water, such as a rectangular lake, to develop the following relationship: 2 L S K10U 10 = 2 d 2 gd







(1.4)



where: d = the (uniform) depth of the lake; U10 = the wind speed 10 metres above the water surface; L = the length of the lake (or wind fetch); S = the surge amplitude at the downwind end; K10 = 3.3 × 10–6 (wind drag coefficient).



Reid (1956) expressed the surge amplitude as: 2 L S KU max = 2 d1 gd1



[



1.12



1+



d2 d1



( ) d1 d2



1/4



]



(1.6)



When a wind field is moving across the shelf towards the shore, the forward part of the surge wave system is being reflected as the later waves are still approaching the shore. Reid considered the interaction between these two wave systems and included graphs for the ratio R of the maximum surge Smax to that of static storm situations. Silvester (see Equation 1.4) gave the following formula for the surge Sa due to a reduction in the atmospheric pressure: Sa = (1013 – Pc) 0.033 where: Sa = the surge amplitude in feet; Pc = the pressure at the storm hectopascals.



(1.7)



centre



in



As already mentioned in 1.2, this relation is known as the inverse barometer effect and, as usually expressed, indicates that a decrease of 1 hectopascal in atmospheric pressure gives rise to an increase of 1 centimetre in the water level. Rao and Mazumdar (1966) expressed the storm surge S as:



Note that this equation is dimensionless. S = B + P + X + F For non-rectangular shapes, S/d must be multiplied by a form factor N. For storm surges on a continental shelf, Silvester assumed a uniform variation from a depth d1 at the shelf edge to d2 near the coast. If L is the width of the shelf and F the length of the wind fetch, then the depth ratio d2/d1 can be expressed in terms of L/x, where x is the theoretical distance inland at which the plane of the bed would meet the mean water level. For extra-tropical cyclones, F is generally greater than L. However, it is necessary to allow that F equals L, as only the portion of the fetch over the shallow zone is effective at producing surge. On the other hand, for tropical cyclones, F is usually less than L. Allowing V to be the speed of movement of the wind field, then if V is equal to zero, the wind field is referred to as a static wind field. For the case in which a wind field is static, the surge S is given by Bretschneider (1966) as: d S KU 2 L (1.5) = ln 1 d1



(



gd12 1 −



d1 d2



)



(d ) 2



(1.8)



where: B = the static rise due to atmospheric pressure deficiency towards the centre of the storm; P = the rise due to piling up of water against the coast caused by offshore winds; X = the height of crests of individual waves (wind-generated waves) superimposed on the general rise of the water level; F = the effect of forerunners. Of these, P and X are the most important. Rao and Mazumdar combined the effects of B, P and X, and gave the formula for the surge as: S=



dn ,DDn DD 5 D Pa 5 × 4.5 × 10 −9 W 2 ∑ + × 10 –3 3 3 g d1 , D1 D



(1.9)



where: W = the sustained speed of the onshore component of the wind; DD = the horizontal length of a section; d = the depth of the water column; DPa = the pressure deficiency (in hectopascals) at the point under consideration.
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Bretschneider (cited above) equally provided a convenient classification of water bodies for developing empirical methods for storm surge prediction, shown in Table 1.1. Table 1.1. A convenient classification of water bodies for developing empirical relations for engineering design problems Source: Bretschneider, 1966



A. Enclosed lakes and reservoirs 



1. Rectangular channel, constant depth







2. Regular in shape







3. Somewhat irregular in shape







4. Very irregular in shape



B. On coast or continental shelf 



1. Bottom of constant depth







2. Bottom of constant slope







3. Slightly irregular bottom profile







4. Irregular bottom profile



C. Coastline 



1. Smooth coastline







2. Coastline somewhat irregular







3. Jagged coastline



D. Behind coastline 



1. Low natural barriers







2. Medium-high natural barriers







3. High natural barriers



E. Open bays and estuaries 



1. E ntrance backed by long estuary and with tidal flow moving freely past entrance







2. E ntrance backed by short estuary and with tidal flow moving freely past entrance







3. E ntrance obstructed sufficiently to prevent free movement of tidal flow past entrance



1.5 
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Canadian Meteorological Centre numerical weather forecast models, so the sea-level pressures forecast could be used directly. The input data were divided into two parts, namely dependent and independent storms. The data from the dependent storms were used to develop the regression relations and the data from the independent storms were used to verify the models. The portion of the variance in the storm surges accounted for by the statistical method is between 55 and 75 per cent. The model best fits the observed data for Lake Saint Clair. The standard error of the estimate for all lakes except Erie is between 0.2 and 0.3 feet (0.06–0.09 metres), whereas for Lake Erie it is approximately 0.6 feet (0.18 metres). The following equation gives the storm surge S at Belle River on Lake Saint Clair: S = 0.0189 + 0.0007511V2 – 



(1.10)



0.0000446 (TA – TW)0 V2 + 0.0000149 (TA – TW)–1 V2 where: S = the surge in feet from the mean water level; V2 = the component of effective wind speed in the north–south direction; (TA – TW)0 and (TA – TW)–1 = the air–water temperature differences at lag times of zero and one hour, respectively. As an example, the storm surge equations at Collingwood on Georgian Bay are listed below. Prediction equations for other locations on the



STATISTICAL METHODS



Harris (1962) appears to be among the first to have suggested the relevance of statistical methods for storm surge prediction. Venkatesh (1974) developed statistical regression models for storm surge prediction at several stations in Lakes Ontario, Erie, Huron (including Georgian Bay) and Saint Clair. He mentioned that storm surges are not important in Lake Superior. Using data for the period 1961–1973, regression relations in terms of sea-level pressures and air–water temperature differences with lag times of zero to six hours were developed for Lakes Ontario, Erie, Huron, and Georgian Bay. For Lake Saint Clair the sea-level pressures were replaced by local winds. The grid points used by Venkatesh, shown in Figure 1.5, are the same as those used in the



Figure 1.5. Locations of grid points (+) and observing stations (•) for the Great Lakes area used by Venkatesh (1974)
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Great Lakes are given in the publication by Venkatesh cited above: S0 = 10.903050 + 0.01097 P(4 ,−6) − 0.03517 P(10 ,−6) − 0.02183 P(3,0 ) + 0.04691P(6 ,0 ) − 0.01164 P(10 ,0 ) − 0.004680 (TA − TW )0 S1 = 9.890630 + 0.01580 P(4 ,−6) − 0.02339 P(9,−6) − 0.01110 P(10 ,−6) − 0.003700 (TA − TW )−6 − 0.02271P(3,0 ) + 0.06267 P(6 ,0 ) − 0.02559 P(7,0 ) + 0.0548 P(9,0 ) − 0.02093 P( 0 ,0 ) − 0.001740 (TA − TW )0 S2 = 8.069170 − 0.01213 P(5,−6) + 0.03338 P(7,−6) − 0.01754 P(9,−6) − 0.01323 P(10 ,−6) − 0.01314 P(3,0 ) + 0.05873 P(6 ,0 ) − 0.03047 P(7,0 ) + 0.02644 P(9,0 ) − 0.04000 P(10 ,0 ) − 0.004320 (TA − TW )0



(1.11)



S3 = 8.389940 + 0.02566 P(7,−6) − 0.02229 P(9,−6) − 0.00598 P(10 ,−6) + 0.0117 P(3,0 ) + 0.05529 P(6 ,0 ) − 0.03541P(7,0 ) + 0.02561P(9,0 ) − 0.03940 P(10 ,0 ) − 0.005040 (TA − TW )0 S4 = 9.677820 − 0.01089 P(3,−6) + 0.03688 P(7,−6) − 0.01901P(10 ,−6) + 0.06540 P(6 ,0 ) − 0.05273 P(7,0 ) − 0.02922 P(10 ,0 ) − 0.003790 (TA − TW )0 S5 = 9.393110 − 0.02087 P(3,−6) + 0.04418 P(7,−6) − 0.02025P(9,−6) − 0.0128 P(10 ,−6) + 0.01087 P(3,0 ) + 0.05780 P(6 ,0 ) − 0.0566 P(7,0 ) + 0.01208 P(9,0 ) − 0.02615P(10 ,0 ) − 0.004380 (TA − TW )0



where: S = surge (feet), with the subscript representing the number of hours after the time of the pressure forecast; P(N, T) = pressure (hectopascals) at grid point number N (see Figure 1.5) and lag time T (hours).



1.6 



STORM SURGE PREDICTION THROUGH ARTIFICIAL NEURAL NETWORKS



Recently, artificial neural network (ANN) models have been applied to storm surge and tide prediction. Tsai and Lee (1999) and Lee and Jeng (2002) used ANNs for tide forecasting based on field data. Lee (2004, 2008) proposed the application of back-propagation ANN for the prediction of long-term tidal level and short-term storm surge. Moreover, Lee (2006), Sztobryn (2003) and Tissot et al. (2003) demonstrated the application of ANNs for forecasting storm surge directly by incorporating it into an operational storm surge forecast. This section sets out how ANN storm surge prediction models may be used operationally. 1.6.1 



(Figure 1.6). This model contains many interconnected units (neurons) that can extract linear and non-linear relationships in the data. In this model, input units correspond to input variables and each variable is usually normalized. Combination functions combine input units or hidden units and the multilayer perception (MLP) structure mainly applies a linear combination function. Linear combinations of input units create hidden units and the output unit is modelled as a function of linear combinations of these hidden units. Activation functions are usually chosen to be the sigmoid functions, such as logistic hyperbolic tangent functions. These can extract linear and non-linear relationships from the combination input or hidden units. The output function allows a final transformation of linear combinations of



Artificial neural networks



Human brain biology has provided the basis for the development of ANNs. They can be represented by a network diagram with three components: an input layer, a hidden layer and an output layer



Input layer



Hidden layer



Output layer



Figure 1.6. Multilayer perception structures with one hidden layer and a hidden unit
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hidden units. The identity function would normally be selected for regression. Here we present a feedforward ANN architecture, which includes an input layer and a broadcasting output layer, with one or more hidden layers in between. In a feed-forward ANN model, the units in one layer are connected uniquely to the units in the next layer. 1.6.2 



Optimal ANN modelling



The optimal structure of an ANN model must be determined by basing it on the data. This modelling stage involves four main problems (Hastie et al., 2001): (a) Starting values: The starting values for weights are selected randomly from values near zero, so the model starts out nearly linear and becomes non-linear as weights increase. (b) Overfitting: ANNs often have too many weights and will overfit the data at the global minimum of errors (the sum of squared errors) contained in the training data. It is therefore important to train the model for only a short period and stop well before approaching the global minimum. (c) Number of hidden units and layers: Large numbers of hidden units can reduce the extra weights towards zero if appropriate



regularization is used. It is most common to select a reasonably large number of units, train them with regularization and then choose the number of hidden units. (d) Selection of input variables: Appropriate lags and input variables of the model must be selected. Many experiments were conducted to select the optimal model for the Jeju and Yeosu Stations in the coastal regions of the Republic of Korea, using different training datasets, input variables (variable and lag selection of observed storm surge height, wind stress and sea-level pressure) and model structure (Lee et al., 2005). Table 1.2 outlines several experimental set-ups and Tables 1.3–1.6 list the results of these model experiments. The results indicate the accuracy of the ANN model forecasts. The root mean square error (RMSE) between MLP and radial basis function (RBF) models differed only slightly, but MLP was more stable. The best results were obtained when MLP training involved three hidden units and previous input data to an RMSE of approximately 20 centimetres, which is approximately 5 per cent of the tidal range at Jeju and Yeosu. Table 1.7 presents the performance of model 2 for data from Yeosu Station for forecasting times of 3, 6, 12, and 24 hours. For 24-hour forecasts,



Table 1.2. Summary of experiments used to determine optimal ANN model structure Experiment



Training dataset (years)



Lags included in input data



Model structure



Period for validation



1



2000/2001/2002



MLP



2003



2



2000/2001/2002



RBF



2003



3



1990–2002



MLP



2003



4



2002



Storm surge: –6 to –1 hours Atmospheric elements: –3 to –1 hours



MLP



Typhoon Maemi (2003)



5



Stormy situations (1990–2003) with the exception of Typhoon Maemi



Storm surge: –6 to –1 hours Atmospheric elements: –3 to –1 hours



MLP



Typhoon Maemi (2003)



Table 1.3. Root mean square error of the MLP models from experiment 1 and harmonic forecast at the Jeju and Yeosu Stations of the Republic of Korea (centimetres) Station



Jeju 



Yeosu 



Harmonic forecast



7.80



7.98



Year for training



MLP (hidden = 2)



MLP (hidden = 3)



MLP (hidden = 4)



MLP (hidden = 5)



2002



7.86



7.40



7.51



7.43



2001



8.75



7.94



7.56



7.56



2000



8.29



8.27



7.94



8.94



2002



7.20



7.18



7.18



7.30



2001



7.21



7.32



7.35



7.39



2000



7.30



7.27



7.36



7.30
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Table 1.4. Root mean square error of the RBF models from experiment 2 and harmonic forecasts at the Jeju and Yeosu Stations (centimetres) Station



Harmonic forecast 7.80



Jeju 



Yeosu 



7.98



Year for training



MLP (hidden = 2)



MLP (hidden = 3)



MLP (hidden = 4)



MLP (hidden = 5)



2002



7.67



18.75



7.99



7.64



2001



8.41



8.92



8.19



8.00



2000



7.97



8.21



9.61



7.92



2002



7.18



7.22



7.18



61.18



2001



7.20



7.21



7.50



7.73



2000



7.29



7.35



7.47



7.30



Table 1.5. Root mean square error of the models from experiments 1 and 3 and harmonic forecasts (centimetres) Station



Harmonic forecast



Experiment 1



Experiment 3



Jeju



7.80



7.40



7.54



Yeosu



7.98



7.18



7.25



Table 1.6. Comparison of observed sea levels and forecasts from HA and experiments 4 and 5 at Yeosu Station during Typhoon Maemi (centimetres)



Harmonic forecast



Model performance



1-hour forecast



24-hour forecast



Experiment 4



Experiment 5



Experiment 4



Experiment 5



RMSE



41.23



11.21



11.63



19.82



19.25



Correlation



0.9307



0.9948



0.9937



0.9825



0.9867



Table 1.7. Performance of model 2 for typhoons at Yeosu Station for forecasting times of 3, 6, 12 and 24 hours (centimetres) Forecast time (hours)



RMSE Olga (1999)



Saomai (2000)



Rusa (2002)



3



10.15213



12.83874



12.62161



6



11.07748



14.61391



15.62709



12



11.43110



14.74966



15.43273



24



12.10389



15.07784



15.53923



Harmonic forecast



13.67884



22.97632



39.52742



RMSE improves from 13–39 to 12–15 centimetres. Figure 1.7 shows results from experiment 5, comparing observed levels to those obtained from harmonic analysis (HA) and ANN for five different typhoons. Figure 1.8 presents the results of ANN model 1 for Busan Station using the data predicted by the Mesoscale Model 5 from the Republic of Korea Meteorological Administration (MM5–KMA) for 12–13 September 2003.



1.6.3 



Regional real-time storm surge prediction system for three stations in the Republic of Korea



Regional real-time storm surge prediction systems have been constructed based on the previous ANN model experiments at Busan, Yeosu and Wando Stations. Figure 1.9 presents results from the ANN model for the three stations. Input values were
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(a)



300 200 100 0 00 04 08 12 16 20 Time (23 August)



300 250 200 50 0 00 04 08 12 16 20 Time (30 September)



300 200 100 0 00 04 08 12 16 Time (23 July)



(c)
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500 Sea level (cm)



Sea level (cm)
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400 Sea level (cm)
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correcting predicted air pressure and wind stress, which use model input variables. Future research will include construction of an autonomous modelling system incorporating a model for real-time training and optimization that will include the present meteorological state as well as past typhoon information.



(d)



400 300 200 100 0 00 04 08 12 16 20 Time (31 August)



1.7 



NUMERICAL METHODS



Numerical methods are now the most widely used approach for storm surge prediction (for a review of such methods, see Gonnert et al., 2001). Until the 1980s, finite difference models with rectangular or square grids were traditionally



Figure 1.7. Results of experiment 5. The observed (solid line) and predicted sea levels from HA (dashed line) and ANN (dotted line) models at Yeosu Station during the passage of typhoons (a) Gladys in 1991, (b) Faye in 1995, (c) Yanni in 1998 and (d) Rusa in 2002



Figure 1.8. Observed sea levels and those predicted by HA and ANN model 1 for Busan Station in the Republic of Korea for the period 12–13 September 2003



 



Level (cm)



Storm surge (cm)



updated hourly, and newly updated values were continuously applied to the model. These results indicate that it is possible to apply an ANN model for each cluster to the regional storm surge forecasting system and to extend this into all coastal regions. Extension into all coastal regions requires continual updates of typhoon meteorological data. In addition, model accuracy can be improved by



 



Figure 1.9. Real-time storm surge prediction using the ANN model at Busan, Yeosu and Wando Stations. Left panels: observed levels (dotted line); levels predicted by the ANN model plus tides predicted by HA (dashed line); tides predicted by HA (continuous line); the vertical line indicates the time when prediction began. Right panels: storm surge levels observed (before the vertical line) and predicted by the ANN model (after the vertical line)
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used to improve resolution near the coastlines. The grids may have been telescoped, such as shown in Figure 1.10 for the Bay of Fundy (Greenberg, 1979).



Figure 1.10. Telescoped rectangular grids for modelling tides in the Bay of Fundy



The fundamental drawback of rectangular grids is that the coastline of a body of water can only be represented as a staircase in orthogonal coordinates. In reality, coastlines are highly irregular and are oriented in all directions. Forcing coastlines to conform in only two perpendicular directions thus creates artificial sub-basins. These sub-basins will have their own normal modes (free oscillations) that may contaminate the computation of the storm surge in the main basin.



 



To avoid these problems, as well as to provide better resolution of the coastal geometry and the shallowwater bathymetry, finite element models with irregular triangular grids were developed from the late 1970s. The advantage of such grids is that in deep water, where there is little or no surge, the grid can be coarse, while in the main area for the development of storm surge in shallow water, smaller triangles can provide better resolution. Examples of such grids for a continental coastline and for an island system are shown in Figures 1.11 and 1.12, respectively.



Source: Greenberg, 1979



Figure 1.11. The East Coast of the United States, Gulf of Mexico and Caribbean Sea computational domain (bar scale in kilometres) Source: Scheffner et al., 1994



 



Figure 1.12. A detailed view of an irregular triangular grid for the Fiji area



Source: Luick et al., 1997



 



CHAPTER 2



storm surge physics



2.1 



METEOROLOGICAL EFFECTS



Storm surge is directly connected with the dynamic processes developing in the atmosphere. Due to the “inverse barometer effect”, as stated in Chapter 1, a pressure change of 1 hectopascal causes a sea-level change of approximately 1 centimetre. When pressure systems are moving with a definite speed, the sea level at that point does not necessarily correspond to the static value, and under certain conditions the level can be significantly increased due to resonance. Spectral density analysis of atmospheric pressure, wind and sea level reveals the connection between these parameters and the frequency of the pressure oscillation. Its limiting value is the inverse barometer effect. When the limiting oscillation frequency of atmospheric pressure is exceeded, the reaction of the sea level to it is considered random. In reality, the atmospheric pressure field is non-stationary and acts simultaneously with the wind field. Wind waves are formed on sea surfaces by the wind field, but they are not directly related to long-period oscillations in sea level. Surface currents theoretically deviate from the wind direction by an angle of 45 degrees in the deep ocean, this reducing to practically zero in shallow-water areas. In the deep ocean, the depth-averaged current in the layer affected by wind is directed transversally to the acting wind direction. As a result, surges are generally greatest when the winds are directed parallel to a coastline in the deeper part of the ocean and transversally to the coastline in shallow waters. Oscillations in water level occur predominantly at the fundamental natural period of the basin, which depends on its length and depth, and less on the temporal scale of the weather system. When forcing exceeds the natural period of the system, oscillations in water level (with various natural frequencies and uniform distribution of energy in the perturbation spectrum) are observed when an external impulse of short duration is applied. The speed of movement of the weather system, together with the ocean bathymetry, mainly determines at which points disastrous coastal inundations may occur from a storm surge. Winds blowing over a sea create tangential stress on its surface. As for the wind-generated current, only the shear forces at the sea surface as they influence the subsurface water layer are considered (that is, pressure perturbations on the deformed surface are



not taken into account). The work done by the tangential stress of the wind field is partially spent on wave generation. In turn, a part of the wave momentum is transferred to the wind-generated current due to wave breaking. The wind field also influences the tangential stress in another way, as it determines the effective surface roughness. All these factors must be taken into consideration to determine the tangential stress of the wind field acting on a sea surface. There has been considerable progress in the modelling of air–sea fluxes of momentum, heat, moisture and gases, following a better understanding of how wind generates waves and how breaking waves play a role in the exchange processes between atmosphere and ocean. This understanding of air–sea interaction has been introduced into both wave and storm surge modelling. As an example, the wave model used by the European Centre for Medium-Range Weather Forecasts (ECMWF) uses a parameter dependent on sea state in its drag formulation (Charnock, 1955) (see: http://www.ecmwf. int/research/ifsdocs/CY31r1/WAVES/IFSPart7.pdf). The “wind-over-waves” coupling theory developed by Kudryavtsev and Makin (Makin, 2003) has been used to develop parameterizations for the sea drag that include these effects. Such parameterizations can also be used in storm surge modelling. The tangential stress τ of the wind per unit area is usually expressed through an average wind speed W, together with air density ra and air turbulence coefficient ka, as: τ = ka ρa



∂W ∂z



(2.1)



The turbulence coefficient ka can be expressed as a function of the height z: ka = θv* z 



(2.2)



where: θ = the von Karman constant; v* = the dynamic velocity. In this relation, for a logarithmic profile of the wind, v* is given by: v * = τ / ρa 



(2.3)



The invariability of τ / ρa over the height within the limits of the lowest 30–50 metres allows the integration of Equation (2.2) over z, thus
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generating the general expression for determining the tangential stress: t = c’ ra (W – V) |W – V| 



(2.4)



where the friction coefficient c’ is given by: c’ =



( ) θ ln z / z0



2







(2.5)



in which: θ = 0.4 (the von Karman constant); z0 = aerodynamic roughness of the underlying surface; V = transverse speed of the underlying surface; W = surface wind speed; ρa = air density. In practical situations, the speed of water (or ice) is usually neglected when determining the tangential stress of the wind on the sea surface, since the surface current or speed of the ice drift is approximately two orders of magnitude less than the wind speed. Thus, the tangential stress of the wind field on the sea surface is normally expressed by a quadratic drag law: t = CD raW|W| 



(2.6)



where: CD = the drag coefficient. In general, CD is not a constant coefficient, but is a varying function depending on the degree of surface roughness, atmosphere stratification and other wind parameters. There are many good reviews that discuss the determination of the drag coefficient (see, for example, Parker, 1975; Smith and Banke, 1975), and more recent papers address constraints on drag coefficients at the very high wind speeds found in tropical cyclones (see, for example, Powell et al., 2003). Nevertheless, CD is



often taken as constant in many models of storm surges. Such an approach may be valid when modelling surges of short duration covering relatively small areas of the coast (that is, where the tangential stress of the wind field on the sea surface has little variability in space and time). However, for storm surges of longer duration over extensive stretches of a coastline one should take into consideration the spatial and temporal variability of the drag coefficient. Figure 2.1 illustrates examples of calculations of the friction coefficient over a water surface at different wind speeds and stratifications. In coastal areas, estuaries or lakes, wind speeds from an atmospheric model are, on average, lower over land than over water. This physical fact, coupled with resolution of the atmospheric and surge models, can give an underestimate of the wind speed used for surge modelling. The speeds of winds up to 10 metres above the surface are usually derived in a post-processing step after running the atmospheric model itself. The wind profile of a boundary layer between the surface and the lowest model level is determined. Where the surface type changes within a grid box, some averaging has to be applied. To overcome this problem without increasing the resolution of the atmospheric model, a technique called downscaling can be used (Verkaik et al., 2003; Verkaik, 2006). The technique uses a high-resolution roughness map and a simple twolayer model of the planetary boundary layer. The roughness map is determined from a map of land use and a footprint model to account for upstream properties of the surface. The roughness lengths are hence dependent on the wind direction. The planetary boundary layer model is first used to calculate the wind at the top of the planetary boundary layer from the surface wind of the atmospheric model with the roughness length that is used by the atmospheric model. In a second step, the surface wind is recalculated with the high-resolution roughness map.



 



 



Metres per second



Figure 2.1. Examples of calculations of friction coefficients for different wind speeds over a water surface and measured at different stratifications. 1: Brox (Roll, 1968); 2 and 3: Deacon (Deacon, 1962; Deacon and Webb, 1962); 4: Deacon’s formulae cs = (1.1 + 0.04W) × 10–3; 5: cs = (1.5 + 0.01W) × 10–3



2-3



CHAPTER 2. storm surge physics



2.2 



OCEANOGRAPHICal EFFECTS



Changes of sea level due to variations in atmospheric pressure are considerably less than those caused by the influence of winds and currents both along coastlines and in an open sea. On the basis of an approximate dependence, Zubov (1947) concluded that: Dynamic reduction in sea level caused by winds and currents under the influence of atmospheric pressure distribution in the area of reduced pressure is ten times higher than static rise in level produced with the same pressure distribution without taking into consideration the influence of winds, currents and deflecting force of the Earth’s rotation (Coriolis forces). However, subsequent verification showed that the influence of wind on sea level was not ten but only two times more in comparison to that of atmospheric pressure. In regions of strong freshwater influence, stratification near the coast is also affected by wind action. Surges may cause displacement of lighter surface waters into a coastal area resulting in an increase of sea level. The increase is somewhat intensified due to the reduced density of the waters displaced. Conversely, if offshore winds move lower density water away from a coastline then denser, upwelled bottom waters are raised along a continental slope to replace them. The level in these areas is then reduced due to the water outflow. It is known that non-periodic oscillations in sea level on the West Coast of the United States are almost completely dependent upon water density in a 500-metre surface layer and that these density changes are dynamically driven.



2.3 



Observations of tides and storm surges are limited to relatively few locations where measurements of water level can be made (for example, with tide gauges). As coastal altimetry algorithms improve, remotely sensed sea-level data may eventually provide a better observational basis, but at the present numerical modelling is the most widely used tool for understanding the relevant physical processes for storm surge. On the scale of continental shelves, the bottom topography steers the behaviour of long gravity waves. When evaluating bathymetric datasets, the best solution is one that produces the most accurate representation of known wave systems, for example tides. Extremely shallow areas may strongly influence the circulation in complex topographies or estuaries. In all cases, the concept of the “hydrodynamic definition” of a model’s bathymetry should be considered (Schwiderski, 1978). This refers to the realistic consideration of islands and coastal features that, even on a lower scale, may influence water circulation. Drift current generated by tangential stresses of wind on a water surface does not lead to changes of level in an open sea away from coasts. Drift currents that move water masses into coastal areas can, according to the continuity equation (see Chapter 3), cause changes to surface level and, as a consequence, gradient currents. In the case of a boundless, rectilinear, open ocean coast the largest surges are observed when the wind is blowing transversely to the coastline. If the wind is blowing parallel to the coastline no significant surge will develop. In these situations, the bathymetry plays a very dominant role. The process of cumulative water flows caused by drift and gradient currents at various wind vector orientations relative to the coastline is presented in Figure 2.2. In favourable conditions, a drift current carrying water mass in the direction transverse to



HYDROGRAPHICal EFFECTS



Tides propagate as long gravity waves affected by the rotation of the Earth and their particular features are determined by the depth and shape of the ocean basins. Similarly, the behaviour of storm surges in a certain region is modified by the bottom topography and coastal complexity. The adjustment required to account for rigid boundaries produces Kelvin-type waves near the coasts up to a certain distance from the shore (the Rossby radius of deformation). The most significant storm surges are produced in the coastal zone where depth-limited conditions enhance the wind forcing. As they propagate along the shore or onto the coast, they are modified by bottom topography and the coastal geometry.



(a)



(b)



(c)



(d)



(e)



(f)



Figure 2.2. Positive and negative surge in deep water offshore
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the wind action appears initially to be under the influence of the wind. If the wind is blowing at a sharp angle to a coastline, the drift flow constituent that causes positive surge/negative surge is equal to Fn = F cos β. The presence of the drift flow component normal to the coast line causes a slope of sea level, and hence, a geostrophic current. However, when a geostrophic current appears, frictional forces can result in a mass flow away from the coast, with an opposite direction to the original drift. If the wind and drift were to remain constant, then eventually a balance would be reached and the sea-level slope would not change (the circulation would then be in equilibrium). As depth decreases, surface drift currents become more aligned with the wind direction. This explains why the largest surges occur with the wind blowing transversely to a coastline in a shallow-water area. Current flow in a bottom boundary layer is transverse to the coastline, opposite to the wind action and dependent on the geostrophic current.



2.4 



mechanism may contribute to the generation of extreme seiches in other areas, including the abiki and rissaga phenomena. The process of seiche generation in closed basins and in basins with open outer boundaries differs significantly. In the first case, the seiche excitation occurs due to outer atmospheric disturbance directly. This phenomenon is considered in detail by Wilson (1972). The excitation in many open bays and gulfs occurs in two stages. First, a longwave disturbance is formed in the area exterior to the defined area of water; second, that disturbance causes seiche oscillations in the interior area. The most extreme examples of such exterior phenomena are tsunami waves: having appeared in the open ocean under the influence of a seismic source, on reaching coastline they cause standing oscillations in bays and gulfs. Similar processes occur with waves generated by atmospheric sources. There are three main conditions for the generation of strong seiche oscillations: first, strong long-wave disturbance is present in the outer area; second, matching of resonance frequency parameters



SEICHES (a)



Seiches are sea-level oscillations at the resonant frequency of enclosed bodies of water. They are usually observed in long narrow bays or harbours with narrow entrances. A number of such examples can be observed on the coasts of Japan and the Kurile Islands, in the Euripus Strait (Greece), in the Bay of Algeria (Labzovsky, 1971) and on the Shan Dung Peninsula of China, where the largest oscillation reported was 2.9 metres (Wang et al., 1987) (see Figure 2.3). In some locations seiches are sufficiently well recognized that there are unique words for them in the local language or dialect. For instance, in Nagasaki Bay, where, on 31 March 1978, oscillations with amplitude of more than 4.5 metres were registered (Akamatsu, 1982), the term “abiki” is used. In the Balearic Islands the oscillations are called “rissaga” (for more detail, see 3.10) where, in Suedadela Bay on the island of Minorca, amplitudes of 3–3.5 metres in height have been observed (Gomis et al., 1993; Tintore et al., 1988). Whatever the term used, these events are routine natural disasters that can cause considerable destruction. There is evidence that the occurrence of seiches correlates with the passage of atmospheric disturbance (Gomis et al., 1993; Hibiya and Kajiura, 1982; Monserrat et al., 1991; Rabinovich, 1993; Rabinovich and Monserrat, 1996; Gonnert et al., 2001). Furthermore, Giese et al. (1990) and Chapman and Giese (1990) proposed a model explaining the appearance of seiches on the coasts of Puerto Rico due to the influence of internal tidal waves formed during spring tides. These authors suggested that a similar



(b)



Figure 2.3. Seiche-type oscillations: (a) Nagasaki, Japan; (b) Langkou Harbour, China Source: Wang et al., 1987
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Figure 2.4. Interaction between tide and surge due to shallow water. The combined wave (red line) is advanced with respect to the normal tide (blue line). The resulting peak of the storm surge (black line) occurs during the flood tide.



occurs between the outer and interior areas of water; third, there is low damping of the seiche in the interior area.



2.5 



TIDE–SURGE INTERACTION



Storm surges and tidal waves interact. That is, the storm surge modifies the tide while the tidal cycle produces alterations in the storm surge. The main causes that produce these interactions are the effects of bottom friction and the variation of the wave propagation speed (which is dependent on total depth). The action of wind stress giving rise to surge is theoretically inversely proportional to depth, which varies significantly with the tide in shallow waters. Advective effects in the velocity field are also responsible for some interactions, although even in very shallow waters this is not as significant (see, for example, Gill, 1982). According to Horsburgh and Wilson (2007), the phase shift of the tidal signal represents the effect of the surge on the tide, whilst the modulation of surge production by the wind represents the effect of the tide on the surge. Interaction in shallow water produces a phase shift of the tidal wave. A positive storm surge increases the speed of the tidal wave, so advancing the high and low tides. The result is the increase of



the non-tidal residual during the flood tide, as shown in Figure 2.4. The interaction alternately diminishes and increases the residual, especially for large tidal ranges. Many properties of the residual time series are thus an artefact of small changes in the timing of predicted high water, combined with the fact that wind stress is most effective at generating surge around low water. A better measure of storm surge is the “skew surge”, which is simply the difference between the elevation of the predicted astronomical high tide and the nearest experienced high water. It is the preferred surge diagnostic for the Dutch operational system (see, for example, de Vries et al., 1995) and is of far greater practical significance than the maximum residual. An indication of the improved statistical usefulness of skew surge over non-tidal residual is given by Howard et al. (2010). Many authors identify bottom friction as having the largest effect on surge–tide interaction (see, for example, Tang et al., 1996). Frictional interaction is certainly very important in strong tidal or storm surge currents, or when both are of the same order of magnitude. This latter case is illustrated in Figure 2.5. After a certain time, increased friction tends to reduce the growth of the combined wave and, therefore, of the storm surge. In this case, the general effect is to delay the combined wave with respect to the predicted tide.



Figure 2.5. Interaction between tide and surge due to bottom friction when surge and tidal currents are of the same order of magnitude. The combined wave (red line) is retarded with respect to the normal tide (blue line). The resulting peak of the storm surge (black line) occurs during ebb tide.
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If the local wind forcing is very strong during a short period, then peak surge generation can take place at any time, even at high water, with insufficient time for interactions to take place (see, for example, Proctor and Flather, 1989).



2.6 



SURGE–RIVER INTERACTION



River flows can influence considerably the development of storm surge in the mouth of a river, where pronounced temperature and salinity gradients are formed at the boundary between sea and river waters. Large horizontal and vertical density gradients are characteristic features of coastal waters. Density-driven forces interact with the motion caused by external forces, forming a complicated dynamic system. Surge–river interactions have been successfully modelled within a proper mathematical formulation of motion, involving momentum, heat and salt. The detailed solutions are highly mathematical and the interested reader is referred to the literature. Articles discussing shallow-water theory include Wolzinger and Pyaskovsky (1968) and Eremeev (1974). There are also many studies based on solutions to diffusion equations (Borishansky, 1958, 1964; Filippov, 1974; Shkudova, 1974). Methods of free turbulent streams (Abramovich, 1960) were used in a paper by Vulis and Masalov (1972). Numerical models of water circulation near river mouths, taking into consideration fluid motion and thermal and ionic flow effects, are put forward in a paper by Molchanov (1976). In this paper, the dynamic and diffusive elements are connected using an equation of state. The influence of river runoff on water-level oscillations at the open coast is relatively small. Even in the event of very large river discharge, when water level is raised by several metres in the river, the influence on sea level is quickly reduced to no more than a few tens of centimetres with increasing distance from the river mouth. Conversely, storm surge propagation into estuaries and the distance of seawater penetration along a river depends on the bottom slope of the river. If the river bed is relatively flat, storm surges can propagate upstream for tens or, in extreme cases, hundreds of kilometres, causing saline intrusions and the flooding of riverbanks.



dependence of the drag coefficient on the state of development of the waves and various approaches have been developed (Johnson et al., 1998). These findings have consequences for the modelling of transient ocean phenomena such as storm surge. Traditional approaches to the determination of surface stress used for storm surge calculations (see 2.1) consider momentum transfer to be solely and directly from the atmosphere to the surface current. In models in which the effects of atmosphere, waves and surge are combined, the wave contribution to either total surface or wave-induced stress is explicitly included. The increased roughness of the sea surface due to wave growth during the active stage of the storm can enhance momentum exchange, so that water levels vary in a more physically realistic way in such a fully coupled model. Widely used wave models can provide parameters to facilitate wave–surge coupling through the surface stress (see, for example, Janssen and Bidlot, 2003; Tolman, 2002). When waves break on a beach they produce a rise in the mean water level. This “wave set-up” is the additional water level due to the transfer of waverelated momentum during the wave-breaking process. As waves approach the shoreline they transport both energy and momentum in the direction of wave advance. When they break, wave energy is dissipated (as turbulence) but momentum is balanced so that the slope of the sea surface in the surf zone equates to the onshore component of momentum flux. The theoretical explanation of Longuet-Higgins and Stewart (1963) demonstrates how wave set-up equilibrates the gradient in the radiation stress directed across shore (that is, the pressure gradient of the sea surface balances the gradient of the incoming momentum). The contribution of wave set-up during extreme storm events can add up to 1 metre to the sea level. It is normally difficult to distinguish by measurement wave set-up from the larger-scale storm surge, since both cause sea levels to be higher than tidal predictions and both are due to meteorological effects. However, estimates of the set-up component can be made from a numerical modelling study: Brown et al. (2011) ran a fully coupled wave–surge model and then repeated the forcing without the radiation stress coupling. They were thus able to isolate wave set-up.



2.8 2.7 



INTERACTION BETWEEN SURGE, WIND WAVES AND WAVE SET-UP



The contribution of the ocean waves to the roughness of the sea surface has been extensively studied (see, for example, Donelan et al., 1993). There is a



INFLUENCE OF SEA ICE ON STORM SURGES



The influence of sea ice on sea-level oscillations has not received a great deal of attention from storm surge modellers. Ice cover leads to considerable energy dissipation and acts as a barrier to the
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meteorological forcing of the water mass. Some important effects of ice cover on the propagation of long waves include: (a) The appearance of a sub-ice frictional boundary layer; (b) The reflection of long waves from the ice–water interface, with energy loss due to elastic deformation; (c) The decrease of long-wave speed, and damping as they propagate under the ice.



suggest typical values for the coefficient of friction. An average value for even ice is 1.7 × 10–3 and for hummocked ice 2.2 × 10–3. Thus, the coefficient of wind friction on even ice is approximately equal to its value for the air–sea interface and it is approximately 1.5 times higher for hummocked ice. Ice thickness exerts considerable influence on the speed of drifting ice, with thick ice moving slower than thin ice under the influence of the same forces.



Drifting ice cover can alter the behaviour of surface currents in the Ekman layer and can also influence storm surge development and propagation. Floating ice has a weaker damping influence on waves than fast ice. Ice cover may not remain constant during a storm surge forecasting period, but in most cases it is possible to neglect thermal changes of ice cover when modelling short periods (of up to five days). Floe sizes are not explicitly taken into account in storm surge models, but it is advisable for the numerical grid size to be chosen such that it is significantly larger than the ice floes. Typical floe sizes vary greatly with the season. During the Arctic summer they can be from metres to kilometres in size, while consolidated floating ice with sizes from tens of metres up to 2 kilometres prevail in winter.



The main source of information about spatial distributions of ice concentration, its thickness and hummocking, is an ice map. Ice information is typically summarized from several sources for a particular period. Ice-cover parameters indicated in a map are gridded and then represented in a numerical model by their modal or average values within a grid cell. In many ice maps the development stage of the ice is used as a proxy for ice thickness. The following table presents general thicknesses corresponding to the developmental stage of the ice, which can be used as a rule-ofthumb guide.



Ice cover parameters in surge models need to reflect the proportions of fast and drifting ice. Dissipation of long-wave energy under drifting ice is negligible. However, fast ice exerts considerable damping on long waves (so lessening storm surge height), reducing both phase speed and wave amplitude. The degree of influence on storm surges is determined by the fast-ice area and thickness. Locally, extremes of perturbation of sea level tend to occur at the boundary between fast and drifting ice. Practical ways of incorporating these effects into storm surge models include changing the configurations of calculation areas and altering the bed friction coefficient for fast-ice cells.



Approximate thicknesses of ice for different stages of development (centimetres) Developmental stage of ice



Thickness



New ice



3



Nilas



8



Grey ice



12



Grey-white ice



22



Thin first-year ice



50



Medium first-year ice



100



Thick first-year ice



180



Second-year ice



250



Multi-year ice



300



where: C = an ice concentration function (from zero to one);  τ a = stress at the air–sea interface;  τ w = stress at the ice–sea interface.



The influence of ice cover on storm surges was studied by Belsky (1954), Skriptunov and Gan (1964) and Freidson et al. (1960). Their results demonstrate the impact of ice on surge magnitude. For example, surge height in the mouth of the Neva River in the ice-free period is generally greater than in the ice period. Mustafin (1970) also found that fast ice changes the formation and propagation of storm surges, shielding the water mass from the direct influence of the wind. Changes to sea level under fast ice are due to external long waves propagating under it and the energy of these oscillations is decreased due to friction both at the bed and the lower surface of the ice.



Stresses can be derived using the quadratic approach of Equation (2.6), and various papers



Various numerical models dealing with the influence of ice cover on water-level oscillations have



Ice concentration, its thickness and the variation of thickness (hummocking) determine the effective wind stress acting on the sea surface. Stress at the sea surface can be considered a simple combination of the stresses in the ice-covered and ice-free areas:    τ s = (1 − C )τ a + Cτ w 



(2.7)
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been developed by Sheng and Lick (1972), Liland (1975), Henry (1975), Lisitzin (1973, 1974), Murty and Polavarapu (1979), Murty et al. (1981) and Murty and Holloway (1985). This body of work shows that the influence of ice cover on storm surges is complex: ice cover can reduce the amplitude of positive surges while not influencing the amplitude of the negative surges. More advanced numerical models taking into account the full dynamic interaction between the ice cover and storm surges have been developed by Henry and Heaps (1976), Drabkin and Pomeranets (1978), Kowalik (1984), Johnson and Kowalik (1986), Gudkovich and Proshutinsky (1988), Proshutinsky (1993), Ashik (1995) and Ashik and Larionova (2003). Noteworthy features of these models include the incorporation of correction, due to ice, of the surface–wind stresses, of the shielding effect of the ice cover and of the three-dimensional nature of the problem, including the dynamics of the sub-ice layer. Statistical methods relating storm surge amplitudes to ice cover have been developed by Kuprianova and Freidson (1977, 1981), Kuprianova and Tretyakova (1981), Proshutinsky and Uranov (1985) and Freidson et al. (1960). The drawback of statistical models is that they are relevant only to that local area for which they were developed and it is difficult to apply them to other areas.



2.9 



BOTTOM FRICTION



Where fluid flow occurs along a rigid boundary such as the sea bed, the viscous influence on flow is usually concentrated in a boundary layer. This frictional layer needs to be correctly represented in numerical models (friction on lateral boundaries is usually neglected in numerical storm surge models).



One of two approaches is normally used to treat bottom friction. In the so-called “no-slip condition”, horizontal components of flow at the sea bed (ub and vb) are taken to be zero: ub = vb = 0 



(2.8)



More commonly, in the “slip condition”, the stress at the bottom boundary layer is assumed to depend in some way on flow speed near the bed. A linear relationship is occasionally employed but the most widely used approach is a quadratic parameterization (see, for example, Wolzinger and Pyaskovsky, 1968, 1977) of the following form: τ b = k1



U |U | H2



(2.9)



where: U = the near-bed current speed; H = the total water depth. The coefficient k1 normally takes a value in the range from 2.0 × 10–3 to 3.0 × 10–3 (see, for example, Proshutinsky, 1993) and it has been shown that there is a weak dependence of the surge height on the value of this coefficient. More complex functional relationships for bed friction have been explored (Kazakov, 1976): τb = f



( ∂∂ξx ; ∂∂ξy ;τ ;τ ; H ) s x



s y



(2.10)



The more complicated formulation given by Equation (2.10) was shown to have some advantage in a series of channel flow experiments. Achieving the most effective empirical bottom friction parameterization is a key factor in the tuning process of any model.



CHAPTER 3



basic equations and solutions



3.1 



FORMULATION OF THE STORM SURGE EQUATIONS



We will first consider the storm surge equations most commonly used, following Welander (1961). It is assumed that the water is homogeneous and incompressible, and that as a cause of friction, vertical shear is much more important than horizontal. Then the equations of motion in a right-handed Cartesian coordinate system can be written as follows: ∂u ∂u ∂u ∂u 1 ∂P 1 ∂τ x +u +v +w − fv = − + ρ0 ∂x ρ0 ∂z ∂t ∂x ∂y ∂z ∂v ∂v ∂v ∂v 1 ∂P 1 ∂τ yx + w + fu = − + +u +v ρ0 ∂y ρ0 ∂z ∂t ∂x ∂y ∂z 1 ∂P ∂w ∂w ∂w ∂w +v +w =− −g +u ρ0 ∂z ∂t ∂x ∂y ∂z



(3.2)



h



∫



udz and N ≡



z =− D



h



∫



vdz 



(3.9)



z =− D



∂P ∂h ∂Pa + =0 = g ρ0 ∂x ∂x ∂x



(3.10)



(3.3) Following vertical integration, this gives: h



∂P ∂P ∂h dz ~ g ρ0 D +D a ∂x ∂x ∂x −D



(3.11)



∫



(3.4)



τx = τs , τy = τs 



(3.5)



P = P a 



(3.6)



Since the free surface has to follow the fluid, an additional condition is required, given by: ∂h ∂h ∂h +u +v = w , at z = h ∂t ∂x ∂y



(3.8)



The pressure terms can be evaluated as follows:







With reference to the origin of the coordinate system located at the undisturbed level of the free surface (z = 0), the free surface can be denoted by z = h (x, y, t) and the bottom by z = –D (x, y). Let τsx and τsy denote the tangential wind stress components and let Pa be the atmospheric pressure on the water surface. Then the following boundary conditions must be satisfied. At the free surface z = h: y



at z = –D 



The traditional storm surge equations are derived by performing two operations of vertical integration and linearization. To perform the vertical integration, the x and y components of horizontal transport are defined as follows:



(3.1)



where: u, v, w = velocity fields in the x, y, and z directions; f = the Coriolis parameter; g = gravity; ρ 0 = the uniform density of water; P = pressure; τx and τy = the x and y components of the frictional stress.



x



u = v = w = 0, 



M≡



The continuity equation is: ∂u ∂v ∂w + =0 + ∂x ∂y ∂z



At the bottom, all the velocity components have to vanish. Thus:



(3.7)



Note that, here, h relative to D is ignored, which is consistent with the above approximation. ∂M ∂h D ∂Pa 1 τ − τ BX + − f N = − gD − ∂t ∂x ρ0 ∂x ρ0 SX



(



∂N ∂h D ∂Pa 1 τ − τ By + + f M = − gD − ∂t ∂y ρ0 ∂y ρ0 Sy



(



∂h ∂M ∂N + + =0 ∂t ∂x ∂y







)



)



(3.12)



(3.13) (3.14)



For convenience, hereafter the subscript on the density field will be omitted. In these linear storm surge prediction equations, the dependent variables are the transport components M and N and the water level h. The forcing functions are the atmospheric pressure gradients given by ∂Pa/∂x and ∂Pa/∂y and the wind stress components t sx and t sy. The retarding force is the bottom stress. At this stage, there are more unknowns than the available equations. To obtain a closed system of equations, the bottom stresses in Equations (3.12) and (3.13) must be expressed (parameterized) in terms of known variables such as the current speed (see 2.9).
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FINITE DIFFERENCING OF THE TIME DERIVATIVE



The time derivative terms in the storm surge equations are derivatives of the horizontal transport components M and N in the momentum equations, together with the time derivative of the free surface height h in the continuity equation. Since the terms ∂M/∂t, ∂N/∂t, and ∂h/∂t all have the same form, discussion will be based on a general relationship of the following form: ∂U = F (U ,t ), U = U (t ) ∂t



(3.15)



In this section, liberal use will be made of the works of Mesinger and Arawaka (1976) and Simons (1980), in which more mathematical detail can be found. Several time-differencing schemes are available and we begin with two-level schemes without iteration, the Euler (or forward), backward and trapezoidal schemes. In the Euler scheme, the time derivative is approximated as: Un+1 = Un + Dt . Fn 



(3.16)



This value of U(n+1)* is used to determine F(n+1)*, through: F(n+1)* = F (U(n+1)*) 



This value of F(n+1)* is used in a backward step to compute Un+1: Un+1 = Un + Dt . F(n+1)* 



In the backward scheme: Un+1 = Un + Dt . Fn+1 



The Heun scheme is a development of the trapezoidal scheme and can be expressed as follows: U(n+1)* = Un + Dt . Fn 



(3.17)



This scheme, as written here, is implicit, because F depends on Un+1, which must be determined. In the case of partial differential equations, this will require iteration because a set of simultaneous equations (one for each grid point) must be solved. The truncation error of this scheme is also of zero (Dt). In the trapezoidal scheme: (3.18)



As can be seen, this is also an implicit scheme, but its truncation error is of zero (Dt)2. Next, two iterative schemes will be discussed, still involving only two time levels. In the Matsuno or Euler backward scheme, the first step is the regular Euler scheme: U(n+1)* = Un + Dt . Fn 



(3.22)



Un+1 = Un + Dt/2 (Fn + F(n+1)*) This is also an explicit scheme, but is of secondorder accuracy. The alternate direction implicit (ADI) method, described by Stelling (1984), is a two-step method with: U



n+



1 2



= Un



U n+1 = U



n+



1 Dt ⋅ F * 1 n 2 2 



+ 1 2



+



(3.23)



1 Dt ⋅ Fn*1 2



F*



Fn+1 = F (Un+1) 



1 U n+1 = U n + Dt ( Fn + Fn+1 ) 2



(3.21)



As can be seen, this is a first-order accurate scheme and is explicit.



Fn = F (Un) This is a first-order, accurate scheme with a truncation error of zero (Dt) and it is an uncentred scheme because F is not centred in time.



(3.20)



(3.19)



where n 12 has taken the partial derivative ∂/∂x at 1 * t + Dt and the derivative ∂/∂y in t, and F has taken n1 2 1 the partial derivative ∂/∂x at t + 2 Dt and the derivative ∂/∂y in t + Dt. Hence, the first step is implicit in x and the second step implicit in y. The method is second-order and unconditionally stable. The equations reduce to a tridiagonal matrix and can be efficiently solved, which makes it attractive for storm surge models. The most common three-level scheme is the leapfrog scheme (also called the midpoint rule or step-over rule). This is second-order accurate and is given as: Un+1 = Un–1 + 2Dt . Fn 



(3.24)



Another scheme, referred to as the Milne–Simpson scheme, involves fitting a parabola to the values of Fn–1, Fn and Fn+1, which will lead to an implicit scheme. Young (1968) discussed 13 timedifferencing schemes. A discussion on the conservation of the energy of low-frequency waves in iterative time integration schemes is given in Kondo et al. (1982).
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3.3 



COMPUTATIONAL STABILITY AND CFL CRITERION



The storm surge Equations (3.12)–(3.14) are transformed into finite difference forms before numerical integration can begin. However, the time step chosen for the computation must obey the so-called Courant-Friedrichs-Levy (CFL) criterion, otherwise the computation will become unstable. The formal derivation of the CFL stability criterion for integration in time is as follows. Assuming a constant advecting velocity c, the equations of motion and continuity for the one-dimensional case are: ∂u ∂u ∂h +c +g =0 ∂t ∂x ∂x
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which is referred to as the CFL condition. As usual (in the atmosphere), c is an order of magnitude less than the phase speed of external gravity waves and is therefore often neglected, to give: gD



Dt 5
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Analysis
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Model



Model



Model



(b)



Analysis



Analysis



Figure 7.25. (a) M2 tide amplitudes (metres), model and harmonic analyses at (left panel) the Atlantic coastline and islands, (centre panel) Rio de la Plata, (right panel) Bahia Blanca. (b) As for (a) but for phases (degrees)



7.11. In the case of tides entering the shelf model, particularly through the southern boundary, modifications were applied to values provided by the global model. Differences were found among various bathymetric sources for the continental shelf, which altered the tidal propagation in the model. Topography was adjusted to represent shelf dynamics correctly. Additional calibration was necessary in Bahia Blanca for parameters in the wetting–drying process to properly represent the effect of the strong ebb currents in the navigable channels.



The typical set-up of a storm surge in Rio de la Plata during a south-westerly wind event is illustrated in Figure 7.26. Figure 7.27 illustrates a hindcast



Degrees latitude



Water level (m)



The shallow waters of the northern continental shelf, including Rio de la Plata and Bahia Blanca estuaries, are located in an area of strong meteorological cyclogenesis. A typical feature of this region



is the presence of upper-level troughs associated with frontal systems moving from south-west to north-east. These systems interact with the subtropical air masses to the north-east of Argentina, north of Uruguay and south-west of Brazil, and may lead to strong winds onshore and along the estuaries, resulting in disastrous flooding (Framiñan et al., 1999). Strong and persistent alongshore winds on the shelf, typically in winter, may also result in some coastal flooding of smaller magnitude, even in the inner estuaries. The more exposed, open coasts of Uruguay suffer the main damage with the combined effect of ocean waves.



Degrees longitude



Figure 7.26. Typical set-up of a storm surge in Rio de la Plata estuary during a south-westerly wind event



Figure 7.27. Water level at Buenos Aires due to the storm surge of 16–17 May 2000. Model data are hindcast
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Storm surge or total water level (m)



7-24



Figure 7.28. Storm surge at upper-mid estuary in Bahia Blanca. Modelled (full), observed (dotted) and observed total water level (dashed)



(dashed line) compared to hourly observations (dotted line) at Buenos Aires for the extreme case of 16–17 May 2000. The temporal and spatial scale of the phenomena allows surge–wave interaction to occur. Coupling with a wave model through roughness parameters improves the growth of the storm surge at its early stage (full line), as expected from theory (Komen et al., 1994). Bahia Blanca presents a different situation to that described for Rio de la Plata. Due to the relatively deep channels and short length of the estuary, the storm surge wave is fast and quickly modifies the usual tidal pattern of flooding and drying. The speed of the process represents a serious danger to human life. The surge is distorted along the estuary due to tide–surge interaction. Currents and friction are the main cause for interaction in deep channels,



while shallow-water effects are dominant in the large shallow areas. A phase shift of the storm surge is then produced between the shallow and deep areas. High resolution and accuracy in the currents is needed to reproduce correctly the frictional interaction. In such a scenario, the relative phase between the meteorological forcing and the tide can shift the peak of the storm surge several hours. A typical case of surge due to south-easterly winds produced by a storm extending over the adjacent shelf sea is shown in Figure 7.28. The numerical model (full line) is able to reproduce the modulation of the surge by its interaction with the tide. 7.2.3 



Baltic Sea (enclosed sea with low tidal range)



Storm surges in the eastern part of the Gulf of Finland (Figure 7.29) are well known and have caused floods in Saint Petersburg with disastrous effects. During such floods, the water level in the Neva River has risen considerably and the central part of the city has been submerged under water depths of over 2 metres. The 10 most severe floods recorded in the history of the city are listed in Table 7.12. The rise in the height of the water in the Neva is determined relative to a datum at the Kronshtadt foot gauge (corresponding to the average water level of the Baltic Sea near Kronshtadt). Flooding in Saint Petersburg tends to occur when the water rise is 160 centimetres over this datum. All the heights in the above table are cited relative to this datum. Flooding is categorized as dangerous (161–210 centimetres), specially dangerous (211–299 centimetres) and catastrophic (300 centimetres and higher). Of 299 recorded events,



Table 7.12. The 10 highest recorded floods at Saint Petersburg (centimetres) Source: Pomeranets, 1998



Date



Figure 7.29. The Baltic Sea and Gulf of Finland Source: The Baltic Sea Portal



Height



19 November 1824



421



23 September 1924



380



21 September 1777



321



15 October 1955



293



29 September 1975



281



2 November 1752



280



13 October 1723



272



12 November 1726



270



25 November 1903



269



16 November 1721



265



20 September 1706



262



30 November 1999



262
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Table 7.13. Domains of the nested three-level Baltic model Level of the model Parameter



The Baltic The Gulf of Sea Finland



Eastern part of the Gulf of Finland



Line number



53



38



123



Column number



27



80



127



Grid size (km)



30



5



1



Integration time step (s)



480



120



30



Maximum depth (m)



199



88



60



228 were dangerous, 66 specially dangerous and 3 catastrophic. Most flooding occurs in the autumn (184 of the 299 recorded were autumn floods, and out of these 135 were dangerous, 46 specially dangerous and 3 were catastrophic – the totality of this latter category). The last flood occurred on 15 November 2005 with a height of 178 centimetres. The hydrological conditions of the Gulf of Finland are dominated by the area’s complicated, enclosed



morphology, high numbers of active weather systems, the presence of significant fluvial input and the appearance and disappearance of seasonal ice cover. Numerical modelling methods are preferred for hydrological forecasting in this region. A numerical model of joint water–ice dynamics for the Gulf of Finland has been developed and operated at the Arctic and Antarctic State Scientific Research Institute (AARI) (Russian Federation). The model is two-dimensional and depth-averaged and includes parameterization of ice friction in water. It is described fully in 7.4. The operational system for the Baltic consists of three nested models whose domains are summarized in Table 7.13. In this application, ice thickness is considered to be constant both in time and in space and equal to 50 centimetres. Verification is carried out for sea level and the drift of ice cover. Validation of water-level fluctuations compared with field observation data at a number of stations in the Gulf of Finland (Figure 7.30) demonstrates the effectiveness of the model: mean absolute error is 10–20 centimetres, mean squared error is 15–25 centimetres and the correlation coefficient ranges from 0.7 to 0.9 over the five locations.



Water level (cm)



7.3 



Figure 7.30. Fluctuations in water level (centimetres) in the Gulf of Finland for the period 21–23 February 1990. Legend: 1 (solid line) actual; 2 (dashed line) estimated. Data are for the stations (a) Tallin, (b) Ust’-Neva, (c) Kronshtadt, (d) Strelna, (e) Institute of Mines
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Storm surges in the Arctic seas and seas covered by ice 



Arctic seas are complex and play a considerable role in the economy of the region. There is an increasing interest in the potential of the main thoroughfare of the Arctic, the Northern Sea Route. The bulk of settlements in the Arctic are located on the coasts or at the mouths of rivers. The Arctic shelf is rich in minerals, oil and gas. Hydrometeorological conditions in the Arctic seas, therefore, influence many aspects of the region’s economic activity. Numerical forecasts of non-cyclic sea-level oscillations on the Arctic shelf have been run on a regular basis since 1987. The earliest model was a depthaveraged two-dimensional surge model of the Arctic Ocean with a grid size of 30 nautical miles. In this first-generation model, the influence of ice cover on water mass dynamics was not taken into consideration, and therefore it was only used in the summer and autumn periods each year. From 1992, the effects of ice cover were included in a secondgeneration model. Since this time sea-level forecasts have been available for the entire year. The methods developed have now been used in the practical work of the AARI Ice and Hydrometeorological Information Centre for nearly 20 years. The current model grid and domain is shown in Figure 7.31.
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At the heart of the system is a joint water–ice dynamics model coupled to a two-dimensional storm surge model that accounts for ice friction in water. The numerical scheme employed is forward in time and centred in space. Quadratic formulations are used for both bed friction and the ice–water interface. Friction on the ice itself is taken to be equal to the friction on the water surface and estimated using an exponential function of the square of wind speed. A zero-flow condition is applied at solid lateral boundaries, and a radiation condition is used at open boundaries. An initial function for close ice is specified and ice thickness is taken to be constant at 2 metres. Estimation of ice redistribution is carried out on the basis of the transfer analysis method with flow corrections. A quiescent state is taken as the initial condition for water and ice. Surface atmospheric pressure and information about the distribution of fast ice and close drift ice in the defined area of water provide the initial



Figure 7.31. Domain of the AARI Arctic Ocean model  
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Figure 7.32. Flow diagram of the AARI sea-level fluctuation forecasting system in the Arctic seas that takes ice cover into account
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information for calculations. Ice charts are compiled from data obtained from coastal stations, ships and satellites. Fields for surface pressure are supplied by ECMWF at 24-hour intervals and transmitted in gridded binary (GRIB) code on a five-degree geographic grid. The poor temporal resolution (24 hours) of the forcing atmospheric pressure field has a negative effect on the quality of calculations. It is impossible to reproduce accurately rapidly developing surge events where the event lasts less than 24 hours. Storm surge
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situations that develop for 48 or more hours are better reproduced. From the hydrodynamic model various ice parameters can be calculated including close ice, ice drift speed and direction, pressing force, ice-speed divergence (ice rarefaction), sea-level fluctuation and the speed and direction of flows. A flow diagram depicting the numerical forecast method for sea-level oscillations in the Arctic seas is shown in Figure 7.32.



CHAPTER 8



INUNDATION MAPPING



The material in this section is adapted from Dube et al. (2010). Several countries are working on projects involving potential inundation mapping. In China, the production of flood maps has been in practice since 1986. The current objective is that all available flood-hazard mapping will be available on the Internet (see the United Nations Economic and Social Commission for Asia and the Pacific (ESCAP)– WMO report, 2007). A pilot project in the Philippines produced a preliminary flood-hazard map of flood-prone areas in the San Juan River Basin. Flood maps have also been produced for Kuala Lumpur in Malaysia, including maps showing minimum, moderate and severe flooding for the River Gomback basin. Most of these mapping projects have involved steady-state models for the generation of static-map libraries of inundated areas at different water levels. Maps from these libraries are then called up for application based on forecast flood heights.



8.1 



DEVELOPMENTS IN THE UNITED STATES



Inundation maps are based on predictions of water levels along the river reach and on the corresponding state of the terrain. The whole process of determining inundation mapping in coastal areas due to tropical cyclones involves meteorological forecasting (of storm track and intensity, and total precipitation), oceanographic, estuarine, and riverine hydrodynamic modelling (including wave



effects), watershed modelling of storm runoff and spatial mapping of inundation (Figure 8.1). In addition to the normal forecasts of surge timing and height, flood inundation maps are increasingly being requested by emergency managers and decision makers. Maps are needed not only of coastal storm surge, but also of inland flooding resulting from high rainfall associated with cyclones. In the United States, since NWS instituted a programme to model tropical cyclone storm surge, more fatalities occur from inland flooding resulting from tropical cyclones than from storm surge (not including statistics from Hurricane Katrina), although this is not the case in all areas of the world. Flood inundation maps are useful for advance planning, as well as for response during events and for assessment following their occurrence. Following Hurricane Floyd (1999), the State of North Carolina in the United States began a project to generate maps depicting inundated areas. This was the first NWS project involving the generation of libraries of inundation maps (Figure 8.2). The maps are based on steady-state hydraulic modelling of water surface elevations for incremented discharges. The alternative to the use of the steady-flow assumption and development of such map libraries is to estimate inundated areas in real time during, or immediately prior to, a flood, so that the particular characteristics of the rainfall and flood hydrograph



 



Figure 8.1. The suite of models required to simulate inundation from storm tides and upland flooding
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Figure 8.2. An example of an inundation map for the Neuse River near Clayton, North Carolina, United States Source: http://water.weather.gov/ahps2/inundation/inundation.php?wfo=rah&gage=clyn7



are well represented in the hydraulic modelling. The limitations of this approach are that the models must be run operationally in real time for each event and that the results must be distributed quickly to emergency management officials and all other interested parties. Moreover, there will be some uncertainty in the forecast flows for which the inundation modelling is to be conducted. A recent pilot project in the United States to test and evaluate dynamic mapping concluded that ongoing efforts in static mapping should be fully tested and evaluated before embracing the implementation of operational, real-time (dynamic) inundation mapping (NWS, 2008a, b). Several different approaches have been taken to develop inundation maps. These include: (a) Making the assumption that a storm surge of a given height will inundate or impact up to the corresponding land contour of the same height; (b) Pre-generating a library of maps for a range of water levels (static maps);



(c) Generating inundation maps from real-time forecasts of water level (dynamic maps) based on unique features of a given event. Although dynamic mapping might seem the best option, implementation can be difficult and costly. Examples of static maps are presented by Bales et al. (2007). These authors generated a set of profiles of the levels of the water surface at 0.305-metre (1-foot) increments for a reach of the Tar River. Based on these profiles, a water-level elevation was assigned to each cross section in the reach; the water was assumed to be level over the cross section, which is consistent with the one-dimensional modelling approach. Waterlevel elevations between cross sections were estimated using a spline interpolation. Inundated areas were identified by subtracting, for each grid cell, the elevation of the water surface from that of the land. An automated procedure was developed to identify all inundated cells that were
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hydraulically connected to the cell at the downstream-most gauge in the model domain. This process resulted in a set of inundation-map libraries for each modelled reach. Inundation polygons were merged with a variety of other geospatial data to provide information for flood mitigation and emergency response. At the time of writing, NWS does not use two-dimensional hydraulic models for operational purposes, so tests and pilot projects developed for dynamic maps have mainly focused on areas for which the one-dimensional approach is valid or can be approximated. However, in the pilot project for St. Johns River, Florida, there was an opportunity to test the coupling by using the one-dimensional hydraulic model to generate flow outputs that were used in turn as inputs for a two-dimensional estuarine model. The estuarine model was also used to forecast salinity and temperature. Currently, the strategy within the United States is to develop static maps for flood-prone areas and gradually develop hydrodynamic models for estuaries to provide real-time flood maps. The increased demand for probabilistic inundation maps by emergency managers is being recognized, but still remaining is the need to develop operational procedures, including priorities for addressing mapping uncertainty.



8.2 



A CASE STUDY: THE INDIAN COAST AT ANDHRA PRADESH



Th remaining sections of this chapter provide an example of a case study of the Indian coast at Andhra Pradesh (Rao et al., 2007). Rao (1968) classified the Indian coastline into three categories based on combined storm surges and wind waves. According to this classification, the Andhra coast of India from 14 to 16.5 degrees north falls principally into the B-category (2- to 5-metre surges), with a short C-category belt (greater than 5-metre surges) near Nizampatnam Bay. According to an analysis of historical records by Jayanthi (Jayanthi, N., 1999: oral presentation – Storm Surge and its Risk Assessments over the Coastal Areas of Bay of Bengal and Arabian Sea, at: National Conference on Tropical Meteorology (Tropmet 99), Chennai, India, 16–19 February 1999), the Andhra coast is prone to be high risk with a small very high-risk zone near Nizampatnam Bay. The disastrous storm surges that occurred during 1977 and 1990 near Machilipatnam further support this categorization of the dangers of this coastline. In recent years, there has been considerable concern regarding the vulnerability of coasts due to cyclones and associated surges in view
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of projected rises of sea level due to global warming. In this section, we have undertaken, as a case study, the development of a disaster management plan for cyclones and associated storm surges in the nine coastal districts of the State of Andhra Pradesh. Based on historical cyclone data, through a simple statistical analysis, delta P (the atmospheric pressure deficit) was determined for cyclones making landfall on the Andhra Pradesh coast for return periods of 2, 5, 10, 25 and 50 years. The storm surge model developed by IIT–Delhi was run with the data values for a set of synthetic tracks, which were developed by compositing actual tracks, ensuring that each coastal district was covered. The results of the computer simulations, calibrated with observed surge data for each region of the coast, provided maximum probable surge amplitudes at the mandal level, which is the administrative unit immediately below the district level. A generally accepted procedure when determining the extent of land inundation by a storm surge is to assume that a water level of 5 metres at the coastline would have an impact up to the 5-metre land contour, and similarly for other depths. This is a standard approach when very detailed orographic information is not available, although it might somewhat overestimate the extent of inundation. It is an acceptable approach for coastal zone stormmitigation planning purposes. In summary, the approach to determine the physical vulnerability is as follows: (a) A database of tropical cyclone-generated storm surges impacting the Andhra Pradesh coast was constructed from data from IMD and from several other national and international sources. (b) Because of climate change, projections into the future were limited to 50 years. All the available cyclone tracks for Andhra Pradesh were synthesized into composite tracks to cover each of the coastal districts of the state. (c) Making use of the projected pressure drop, the IIT–Delhi storm surge model was applied using the synthetic tracks to determine the maximum possible storm surge amplitude, during a 50-year period, at various locations along the Andhra Pradesh coast. (d) The total water-level envelope (TWLE) was determined by superimposing the tidal amplitudes and the set-up of wind waves on the surge amplitudes. (e) The determined water levels were then projected onto the coastal land using data on onshore topography to demarcate the horizontal extent of inundation.
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(f) Maps of regions subjected to possible wind damage from cyclones were also prepared. This conservative approach may slightly overestimate the extent of inundation, but it is appropriate for hazard mitigation and for coastal zone management, and is widely used around the world. 8.2.1 



Maps of physical vulnerability for the coastal districts



Mapping of inundation by storm surge and of r e g i o n s s u b jected to wind damag e was performed for the districts of Prakasham



 



(Figure 8.3) and Guntur (Figure 8.4) of coastal Andhra Pradesh. The maps of physical vulnerability were prepared for four scenarios – (a) frequent (10 per cent annual recurrence interval), (b) infrequent (2 per cent annual recurrence interval), (c) a future climate scenario resulting in an intensification of the pressure field by 5 per cent and (d) a more extreme case of intensification of 7 per cent. The three large rivers in Andhra Pradesh, Godavari, Krishna and Pennar, are subject to storm surge penetration. The extent of this was determined by projecting the surge water levels into the rivers. For this, it was assumed that, for a river with many meanders, the storm surge would



(a)  (a)



(a) Guntar District land inundation map Mandals affected by storm surge



 



 



 



Frequent occurrence 50 years return period Global warming (likely scenario) Global warming (extreme situation)



(a)  



(b) Guntar District wind map Mandals affected by strong winds >64 knots



(b) (b)    



 



Frequent occurrence 50 years return period Global warming (likely scenario) Global warming (extreme situation)



Figure 8.3. (a) Map of land inundation by storm surge, and (b) regions affected by cyclonic winds for Prakasham District, Andhra Pradesh, India



(a)  



(b)  
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penetrate 10 per cent further than on land, and for a river with few meanders the penetration would be 15 per cent more. These assumptions are based on actual observations of storm surge penetration through these rivers (Murty, 1984). Physical-vulnerability maps for storm surge penetration up the rivers were then prepared (Figure 8.5 illustrates the estimation for the Krishna River).



8.2.2 



Social vulnerability



Social vulnerability was estimated for physically vulnerable mandals. By using the available data on population and other factors, along with the physical-vulnerability maps, overall index maps of cyclone vulnerability were developed. Figure 8.6 shows the map for one of the districts of coastal Andhra Pradesh.



 



 



(a) Guntar District land inundation map Mandals affected by storm surge



 



(b)
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Guntar District wind map Mandals affected by strong winds >64 knots



Frequent occurrence years return period (a) 50 Global warming (a)   (likely scenario) Global warming   (extreme situation)



(b) Frequent occurrence (b)   50 years return period   Global warming (likely scenario)



Global warming (extreme situation)



Figure 8.4. (a) Map of land inundation by storm surge, and (b) regions affected by cyclonic winds for Guntur District, Andhra Pradesh, India



(a)  



(a)   (b)  
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Frequency occurrence 50 years return period Global warming (likely scenario) Global warming (extreme situation)



Figure 8.5. Estimated storm surge penetration through the Krishna River system



Note: 1. Missing data Children below 6 years Children between 6 to 14 years 2. Missing weightage points 9 points



Affected mandals



35–49 50–64 65–80 80–95 Unaffected mandals



Figure 8.6. Map of overall cyclone vulnerability for Prakasham District, Andhra Pradesh, India



CHAPTER 9



storm disaster preparedness: findings of the jcomm etws survey of national agencies 9.1 



INTRODUCTION



Following the JCOMM-I mandate to assess the state of the art in operational storm surge numerical models and existing basic information sources, ETWS conducted a survey among Members and through IOC contact points. For the first time, an overview of operational practice regarding storm surge prediction has been documented. The compilation of the results is intended to enrich the group’s expertise and provide a reference point of guidance for Members. The information provided in this chapter is exclusively based on the 20 responses that were received to the questionnaire. Figure 9.1 illustrates the geographical areas covered by the survey, including the distribution of areas prone to storm surges and those covered by observations and operational or pre-operational storm surge models, as reported in the responses. Half of the responses answered all sections completely, that is, section A on data records and section B and C on operational forecasting systems. In five cases there is no operational



 



model or forecast, although observations are supported. In another five cases, details on instruments and data have not been provided.



9.2 



BASIC INFORMATION ON STORM SURGES



9.2.1 



Observational data



The results of the enquiry on basic data sources confirm that measurements of sea level are extensive but regular measurements of current are still rare and limited to the most advanced countries and institutions. Digital sea-level records have been available since the 1950s, although a major change in technology is widely noted in the 1990s. Nevertheless, a few analog instruments in operational use are still reported. The meteorological offices running storm surge models do not usually manage sea-level data on their own. Data are shared among institutions, in



Figure 9.1. Geographical areas from which responses were received to the ETWS survey. Red dashes indicate areas prone to storm surges. Blue dots indicate areas covered by observations. Green dashes indicate areas covered by operational or pre-operational storm surge models.
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most cases in real time. About half of the responses reflect the use of metadata, in some cases well documented. Other agencies in the countries surveyed did not respond, probably not being responsible for the data management. Climatological analysis of extreme values is done on these databases in most cases. Table 9.1 summarizes the responses concerning basic information on storm surges. 9.2.2 



Hindcast databases



The number of different ways of creating hindcast databases on storm surges are revealed by the survey. Databases maintained from operational runs, whose records depend on the period of operation of the models, are not very extensive, with eight years of data being reported at most. Case studies of extreme events are almost always carried out after the event, usually to assess the model – these kinds of studies do not (and are not intended to) ensure completeness for the climatology of extreme events. Except for a few cases, the models used are the same as the operational ones. However, extensive hindcast databases are reported as the outcomes of two European projects and also projects from Hong Kong, China and the Russian Federation (see Table 9.2).



9.3 



OPERATIONAL AND PRE-OPERATIONAL NUMERICAL MODELS



Only 5 of the 20 responses to the survey received reported not running an operational or pre-operational storm surge model. The information collected on storm surge models in use is detailed in Tables  9.3–9.6. A wide variety of uses of sea-level observations in real time in conjunction with numerical prediction is indicated, for example, correction of forecast bias, assimilation of initial conditions, blending in of bulletins with the forecasts, application of regression and empirical methods, and model validation. 9.3.1 



Model characteristics



Approximately 75 per cent of the applications use two-dimensional models and some use finer nested grids. Resolution ranges from 10 to 20 kilometres for regional models to 1 kilometre or finer for nested grids in the coastal regions. Two-dimensional models are especially suitable for ensemble



forecasting. Table 9.3 compiles the information received concerning the model features. 9.3.2 



External forcing



Most of the applications are forced by the most significant tidal constituents at the open boundaries, with a boundary definition for storm surge estimated from atmospheric pressure (inverted barometer). Extra-tropical storm surge models use forcing winds from high-resolution national NWPs, whereas tropical cyclone surge models derive winds from parametric models of storm track and intensity (Table 9.4.). 9.3.3 



Products and dissemination



The forecast ranges of most of the operational applications are from 36 to 72 hours, although a forecast range as long as 120 hours has been reported. The predictions of surges generated by tropical cyclones have shorter ranges, usually under 12 hours. Products derived from the numerical models are diverse and include time-varying sealevel (surge) forecasts at specified locations and also charts, including local peaks and maxima charts, outputs for flooded areas, currents, and oil spill drift and spread. One report was received of the application of a statistically derived scale of risk for set-up (floods) as well as for abatement (navigation risk). Responses of the community to the enquiry about additional requirements from predictive models include increased information on flooded areas, the evolution of oil spills and surface currents (Table 9.5). 9.3.4 



Verification procedures



The performance of operational and pre-operational storm surge models is monitored, in most cases, on a continuous basis (see Table 9.6). The sea-level products considered for the validation are either complete time series, peak levels or levels at selected times (such as high and low waters). The statistical parameters obtained, usually for different forecast ranges, are varied. The bias, RMS, standard deviation, average percentage error, linear regression (correlation coefficient) and the relation of standard error to mean square deviation are chosen by the different services. Statistics are provided either with a monthly or yearly frequency or may be related to the occurrence of major storms. The reader is referred to Chapter 6 for a more detailed treatment of verification procedures.
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Table 9.1. Basic information on storm surges (SL: sea level; ADCP: acoustic Doppler current profiler) Stations



Parameter



Period



Instrument



Digital/ analog



2



SL



1986–present



Stevens type A



D/A



21. Further information: http://www. puertos.es



SL



1992–present



15 acoustic, 7 pressure



D



SL, current



Nineteenth century– present (SL), 1990s (current)



D



SL



ISDM gauge



North Sea,Baltic, Skagerrak coasts



Pressure, buoy



66



SL



1960–present



25



SL



1970–present



22 well-type tide gauges, 3 radar-type



Analog since 1845, digital since 1950



Tide gauges, vectoraveraging current meters, ADCP



SL, current



Climatology



Country



Yes



Mauritius



Sensors, units, models



Trends, extremes, main regimes



Spain



Yes: Web-based. Further information: http://www. edios.org/



Yes



Denmark



D 53 float gauges with stilling wells, 12 acoustic, 1 pressure



170



Metadata



Canada



D



Location, datum versus ground elevation



Maxima



Japan



D



Yes: Web-based



Maximum SL return periods



Republic of Korea



D



SL: other institutes. Currents: position, depth, start and end date, interval types of instrument



Extreme value analysis, return periods



Germany



None



River inflow, evaporation, precipitation, ice cover for model



Kazakhstan



7



SL



Earliest 1921, 3 new



Staff gauge



D



18



SL



Early 1900



Well-type



D



North-east coasts. Other services



SL



10 years or more



Various



Sweden Netherlands Risk-areas mapping. Extreme heights for sensitive areas



France



D (all)



Station name, location, type of instrument, data period and availability (%)



Maximum SL return periods



Hong Kong, China



D since late 1990s



Location, start date, programme, type of instrument, accuracy



Frequency over threshold. Maxima, 1961–2000



Latvia



Other services



SL



SL



SL: hourly 1954–1987. Since 1988, 1-minute SL maximum. Events, 1906–1953



Since 1992



Staff gauges, float and pressure recorders
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Stations



Parameter



Period



Instrument



Digital/ analog



Metadata



1



Current



Since December 2002



ADCP



D



Documents



44



Date and location



SL monthly means



Ecuador



Analysed



Surge peak, extent of damage (number of people), inland inundation (km)



Analysis of maxima, return periods



India



Tide gauges



Documented. Further information: http://www. pol.ac.uk/ntslf



Tide gauges, others



D/A



SL



Since 1980



Tide gauge, Stevens



D/A



SL



Hourly



Slovenia



Russian Federation



Up to early nineteenth century, field experiments



Since 1582



Country



Positive and negative surge, averaged maximum, different periods



SL, current



SL



Climatology



D



United Kingdom



Table 9.2. Hindcast databases on storm surges Source



Model



Period



Country



EU HIPOCAS project, operational



HAMSOM, Nivmar



1958–2002, 1998–present



Spain



EU STOWASUS-2100 project. See: http://web. dmi.dk/pub/STOWASUS-2100/



Climate storm surge model, non-operational



1958–2002



Denmark



Events, case studies



Operational



1998–present. Events



Japan



Case studies



Operational



1997–present



Republic of Korea



Continuous and case studies



Operational



2002–2004, 2005–present



Argentina



Case studies



Operational



1962–1999



Germany



Case studies. Simulations



Operational



1940–2004



Kazakhstan



Case studies



Operational



1999



France



Extensive



Operational



1947–2004



Hong Kong, China



Extensive and case studies



Operational



1948–2004



Russian Federation



Maximum envelope of surge water EU STOWASUS-2100 project



India Operational



1958–2002, 1992–present



United Kingdom
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Table 9.3. Features of operational and pre-operational storm surge models (nmi: nautical miles) Model



Area



Type



Grid



Country



HAMSOM, Nivmar



Mediterranean Sea and Iberian Peninsula



Vertically integrated barotropic



10 minutes



Spain



North Sea, Baltic Sea



2-D hydrodynamic



Finite difference 9 nmi, 3 nmi, 1 nmi, 1/3 nmi



Denmark



Mike 21 pre-operational 3-D 2-D finite element MOG2D Coupled ice– ocean NPAC



Grand Banks, Newfoundland, Labrador NE Pacific, 120°W–160°W, 40°N–62°N



3-D circulation based on the Princeton Ocean Model



Approximately 20 km x 20 km Finite difference curvilinear C-grid 1/8 degree



Canada



JMA Storm Surge



23.5°N–46.5°N, 122.5°E–146.5°E



2-D linearized shallow water



Staggered Arakawa C-grid. 1 minute latitude/longitude



Japan



KMA Storm Surge



20°N–50°N, 115°E–150°E



2-D barotropic surge and tidal current based on the Princeton Ocean Model



Approximately 8 km x 8 km, finite difference curvilinear C-grid 1/12 degree



Republic of Korea



NIVELMAR



Portuguese mainland coastal



Shallow water



1 minute latitude x 1 minute longitude



Portugal



SMARA storm surge



BSH circulation (BSHcmod) BSH surge (BSHsmod)



Caspian Storm Surge



Shelf sea 32°S–55°S, 51°W–70°W.



2-D depth-averaged



Caspian Sea 36°N–48.5°N, 45°E–58°E North Caspian Sea 44.2°N–48°N, 46.5°E–55.1°E



Argentina



1/20 degree latitude x 1/20 degree longitude



Rio de la Plata



North-east Atlantic, North Sea, Baltic



Geographical Arakawa C-grid, 1/3 degree latitude x 1/3 degree longitude



3-D hydrostatic circulation 2-D barotropic surge



Regional spherical, North Sea, Baltic 6 nmi, German Bight Western Baltic, 1 nmi, surge North Sea, 6 nmi, north-east Atlantic 24 nmi



Germany



2-D hydrodynamic, based on MIKE 21 (DHI Water & Environment)



10 km x 2 km



Kazakhstan



HIROMB/NOAA



North-east Atlantic, Baltic



3-D baroclinic



C-grid, 24 nmi



Sweden



WAQUA-inSimona/DCSM98



Continental shelf 48°N–62°N, 12°E– 13°E



2-D shallow water, ADI method, Kalman filter data assimilation



1/8 degree longitude x 1/12 degree latitude



Netherlands



Derived from MOTHY oil spill drifts model



Near-Europe Atlantic (Bay of Biscay, Channel and North Sea) 8.5°E–10°E, 43°N–59°N West Mediterranean basin (from the Strait of Gibraltar to Sicily)



Arakawa C-grid



Shallow-water equations



Restricted area in overseas departments and territories SLOSH



Sea area south of Hong Kong within 130 km



5’ of latitude x 5’ of longitude



France



Finer meshes



Finite difference



Polar, 1 km near to 7 km, South China Sea



Hong Kong, China
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Model



Area



Type



Grid



Country



Short-term sea-level and current forecast



Caspian Sea and near-shore low-lying zones



3-D hydrodynamic baroclinic



3 nmi horizontal, 19 levels



Russian Federation



IIT–Delhi, IIT– Chennai, NIOT–Chennai



East and west coasts of India and highresolution areas



Non-linear, finite element, explicit finite element



For example, for inundation model average spacing of 12.8 km offshore direction and 18.42 km along shore



India



CS3 tide surge



North-west European shelf waters



Finite difference, vertically averaged



C-grid 12 km, nested finer resolution



United Kingdom



Table 9.4. External forcing provided to operational or pre-operational applications Wind



Open boundaries



Source



Update



Spatial resolution



Surge



Tides



INM (HIRLAM)



Twice daily, input every 3 hours



0.2 degrees



Inverse barometer



MOG2D model



Air pressure, atmospheric effects



North bound: Obeskommando der kiriegsmarine (Naval High Command, Germany, 1943), 10 constituents



DMI HIRLAM



6 hours, hourly input



5 km



Country



Spain



Denmark



South bound: Admiralty Tsales, 4 constituents MSC United States Navy COAMPS



KMA mesoscale model (MM5)



Input every 3 hours, daily. Daily 48-hour forecasts, 6-hourly



Input every 3 hours, daily Daily 48-hour forecasts, 12-hourly



ECMWF 10-m wind NCEP GFS (analyses) SMN (Argentina) Eta model (forecasts)



DWD (German Weather Service): global GME Local LM (Europe)



Approximately 24 km x 24 km



Approximately 30 km x 30 km



Fixed seasonal conditions. Radiation



Tide model Topex altimeter inverse model



Radiation, zero flow normal to sea–land interface



Harmonic analysis of tide-gauge data



Japan



Air pressure, atmospheric effects



Tide model and harmonic analysis of tide-gauge data



Republic of Korea



1 degree latitude x 1 degree longitude Every 6 hours



Every 3 hours



Portugal



Approximately 0.47 degrees latitude x 0.47 degrees longitude 1/3 degree latitude x 1/3 degree longitude



Approximately 40 km Twice daily Approximately 7 km



Canada



Circulation: two-way nesting, monthly climatological temperature and salinity inflow through buffer layer Circulation and surge: radiation, surge from north-east Atlantic model



Schiwdersky atlases, 5 constituents open sea Kelvin wave interpolation from stations at mouth of estuary



Argentina



North Sea 14 constituents



Germany
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Country



Source



Update



Spatial resolution



Surge



ECMWF global



120 hours every 6 hours



1.5 degrees latitude x 1.5 degrees longitude



Closed boundaries (coarse). Nesting



HIRLAM



Hourly



22 km



Calculated tidal components



Sweden



HIRLAM (NL-KNMI)



Update 6 hours, 1 hour



0.2 degrees



10 tidal components tuned from ocean models



Netherlands



IFS



6 hours



0.5 degrees



ARPEGE



3 hours



0.25 degrees



Tide components from past observations



France



ALADIN



3 hours



0.1 degrees



Inverted barometric radiation for current, normal zero at coastline Tropical cyclone track, size and intensity



Predicted astronomical tides



Hong Kong, China



LAAM



Twice daily, input every 6 hours



75 km



Tides



Kazakhstan



River runoff. Ice conditions



Russian Federation



Pressure drop Radius of maximum wind



Objective analyses of synoptic observations



Maximum wind speed



India



Forecast landfall Motion of the storm United Kingdom mesoscale model



Inverse barometer



Larger-scale model



United Kingdom



Table 9.5. Products and dissemination of operational storm surge numerical predictions Model output



Range/time interval



Real-time data use (routine)



Applications



Country



Storm surge



72 hours



Assimilation



Water-level forecast



Spain: http://www.puertos.es



Water level and currents



54 hours, hourly, 4 times per day



Remove bias of local forecast. Autoregressive filter



Water level, oil drift calculations



Denmark: http://www.dhi.dk



Water level at locations. Surface height anomaly. Local time series



2 days 48 hours, 6-hourly



Real-time height anomalies from gauges, comparisons



Water level, surface currents, drift



Canada: http://www.mar. dfo-mpo.gc.ca/ science/ocean/ icemodel/ice_ocean_ forecast.html



Time series of sea level and surges



33 hours



Under development



Time series of sea level and surges



Japan



Time series of sea level



2 days. 48 hours, 12-hourly



Empirical methods combine model and real-time data.



Time series of sea level



Republic of Korea



Sea level and currents



120 hours



Sea level and currents



Portugal



Water level and mean current, surge



48 hours



Water-level forecasts



Argentina
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Real-time data use (routine)



Applications



Country



Empirical methods combine model and real-time data.



Water-level and current forecasts. Drift, oil-spreading calculations



Germany



Current and water level, maps of water depth, P and Q fluxes, time series



Initial conditions with empirical methods



Local predictions. Weekly bulletins



Kazakhstan



Sea-level maps, time series, Web presentations for internal use



Comparisons, internal use



Water-level forecasts, drift calculations, currents



Sweden



Data assimilation



Water-level/surge forecasts for the coast



Netherland



Water-level forecasts



France



Model output



Currents, water level, temperature, salinity, ice thickness and compactness



Range/time interval Circulation: 72 hours, starting from 12 hour meteorological forecast once a day Surge: 2 per day, 84 hours water level



Sea-level maps and selected locations



48 hours, maps every 3 hours, 10 minutes at selected points



GRIB and BUFR data files



48 hours, fields hourly, 5 minutes t ports



Maximum sea level and tides at locations, table of hourly sea levels



18 hours before and 12 hours after the closest approach of the cyclone



Combination in bulletins



Storm surge forecasting



Hong Kong, China



Sea level, 3-D currents, flooded areas



48 hours, 1 hour



Forecast regressionbased positive/negative surge



Water-level forecasts, flooding, others



Russian Federation



Peak surge and inundation



48 hours, 3 hours



Forecasts for the case of tropical cyclones



India



STFS



36 hours



Hindcast, forecasts



United Kingdom



Bulletins, marine forecasts



El Salvador



Validation
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Table 9.6. Verification of operational and pre-operational storm surge models (sea level) Method



Time period/frequency



Country



Case studies, comparisons with observations



15 years of tropical cyclone events overseas



France



Events, hindcast peak surges, biases and RMSE, collocations. Time series



Continuous



Japan



Events, hindcast peak surges, biases and RMSE. Time series, water level at selected stations



Monthly



Republic of Korea



Full range of statistics



Monthly



United Kingdom



RMS, others



Pre-operational validation



Russian Federation



See: http://www.puertos.es



Real time



Spain



Mean absolute percentage error on the 3 highest high waters at a set of predefined stations as a function of forecast range every 6 hours. Running means are applied for 12 months and averaged for the 18 stations. Refer to Section 7.2.1



Continuous: see: http://ocean.dmi.dk/ validations/surges/background.uk.php



Denmark



Research mode



India



Water level at selected stations



Canada



0-hour forecast at stations



Not continuous



Portugal



Storm surge case studies and continuous at selected locations



Monthly



Argentina



Statistics of deviations from measured data. Forecasts within 12 hours, corresponding to high or low waters. 0-hour not done. Additional parameters. Refer to Section 7.2.1



Yearly



Germany



Peak storm surge height, linear regression



1947–1998



Hong Kong, China



Parameters according to pre-established norms, mainly relation of standard error to mean square deviation



Kazakhstan



Comparison with observations and specific campaigns



Sweden



RMS, bias, standard deviation, for main locations



Since 1994



Netherlands
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aCRONYMs



2DDI 3Dvar 4Dvar AARI 



two-dimensional depth-integrated three-dimensional variational four-dimensional variational Arctic and Antarctic State Scientific Research Institute (Russian Federation) AARI CLGME AARI Ice and Hydrometeorological Information Centre ADCIRC Advanced Circulation Model (United States) ADCP acoustic Doppler current profiler ADI alternate direction implicit ANN artificial neural network BMRC Bureau of Meteorology Research Centre (Australia) BODC British Oceanographic Data Centre Courant-Friedrichs-Levy CFL CLGME Ice and Hydrometeorological Information Centre (Russian Federation AARI) DCSM Dutch Continental Shelf Model Danish Hydraulic Institute DHI DMI Danish Meteorological Institute DOI digital object identifier DWOPER Dynamic Wave Operational Model (United States NWS) ECMWF European Centre for Medium-Range Weather Forecasts EPS Ensemble Prediction System (ECMWF) ESCAP Economic and Social Commission for Asia and the Pacific ensemble transform Kalman filter ETKF ETOPO2 2-Minute Gridded Global Relief Data (United States NGDC) ETWS Expert Team on Wind Waves and Storm Surges (JCOMM) EU HIPOCAS see HIPOCAS EU STOWASUS see STOWASUS FEMA Federal Emergency Management Association (United States) FLDWAV Flood Wave (one-dimensional hydraulic model, United States NWS) Global Atmospheric Research Programme GARP (WMO–ICSU) GEBCO General Bathymetric Chart of the Oceans GFS global forecast system GIS Geographical Information System GMT Greenwich mean time GRIB gridded binary code GSHHS Global Self-consistent, Hierarchical, High-resolution Shoreline Database GTS Global Telecommunications System GWCE generalized wave continuity equation HA harmonic analysis



HIPOCAS 



ICSU 



IFS IHO IIT IMD IOC JCOMM JMA JST KMA KNMI LAM MLP MM5–KMA MOGREPS MPI NAE 



NCEP NGDC NHC NOAA NOC NOOS NORI NOS NWP POL RBF RDAPS 



Hindcast of Dynamic Processes of the Ocean and Coastal Areas of Europe (funded by the Energy, Environment and Sustainable Development Programme of the European Commission) International Council for Science (formerly International Council of Scientific Unions) integrated forecasting system International Hydrographic Organization Indian Institute of Technology India Meteorological Department Intergovernmental Oceanographic Commission Joint Technical Commission for Oceanography and Marine Meteorology Japanese Meteorological Association Japan Standard Time Republic of Korea Meteorological Administration Royal Netherlands Meteorological Institute limited area model/local area model multilayer perception Mesoscale Model 5 (Republic of Korea KMA) Met Office Global and Regional Ensemble Prediction System message-passing interface North Atlantic and European atmospheric model (United Kingdom Met Office) National Centers for Environmental Protection (United States NWS) National Geophysical Data Center (United States NOAA) National Hurricane Center (United States NWS) National Oceanic and Atmospheric Administration (United States) National Oceanography Centre (United Kingdom) North West European Shelf Operational Oceanographic System National Oceanographic Research Institute (Republic of Korea) National Ocean Service (United States NOAA) numerical weather prediction Proudman Oceanic Laboratory radial basis function Regional Data Assimilation and Prediction System (Republic of Korea KMA)
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root mean square root mean square error Regional Specialized Meteorological Centre Regional Tide/Storm Model (Republic of Korea KMA) Southeast River Forecast Center (United States NWS) Sea, Lake and Overland Surges from Hurricanes model (United States NOAA) Servicio Meteorológico Nacional (Argentina) Special Program to List Amplitudes of Surges from Hurricanes (United States NWS) Regional Storm, Wave and Surge Scenarios for the 2100 Century (funded



TC-LAPS TCP TCWC tf TWLE UKCMF UKMO UT UTC WMO 



by the Environment and Climate Research Programme of the European Commission) Tropical Cyclone Limited Area Prediction System (Australia) Tropical Cyclone Programme (WMO) Tropical Cyclone Warning Centre (Australia) forecast lead time total water-level envelope United Kingdom Coastal Monitoring and Forecasting United Kingdom Met Office Universal Time Coordinated Universal Time World Meteorological Organization



www.wmo.int WMO-No. 1076



P-WDS_11671



GUIDE TO THE GLOBAL OBSERVING SYSTEM



Guide Storm Surge Forecasting



WMO-No. 1076



























des documents recommandant







[image: alt]





Guide to Storm Surge Forecasting - WMO Library 

United States Navy have been applying ADCIRC as a storm surge model for specific research and ...... Source: The Baltic Sea Portal figure 7.28. storm surge at ...










 


[image: alt]





Historical Storm Surges and Storm Surge Forecasting ... - WMO Library 

22 yi vuwin ukuze. Output from case 06_051602. QUB|CLK|| TPK|| TBT tab ... 19 20 21 22 23 24 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24.










 


[image: alt]





Recent Developments in Storm Surge Prediction ... - WMO Library 

It can be seen from Figure 2 that there is a maximum surge of about 7m to the south ... computed surge contours along the Myanmar coast are shown in Figure 3.










 


[image: alt]





Operational Storm Surges Forecasting in an Estuary - WMO Library 

SPC-LA is the contracting authority whereas MÃ©tÃ©o-France is the ... surface wind) ; turbulence ; torrent and river flows ; dry areas in the computational domain. (inter-tidal flats). ... The last task updates a web site which presents the model.










 


[image: alt]





Recent Developments in Storm Surge Prediction ... - WMO Library 

Detected as a low-pressure area over the southeast bay and adjoining ... Thus the total water level at Chittagong is about 7.3 m, which compares well with.










 


[image: alt]





Storm Surge forecasting for the Arabian Sea - Boram LEE 

model uses a curvilinear boundary and a non-uniform offshore grid spacing adjacent to ... using the post-processing software â€œGeneric Mapping Tools (GMT)â€�.










 


[image: alt]





operational storm surge forecasting at japan ... - Boram LEE 

(MSM) of JMA (Saito et al. 2006) are used for extratropical cyclone cases. FIGURE 1 â€“ ANNUAL MEAN POSITION ERRORS OF 24-, 48- and 72-HOUR.










 


[image: alt]





abnormally high storm waves observed on the east ... - WMO Library 

measurement stations, the significant wave height reached at its maximum of 9.69 m with the ... measured by the pressure-type wave gauges (WTG-128M).










 


[image: alt]





abnormally high storm waves observed on the east ... - WMO Library 

During 23th to 24th October in 2006, abnormally high storm waves attacked the .... time period, the pressure gradient was almost exactly crosswise to the long ...










 


[image: alt]





Untitled - WMO Library 

Ararangu. CO0OOOO. Jacinto a. Machado. Balneário Arroio do Silva. Sombrio. TUO. 各级公益. MEDIUN. TOOD. Praia Grande. Santa Rosa. - do Sul. Sao João.










 


[image: alt]





PP-WMD - WMO Library 

6) Operational shipment and deployment, including rapid response options;. 7) Cooperation with developing countries in terms of drifter deployment and ...










 


[image: alt]





Operational forecasting of tropical cyclones storm 

Feb 6, 1997 - O NANO COURANT (cm/s) 25/1/83 10 UTC -4. :4W ... currents (cm/s) 25 January 1983 at 10 utc. 166Â°00' ... Because of that, real-time tropical.










 


[image: alt]





list of recommendations - WMO Library 

National/Regional Buoy Operators,. Wave research community. Expand the use of remote sensed measurements (e.g. wave radar, satellite) in assessment.










 


[image: alt]





Economic Forecasting - Texas Public Library Directory 

short samples available in most forecasting applications. A related .... price momentum or reversals, valuation mea- sures such as the priceâ€“earnings or book-to-.










 


[image: alt]





operational forecasting of tropical cyclones storm surges at ... - EU.org 

This effect called the inverted barometer effect is the hydrostatic answer ... over the United States coast, the BMRC storm surge model (Hubbert et al. 2. ) ..... figure 2 : Tropical cyclone Nano over Hao atoll (French Polynesia): modelled ... Konish










 


[image: alt]





operational forecasting of tropical cyclones storm surges at ... - EU.org 

The following splitting parameters are used : Na=6 or Na=8 and Np=1. 3. Bathymetry ... 141. Pointe Fouillole. David 1979. 37. 25. Le Robert. Allen 1980. 59. 53.










 


[image: alt]





A Practical Guide to Forecasting Financial Market Volatility - Dl4a.org 

review papers ('Forecasting Financial Market Volatility: A Review' in the Journal of ... This book is intended for first- and second-year finance PhD students ... wherert is the return on day t, and Âµ is the average return over the T-day period. ...










 


[image: alt]





A Practical Guide to Forecasting Financial Market Volatility - Dl4a.org 

I am very grateful to Clive for his teaching and guidance in the last few years ...... Theoretical modelling of this issue so far assumes the price process .... the task of forecast evaluation given the difficulty in estimating fourth ...... squares 










 


[image: alt]





The Storm Knights' Guide to the Possibility Wars.pdf 

others the art of survival. Now your talents are ... Equipmenl: Survival Kit and. Camping Gear ...... plates: one for yow "normal" sell,one for yow shapeshifted ...










 


[image: alt]





Uncertainty in ensemble forecasting of species ... - Wiley Online Library 

Species distribution modelling has been widely applied in order to assess the ... an assessment of their uncertainty, so that management and conservation ... Recent advances in computing, and the development of ... To date, many statistical methods a










 


[image: alt]





Developing ocean prediction system in the northwest ... - WMO Library 

Warm Current and the Tsushima Current (TC) in the JES (Cho and Kim, 2000) are also relatively well defined by warm water in the simulation. The simulation ...










 


[image: alt]





carbon dioxide capture and storage carbon dioxide ... - WMO Library 

Organization (WMO) and the United Nations Environment ...... in CO2 source, transport and storage situations (see Table. SPM.5). Over the ...... periodic basis.










 


[image: alt]





carbon dioxide capture and storage carbon dioxide ... - WMO Library 

We would particularly like to thank Dr. Rajendra Pachauri, ..... It is used to capture CO2 from part of the flue gases from a number of existing power plants. .... 12 â€œIndustrial-scaleâ€� here means on the order of 1 MtCO2 per year. ... Processes u










 


[image: alt]





The Secretariat informed that the JCOMM Capacity ... - WMO Library 

The JCOMM Expert Team on Wind Waves and Storm Surges (ETWS) has ... brainstorming of new technologies for wave measurement, with emphasis on the ...










 














×
Report Guide to Storm Surge Forecasting - WMO Library





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



