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ABSTRACT The primary motivation of this work is to use the Ensemble and Cellular Monte Carlo simulation tools to model submicron devices. The specificities of these simulation tools are introduced and explained. Semiconductor transistors are investigated with particular emphasis on the effects related to their small geometry features. Work has been done to characterize the small-signal behavior of the simulated devices. A description of several published frequency analysis methods is given, and their characteristics are discussed. Based on this study, a hybrid technique is presented and investigated. Results obtained for different GaAs metal semiconductor field effect transistors (MESFETs) are compared to experimental data. Another topic investigated in this work is the noise behavior of semiconductor devices. For this purpose, several numerical techniques have been examined for the noise analysis of several GaAs devices. To further explore their applicability, the presented methods have been used to study other devices such as AlGaAs/GaAs high electron mobility transistors (HEMTs). HEMTs are an interesting candidate for their numerous highfrequency applications and for their similarities with GaAs MESFETs. The physical specificities of these devices are explained and the computational aspects of simulating heterojunction devices are exposed, as well as the proposed simulation strategies. Several HEMT structures have been simulated, their full static and dynamic characterization have been obtained, inclusive of small-signal and noise analysis. Finally, an efficient memory management for the Cellular Monte Carlo method has been developed and implemented. The new approach offers a more flexible trade-off between the amount of required computer memory storage, and the precision of the stored data. The specificities of this algorithmic optimization are explained, and the benefits of its implementation are illustrated with results obtained on a variety of semiconductor materials.
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1 CHAPTER 1 INTRODUCTION



”There are two kinds of people, those who finish what they start and so on.” Robert Byrne Solid state electronics has had an enormous impact on our lives and modern civilization is almost unimaginable without it. Nowadays, almost all our machines make use of electronic controls and progress in communication electronics is still advancing at an incredibly fast pace. The speed of communication and the complexity of information processing will undoubtedly increase in the future years. This makes it necessary to employ faster circuits and therefore faster components. Microwave transistors are the backbone of most communication systems. In recent years, they have also undergone an impressive evolution. Continuous efforts in research and development have produced transistors faster and more powerful. Such a development puts new requirements on the device engineering. Computer modeling of semiconductor devices is an important tool both for exploring new device structures and for understanding the operational characteristics of currently fabricated devices. The method known as the Monte Carlo particle-based method, supplies a space-time statistical solution for the field and charge transport equations. By giving a profound physical insight into the function of the device, this technique is suitable to study both the steady-state and the dynamic characteristics of devices. The aim of this work is to investigate a family of devices based on the Gallium Arsenide (GaAs) semiconductor material, using the Cellular Monte Carlo (CMC) simulation tool developed by M. Saraniti, S.M. Goodnick and S.J. Aboud at Arizona State University and Illinois Institute of Technology [50]. To accurately account for the physics describing the electronic conduction in modern devices, the charge motion



2 in real-space must be at least two-dimensional (2D), accurate models of scattering mechanisms are required, and the full electronic structure and phonon spectra must be taken into account. For this purpose, 2D and 3D GaAs transistors have been simulated using the CMC, allowing for a complete steady-state characterization obtained for all the simulated devices. The motivation of this work was to further characterize these devices by investigating their transient response. In particular, the small-signal characterization of GaAs devices is studied using several frequency analysis methods. Because of the stochastic nature of the methods, some of these approaches would generate more noise in the device response than others, which suggested that a noise analysis could help to further characterize the simulated devices, and discriminate the physical sources of noise from the numerical ones. For this purpose, the noise analysis of the current and the voltage fluctuations of the devices has been conducted and is presented in this work. Frequency domain analysis of the device performance was implemented and tested on several GaAs devices, including low noise devices, such as AlGaAs/GaAs High Electron Mobility Transistors (HEMTs). These devices make use of a heterojunction to confine the electron transport in a region with low scattering, hence with less noise, resulting in higher output current and cutoff frequencies. The impact of scaling the dimension on the device performance is also a study of great interest as the limits of scaling are constantly being pushed further. In particular, devices of decreasing dimensions have been simulated and the impact on their steady-state and small-signal performance has been investigated in this work. Finally, the increasing complexity of the simulated devices created the need for an algorithmic optimization of the memory management of the CMC. Two compression algorithms have then been implemented to reduce the amount of memory required by the simulator, allowing for simulation of more complex devices and offering new possibilities for the simulator. In the next chapter, a general description of the simulation tool used in this



3 work is presented. Particular attention is paid to the self-consistent combination of the solution of the Boltzmann Transport Equation (BTE) and the Poisson Equation (PE). The subsequent chapter introduces GaAs MESFETs, and investigates several small-signal analysis techniques used to fully characterize the frequency response of the devices simulated in this work. The performances and benefits of these methods are investigated and compared. In Chapter 4, noise analysis is discussed by introducing techniques commonly used to investigate the current and the voltage fluctuation noise of a device. These techniques have been implemented and applied to several semiconductor transistors to investigate the space and frequency dependance of the noise within these devices. A study of the dependence of the low-frequency noise on the applied biases has also been implemented. HEMTs have been introduced on the market since the late 70s as a faster alternative to GaAs MESFETs for high-speed low-noise applications. The functionality of these devices is studied in Chapter 5, where a full static and dynamic characterization is developed. HEMT noise analysis is also presented. The subsequent chapter offers considerations about the problem related to scaling devices. Some scaling rules and models are presented and confronted with simulation results; the limits of scaling and the apparition of parasitic small scale effects are also exposed. Finally, Chapter 7 describes an algorithm for an optimized management of the computer storage that has been implemented to improve the performance of the simulation tool used in this work. Algorithmic characteristics of this efficient memory management scheme are offered, as well as the results obtained on a variety of semiconductor materials. This new tradeoff between a higher precision and a smaller amount of memory usage opens new horizons for the simulation tool, expanding its applicability to new generations of devices such as heterostructures transistors or spin dependent devices.



4 CHAPTER 2 ENSEMBLE AND CELLULAR MONTE CARLO METHODS



”Divide each difficulty into as many parts as is feasible and necessary to resolve it” Rene Descartes 2.1 Introduction Particle-based methods have long demonstrated success in simulating electrical properties of semiconductor devices [28, 30, 16]. These methods are based on the semi-classical description of charge transport through the stochastic solution of the Boltzmann Transport Equation (BTE) [38]. An ensemble of particles is followed along semi-classical trajectories, governed by the properties of the semiconductor material and the device structure. The electrical characteristics of the system are then determined by taking averages over the ensemble of simulated particles. The results are equivalent to the solution of the BTE, and, although only statistically exact, allow for an excellent analysis of the microscopic mechanisms responsible for the macroscopic behavior of the device. Rigorous physical models, crucial for accurately simulating submicron devices, have been included in the Ensemble Monte Carlo (EMC) [16] method with much success. These include the full-band description of the energymomentum dispersion relation, the phonon spectra, impact ionization and tunneling. Although the implementation of these mechanisms is relatively straightforward, it can be highly demanding in terms of computational resources [16]. This fact has limited the use of the EMC approach in predictive device design, making the analysis of specific processes its primary application. The Cellular Monte Carlo (CMC) [29] method was developed to reduce the computational burden of the EMC approach. The self-consistent solution of Poisson’s equation is used to account for the spatial variation of the quasi-static electric field in the device simulations. The field



5 must be updated often enough so as to resolve plasma oscillations [16]. To reduce the computational burden associated to the Poisson solver, a multi-grid algorithm, which constitutes one of the fastest methods available for solving large sparse systems of equations, has been implemented. This chapter presents an overview of the key points of the simulation tool used for this study, the full-band approach, the scattering mechanisms, and the particlebased, self-consistent approach. 2.2 Full-Band Particle-Based Methods At low energies (a few hundreds meV), carriers are near the conduction band minima or valence band maxima, and the relationship between energy E and momentum k is often described with a simple parabolic formula [30],



E=



h ¯ 2k2 , 2m∗



(2.1)



where m∗ is the carrier effective mass [4]. For higher energies (E > 0.5 eV), carriers are farther from the band edge and the parabolic approximation is no longer valid. The k · p method [70] can be used to obtain a non-parabolic relation for the electrons, given by [30], E(1 + αE) =



h ¯ 2k2 , 2m∗



(2.2)



where α represents a non-parabolicity correction. While the non-parabolic representation of the electronic band structure is better suited to approximate the dispersion relation of the conduction band, the relationship for holes cannot be parameterized in the same way, due to the highly anisotropic nature of the valence bands [30]. Although these analytic representations of the energy-momentum relation are computationally efficient, they are inaccurate for describing the high-field dynamics, which is important in many modern device structures.
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Figure 2.1. Full-Band Representation of the Energy Momentum Relation for GaAs, GaN and Si, at 300 K. A better approximation to the dispersion relation is the so-called full-band representation. Within this formalism, the band structure is not analytically approximated, but is tabulated within the whole first Brillouin Zone (BZ), which represents the unit cell of the reciprocal lattice of the semiconductor crystal. Due to the high level of symmetry of the unit cell of the diamond and zincblende structures, the dispersion values only need to be calculated in a small representative region, which is referred to as the irreducible wedge (IW) [4]. Among the variety of methods that can be used to calculate the semiconductor band structure, the Empirical Pseudopotential Method (EPM) [10] is an attractive technique for particle-based modeling because it uses a small number of parameters to fit experimental data, and provides good accuracy. Local, nonlocal and spin-orbit interactions can be selectively included in the band structure calculation. Figure 2.1 shows the band structure in the IW for GaAs, InP and Si, at 300 K, as used in the simulations of this work. The major benefit of the EPM method is the accurate description of the Density Of States (DOS), which is crucial for determining the scattering rates. The DOS is calculated from the EPM band structure, using the method presented in [18], and is shown in Figure 2.2, for the materials of Figure 2.1.
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Figure 2.2. Electron and Hole Density of State in GaAs, InP, and Si. An empirical shell model is used to calculate the phonon dispersion over the BZ. The basis of the shell model is to treat each atom in the semiconductor as a rigid-ion core surrounded by a shell of valence electrons. The full phonon spectra of the semiconductor materials discussed in this work are calculated with a valence shell model for all six normal modes of oscillation, namely, acoustic and optical modes for all three directions, as shown in Figure 2.3. 2.3 Scattering Within the semi-classical approach, collisions between particles are assumed to be instantaneous and the probability of collisions depends on the particles initial state. The most important sources of scattering are phonons, impurities and other carriers, as described below. 2.3.1 Phonon Scattering. The interaction of phonons with the charge carriers is due to the deformation of the crystal resulting from mechanical harmonic oscillations of the atoms in the lattice [13, 30]. The quantized units of lattice vibrations are referred to as phonons. The carriers interactions with the lattice are modeled by a transfer of energy and momentum, corresponding to the emission or the absorption of a phonon. The deformation potential due to the lattice vibrations follows six modes
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Figure 2.3. Phonon Dispersion Relation of GaAs, InP, and Si, calculated with the Valence Shell Model. of oscillation: acoustic (i.e. in-phase) and optical (i.e. out-of-phase) in all three directions. Moreover, an additional six vibrational modes due to the polarization field within the zincblende lattice structure in GaAs and InP are to be considered. The electrostatic interactions with the charge carriers and the polarization waves are referred to as polar (or optical), and piezoelectric (or acoustic). The later one is usually neglected. 2.3.2 Impurity Scattering.



Ionized and neutral impurities in the crystal are



also a source of scattering [7, 30]. The effect of ionized impurity scattering decreases as the temperature of the crystal rises. This fact is accompanied by the increasing importance of phonon scattering at high temperatures. Furthermore, at any lattice temperature, as the field is increased, the effect of Coulomb scattering decreases when electrons are heated by the field. Neutral impurities have a very small cross-section at normal concentrations, and their influence on transport processes is minimal and is neglected in this work.



9 2.3.3 Carrier-Carrier Scattering. Among the scattering mechanisms of interest in transport theory, carrier-carrier interaction is the most difficult to treat, because its scattering probability depends on the distribution of electrons with respect to time, momentum and space, which is unknown and makes this relation non-linear. In a process where an electron is scattered by another electron, the total momentum of the electron gas is not changed. Thus, electron-electron scattering has little influence on the mobility. However, since it is always combined with another scattering mechanism, which it may enhance, it can have quite an important influence [30]. The long-range carrier-carrier interaction is accounted for in the self-consistent solution of the Poisson equation. The short-range Coulombic interactions are included in the screening of other scattering mechanisms. 2.4 Particle-Based, Self-Consistent Method As for all differential equations, solving the BTE requires initial values and boundary conditions. At an initial time, the state of the system is specified in some finite region. The main part of the calculation is the time-step cycle, in which the state of the system is incremented forward in time by a small time-step. Although the amount of data that can be handled by computers is large, it is finite. Much of the effort of computational methods is devoted to obtaining good simulation models of the physical systems with the available computer resources, which frequently means simulating only a representative domain. Particle-based simulation methods [28] are applied to any system that is modeled as a set of separate elements, each of them singularly considered. Thus, the model of particle-based simulation can be formalized as describing a set of particles interacting via fields. In semiconductor simulations, typical attributes of a carrier are its charge, mass, position, momentum and energy.



10 In particle-based simulations, the simulated population corresponds to a significant portion of the charges carriers, typically holes and electrons, and the simulated environment is a representation of the semiconductor material and its interface with the external world. All the elements of the simulated population are tracked in the phase space to obtain their distribution function. The phase space is generally represented as a continuous six-dimensional space, where each particle carries a charge and a momentum-dependent state that changes dynamically due to the interaction with the material, and external perturbations. The main algorithm is generally implemented in a cycle over the carrier population. During the cycle, the position and momenta of the particles are continuously tracked and updated according to their interactions with the environment. Figure 2.4 presents the flowchart of a typical particle-based semiconductor simulation program. After an initialization step where material characteristics, boundary conditions, and external forces are set-up, the carrier distribution is computed inside the computational domain representing the semiconductor device. This carrier distribution in position space generates an electric field that is computed by solving Poisson’s equation. Within the carrier dynamics portion of the algorithm, the field is used to update the carrier position in real space and its momentum. The simulated population is then allowed to undergo scattering events. During this period of time, the electric field is kept constant until the changes in the charge configuration requires a new update of the field. This process is then repeated for the next time-step until the total simulated time is reached. In other words, within the adopted scheme, the field is computed at a given instant of the simulated time, and taken as constant in the course of a time-step. During this lap of time, the dynamic of the carriers under the effect of the field is calculated. Since the carrier distribution in phase space changes under the effect of the electric field, and due to the interactions with the material, a new field is computed at the end of each time-step, according to the new distribution.
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Figure 2.4. Flow Chart of the Full-Band Particle-Based Simulator. The length of such a time interval is therefore crucial [28] for the correct application of the method, and should be short enough to resolve plasma oscillations [16]. This iterative sequence of updating the solution of Poisson’s equation and the carrier displacement is repeated until converge is reached, and forms the so-called self-consistent scheme. The computer time required by traditional finite difference Poisson solvers is generally comparable to the time needed to simulate the dynamics in the Monte Carlo approach. Hence, the development of fast and highly efficient Poisson solvers is a key issue for particle-based simulators [49]. 2.5 Multi-Grid Poisson Solver The common aspect of all particle-based simulations is the combined selfconsistent solution of BTE and Poisson’s equation given in Equation 2.3 and 2.4



12 respectively, ∂f ∂f ¯¯ = −v · ∇r f − k · ∇k f + ¯ ∂t ∂t collisions



(2.3)



where the effective carrier distribution function f (k, r, t) is a function of the position r of the electron and its momentum k. Poisson’s equation is derived from Maxwell’s equations and describes the distribution of the electrostatic potential due to the carrier density, ∇ · (ǫ∇Φ) = −ρ,



(2.4)



where Φ is the potential, ρ the charge density and ǫ the dielectric constant, normally assumed to be step-wise constant. The BTE is solved statistically via a stochastic procedure that tracks the phase-space distribution of the charge carriers in time. At discrete time-steps, the resulting charge density is used as input to the Poisson solver, returning the electrostatic potential that accelerates the carriers. At each step, the Poisson solver can access the previously computed potential as an initial guess. Due to the nature of the system, it is necessary to frequently update the fields, typically on the time scale of a femtosecond [27, 16]. By employing a finite difference representation on a set of grid points denoted by Ωn , Poisson’s equation transforms into an algebraic matrix equation of the form:



Au = f ,



(2.5)



where the vector u is the unknown potential, the matrix A represents the Laplacian operator ∇2 and f is the forcing function. Among methods to solve differential equations, iterative methods are well adapted to the sequential nature of the particle-based simulation algorithm. They



13 build a sequence of approximations to the required solution, starting from an initial guess, in such a way that convergence to that solution is achieved. Within the selfconsistent simulation scheme, the current potential values can therefore be used as a good initial guess for the next required solution. In such a framework, a sequence of approximations v0 , v1 , ...vn , ... is constructed to achieve convergence to the solution u [69], where vi is the approximation to u at the ith iteration. Since the exact solution u is unknown, one may define the residual



ri = f − Avi



(2.6)



as a computable measure of the deviation of vi from u. The algebraic error ei of the approximation vi is then defined by:



ei = u − v i .



(2.7)



Subtracting Equation 2.6 from Equation 2.7 and rearranging terms, it is easily seen that ei obeys the so-called residual equation,



Aei = ri .



(2.8)



Iterative methods can be interpreted as applying a relaxation operator to vi yielding a more accurate approximation vi+1 by reducing the error ei . The sequence of approximations v0 , v1 , ...vn , ... is then said to be relaxed to the solution u. Various numerical iterative methods that generate this approximation sequence, exist, with different convergence characteristics. Among them, one can cite the Jacobi’s iteration [11], the Gauß-Seidel’s method [69] and the Successive Over Relaxation (SOR) method [11]. The major limitation of these methods is that their rate of convergence is highly related to the convergence threshold, defined as the maximum



14 allowed relative difference between two successive iteration. When applied to realistic device simulations, their rate of convergence can be unacceptably low. The method employed here is called the multi-grid method and its basic idea is to employ different length scales to efficiently reduce the approximation error given by Equation 2.7. Specifically, one solves exactly the residual equation, Equation 2.6, on a grid Ωn−1 that is coarser than Ωn . The resulting values of ei is an approximation used to correct the previous approximation vi that has been determined on the original grid Ωn , as described by Equation 2.9: vi+1 = vi − ei .



(2.9)



The simplest version of the multi-grid algorithm is the so-called two-grid iteration, which employs only two grid levels. During the ith iteration, this procedure starts from the approximation vi of u and consists of the following five steps [49]:



1. Smooth vi on the grid Ωn by applying some suitable relaxation scheme, called pre-smoothing. 2. Compute the residual from Equation 2.6 and transfer it to the coarser grid Ωn−1 . This step is called restriction. 3. Solve exactly Equation 2.8 on the grid Ωn−1 . 4. Interpolate the resulting ei to the finer grid Ωn . This step is called prolongation. Subsequently, calculate vi+1 from Equation 2.9. 5. Smooth vi+1 on the grid Ωn by applying some relaxation method. This step is called post-smoothing.



It is possible to extend the two-grid algorithm to a sequence of grids that are increas-
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Figure 2.5. Comparison Between the Convergence Behavior of the Multi-Grid and the SOR Poisson Solvers [49]. ingly coarser. This is achieved by recursively applying the complete algorithm (step 1 through 5) at step 3. The recursion stops when the coarsest grid Ω0 is reached. At that grid level, Equation 2.8 is solved exactly. Since Ω0 usually contains only a few points, this can easily be achieved by a direct method [49]. The described algorithm defines one complete multi-grid iteration. The procedure is then repeated until the required convergence threshold is reached. The multi-grid method is implemented in the Poisson solver of this work. It allows a faster simulation of different families of semiconductor devices with complex geometries and boundary conditions. Figure 2.5 presents a comparison between the SOR method and the multi-grid algorithm for a High Electron Mobility Transistor (HEMT) [49]. The computer time, in seconds, is measured every iteration in the multi-grid and every 100 iterations in the SOR. While the SOR exhibits a dual slope, lacking efficiency for smaller threshold values, the error reduction rate of the multigrid does not depend on the convergence threshold. In this application, the multi-grid scheme is seen to be about 30 times faster than the SOR. Applied to a typical Metal Oxide Semiconductor Field Effect Transistor (MOSFET), the multi-grid method con-



16 verges about 20 times faster than the SOR method [49]. 2.6 The Hybrid EMC/CMC Algorithm The complex models used to represent carrier transport can limit the applicability of the full-band EMC method due to the intensive computational resources required. The CMC approach was developed to reduce this high computational demand [50]. The EMC and CMC algorithms differ substantially in the method used to determine the final momentum state of a carrier after a scattering event. Within the EMC formalism, once a scattering event is found to occur, the energy of the carrier is updated and the final momentum state is determined. In the full-band description, the energy-momentum relation is tabulated, so that the final state selection consists of a search over all possible states, during run time, which can be extremely time consuming. Within the CMC approach, all of the possible final momentum states for each initial state and for all possible scattering mechanisms are pre-calculated and stored in large look-up tables. This approach reduces the final state selection process during run time to the generation of a single random number. However, the momentum space discretization inherent to the CMC formalism introduces an error in energy conservation. In fact, while in the EMC method the nature of scattering mechanisms is known and the final momentum can be adjusted by using the appropriate phonon wave vector, knowledge of the scattering event is lost in the CMC method, and the only way to reduce the error is to increase the number of mesh points used to discretize the momentum space. As a consequence, although it is much faster, the CMC approach requires a great amount of memory, (often larger than 2.0 GB of computer RAM). An hybrid EMC/CMC method was then implemented to optimize the trade-off between the memory consuming CMC and the slower EMC, while retaining accuracy. The hybrid implementation allows for the use of the extremely fast yet memory
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Figure 2.6. Example of Hybrid CMC/EMC Subdivision of the BZ for GaAs at 300K. Lighter Areas Represent the Regions where the CMC Scattering Tables are Used. consuming CMC in the most active portions of momentum space, while using the EMC in the regions with less scattering events. An example is shown in Figure 2.6, where the energy zones in which the EMC approach is used are represented by the shaded regions. The EMC scattering tables can be inserted into regions of the BZ where the total number of scattering events is low without reducing the performance of the simulator. These regions include the high energy portions of the BZ, where the number of carriers is low, and in the band extrema, where scattering probability is low. The use of the EMC formalism in these regions will increase the amount of memory available to the CMC, allowing for a finer discretization mesh, and therefore, better energy conservation. Simulations were run for both electrons and holes to calibrate the steadystate bulk properties using the hybrid EMC/CMC, including a population of 10,000 electrons and 10,000 holes for a total simulation time of 10 ps, with averages taken
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Figure 2.7. Average Steady-State Drift Velocity versus Electric Field in the Direction for Electrons and Holes in GaAs Compared to Published Data [16].
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Figure 2.8. Average Steady-State Energy versus Electric Field in the Direction for Electrons and Holes in GaAs Compared to Published Data [16]. over the last 5 ps. The total time required for one field value is approximately 2 hours with the CMC algorithm. The steady-state drift velocity as a function of the field applied in the direction for electrons and holes in GaAs at room temperature is shown in Figure 2.7, while the ensemble energy is shown in Figure 2.8. As can be seen, the results of the hybrid EMC/CMC show very good agreement with previously published values [16].



19 CHAPTER 3 SMALL-SIGNAL ANALYSIS



”Anyone who considers arithmetical methods of producing random digits is, of course, in a state of sin.” John von Neumann 3.1 Overview on Microwave Devices During the past decades, worldwide research and development activities led to a continuous improvement in the performance of microwave transistors. This evolution was triggered by the fact that the areas of application of microwave systems shifted from defense and space purposes to commercial mass markets. A factor that played a major role in this evolution is the continuous improvement in microwave transistor technology. Progress has been mainly achieved by scaling the device dimensions, by minimizing undesired parasitic components such as the source and gate extrinsic resistances, by introducing heterostructures such as High Electron Mobility Transistors (HEMTs) and Heterojunction Bipolar Transistors (HBTs), and finally, by investigating the potential of new materials with a higher charge mobility such as Indium Phosphate. 3.2 Small Signal Device Characterization 3.2.1 Two Port Devices. A common way of representing a device is the two-port network [52], where the input and output currents are denoted i1 and i2 , respectively, and the input and output voltages are denoted v1 and v2 . The lower case is used here to denote AC small-signal parameters. A two-port network is represented as a black box, and its functionality can be described through sets of small-signal parameters such as Y, H, G or Z-parameters [52]. The parameters of interests for this work are the Y-parameters, which are commonly used to describe the properties of microwave



20 transistors. The relationship between Y-parameters and the currents and voltages in a two-port network are represented by 



















 i 1   y11 y12   v1  =   ,      i2 y21 y22 v2



(3.1)



and the four Y-parameters are defined under ac short-circuit conditions as i1 ¯¯ ¯ v1 v2 =0 i1 ¯¯ ≡ ¯ v2 v1 =0 i2 ¯¯ ≡ ¯ v1 v2 =0 i2 ¯¯ ≡ ¯ v2 v1 =0



y11 ≡ y12 y21 y22



input admittance,



(3.2)



reverse transfer admittance,



(3.3)



forward transfer admittance,



(3.4)



output admittance.



(3.5)



The equivalent circuit of an active device based on Y-parameters is shown in Figure 3.1. At frequencies up to 100 MHz, the external voltages and currents of the two-port network can be determined by direct measurement. At higher frequencies, a precise measurement of these parameters is more difficult [52]. However, the Yparameters set is still commonly used to describe the device small-signal behavior at microwave frequencies. 3.2.2 The Characteristic Frequencies fT and fmax . The most important figures of merit, and the most commonly cited in literature, are the cutoff frequency and the maximum frequency of oscillation, referred to as fT and fmax , respectively. The cutoff frequency is related to the short-circuit current gain, defined as the ratio of the smallsignal output current to the input current, with a short-circuited output, as can be
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Figure 3.1. Equivalent Circuit of an Active Device Based on Y -Parameters. seen in Equation 3.6. The cutoff frequency is then defined as the frequency at which the magnitude of h21 equals unity [52]:



h21



i2 ¯¯ = ¯ = 1. i1 v2 =0



(3.6)



A device is not meant to function at fT , but rather at frequencies lower or equal to the maximum operating frequency, referred as fop . The maximum frequency of oscillation fmax is defined as the maximum frequency at which the transistor will still provide a power gain [52]. The value of fmax for a specific microwave transistor may be either larger or smaller than the value of fT . However, both characteristic frequencies are desired to be as high as possible, and the general design consideration is to make fT is at least ten times the maximum operating frequency fop , and that fmax is at least equal to fT [52]. 3.3 Introduction to GaAs MESFETs Metal-Semiconductor Field-Effect Transistors (MESFETs) are attractive devices for microwave applications because of their relative structural simplicity and their high-speed, low-noise performance. Moreover, Gallium Arsenide (GaAs) is an excellent candidate in microwave applications due to its high electron mobility. The



22 first GaAs MESFET was introduced in 1966 by C. Mead [39]. This device was inspired from the JFET theoretically described by W. Shockley in 1952 [53], with a Schottky junction replacing the gate pn-junction. The GaAs MESFETs technology matured rapidly in the 60’s and 70’s. Although these devices weren’t intended for microwave applications, they rapidly became popular for high frequency operation. In 1970, the record fmax of GaAs MESFETs was around 30 GHz and by the mid 1970’s, both low-noise and power GaAs MESFETs were commercially available. More recently, alternative technologies based on heterostructures (HEMT [41] and HBT [34, 71]) and materials such as InP [52], took over an increasing share of the market in microwave devices. In 1992, MESFETs represented 94% of the GaAs market, versus 5% for HEMT. In 2002 however, the share of GaAs MESFET dropped to 60% whereas that of HEMT increased to 25%. Both the HEMT and the GaAs MESFET are widely used microwave devices due to their simple structure and superior high-frequency performances, and represent a mature, affordable technology. Typically, the frequency range above 20 GHz is currently the domain of GaAs and InP transistors, while for very-high frequency applications, beyond 200 GHz, InP transistors are generally the devices of choice. MESFETs fabricated on wide band-gap materials such as SiC [42] and GaN [52] have also been developed. Although the market share of the GaAs MESFET is currently declining, it is still an important and popular microwave device. For high frequency applications, if GaAs MESFETs have been supplanted by InP HEMT and HBT, the research and development associated to these devices is still applicable and worth of interest nowadays. The following section presents an overview of the basic principles of GaAs MESFETs as well as the characterization of these devices. 3.4 GaAs MESFETs, DC Analysis The basic layout of a MESFET is shown in Figure 3.2. The transistor consists



23 of a doped active layer (epilayer) with thickness a, a doping concentration ND , and is located on a semi-insulating substrate buffer. In microwave applications, the active layer is generally n-type, because the mobility and velocity of electrons is higher than that of holes in any semiconductor. On top of the active layer, there are three metalsemiconductor contacts, the source, gate and drain electrodes. The gate length and width are designated as LG and WG , respectively.
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Figure 3.2. Schematic Layout of a MESFET, Based on the Two-Region Model.



For normally-on MESFETs, the source electrode is grounded, a positive voltage VDS is applied between the drain and the source, while a negative voltage VGS is applied between the gate and the source. The Schottky junction at the gate is reversed-biased due to a built-in potential Vbi [57],



qVbi = ΦB − (EC − EF )FB ,



(3.7)



where the Schottky barrier height ΦB is the difference between the metal workfunction ΦM and the electron affinity χ, and the conduction energy with respect to the Fermi level (EC − EF )FB under flat-band condition is a function of the material band-gap and the epilayer doping concentration ND [57],



(EC − EF )FB ≈



Eg kB T ND − ln , 2 q ni



(3.8)



24 where kB is the Boltzmann constant, T the temperature, q the electron charge and ni the intrinsic charge concentration. This built-in potential Vbi creates a region depleted of carriers (called the space-charge region) located underneath the gate and extending into the active layer. The section of the epilayer beneath the space-charge region creates a conductive channel of thickness b = a − dsc , where dsc is the spacecharge region thickness. This conductive channel allows for electrons to flow from the source to the drain, resulting in an output drain current which is a function of the gate bias. The extension of the space-charge region is governed by the voltage applied to the gate, a more negative VGS giving rise to a wider-space region and thus a narrower conducting channel. The relationship between the thickness of the space-charge region and the voltage VGS applied on the gate is given by [57]



dsc =



s



2ǫ(Vbi − VGS ) . qND



(3.9)



A change in the gate voltage results in a change in dsc and in a consequent change of the drain current. Because the potential difference between the channel and the gate becomes larger going from the source (source potential VS = 0) to the drain (drain potential VD = VDS ), dsc increases and b decreases toward the drain, as shown in Figure 3.2. Two DC models are commonly used to simulate GaAs MESFETS, the PucelHaus-Statz (PHS) model [54, 43] and the Cappy model [9]. The first one is based on the Gradual Channel Approximation (GCA) [57] which stipulates that the mobility in the channel does not depend on the electric field and is equal to the low-field mobility up to a certain maximal value of the field after which the electron velocity is assumed constant and equal to the bulk saturation velocity. This two-region model is illustrated in Figure 3.2. The popularity of the PHS model is largely due to its analytical simplicity and its portability to noise analysis [52]. However, the biggest



25 drawback of this model is that it does not take into consideration non-stationary transport effects such as velocity overshoot [59, 51], and its validity is questionable for short-channel MESFETs. It has been proven that velocity overshoot is occurring in submicron FETs [6] and that charge transport in such devices is strongly influenced by short-channel effects and velocity overshoot [25]. The Cappy model was designed to overcome these drawbacks and allows to take into account non-stationary carrier transport by discretizing the active region into small channel segments. More recently, simpler non-linear models, based on empirical fitting parameters have been presented [31, 56, 46]. The simulative approach used in this work is not based on analytical models but on the full-band representation of the electron dispersion relation discussed in section 2.2. When possible, the steady-state results of the simulations performed in this work have been confronted with the results of analytical models such as the one based on Equation 3.10, presented in [3], as illustrated by Figure 3.3, which shows the drain current versus drain voltage characteristics for a submicron gate length GaAs MESFET. Dots represent the CMC simulation results while the continuous line shows the predictions of the analytical model represented by h



IDS = IDsat 1 −



VT0



i2 VGS (1 + βVDS ) tanh(αVDS ), + ∆VT + γVDS



(3.10)



where α, β and γ are empirical constants, IDsat is the drain saturation current obtained for VGS = 0. The threshold voltage VT and the shift in threshold voltages are given respectively by VT =



qND a2 − Φb 2ǫs



(3.11)



and ∆VT =



4a VT , 3L



(3.12)



where ND is the channel doping, ǫS the dielectric permittivity, a the channel thickness,



26 L the gate length, and Φb the Schottky barrier height. drain current JD [mA / micron]
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Figure 3.3. Drain Current Voltage Characteristics for a 100 nm GaAs MESFET; the Dots Represent the Simulation Results, while the Lines are Obtained with the Analytical Model Presented in [3] Given by Equation 3.10.



A good DC model is crucial for this study because it allows for a precise estimation of small-signal parameters [2], as discussed in the following sections. 3.5 Introduction to Frequency Analysis The small-signal analysis of a transistor is a superposition of a small high frequency perturbation and a DC bias specified by VDS and VGS . Several techniques can be used to investigate the small signal response of a transistor. The following sections introduce two common methods, the monochromatic sinusoidal excitation approach and the Fourier decomposition technique. A third hybrid method is also discussed, which consists of a combination of the two previous techniques. 3.6 Frequency Analysis Methods The methods introduced in this section are based on the same principle, which consists of applying to one of the electrodes of the device a small-signal perturbation about a steady-state condition, while keeping all other parameters constant. The



27 small-signal behavior of the transistor can then be derived from the recorded transient response. The duration of the transient regime is a function of the device characteristics such as the geometry, the doping concentration, the nature of the perturbation, (i.e. amplitude and frequency of the small-signal excitation), and the steady-state operating point (VDS and VGS ). Finally, the cutoff frequency fT , and the maximum frequency of oscillations fmax are computed, and the parameters of an equivalent small-signal model of the device can be derived. These parameters are useful to estimate the small-signal behavior of a device, and are commonly used in simulation or design tools like Spice [56]. An example of a small-signal model of a GaAs MESFET is given in Figure 3.4, where each of the equivalent circuit element is related to a physical effect in the transistor. A distinction is made between the intrinsic parameters, representing the ideal behavior of the device, and the extrinsic ones, accounting for the parasitics effects of the real device. For ultra-short devices however, such a distinction is no longer pertinent [48]. DRAIN
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Figure 3.4. Small-Signal Equivalent Circuit of a MESFET [52].



3.6.1 Monochromatic Sinusoidal Excitation. A natural way to investigate the small-signal response of a device is to apply a high frequency sinusoidal perturbation to a device in steady-state. To ensure small-signal conditions, the amplitude of the



28 sinusoidal excitation is one or two orders of magnitude smaller than the applied DC voltages. For a given drain voltage of 1.0 V, the small-signal oscillations about the steady-state are typically in the order of 100 mV. The frequency dependent Y -parameters introduced in section 3.2.1 for the two-port representation of a MESFET are [28]: 



















 ˜ı1 (ω)   Y11 (ω) Y12 (ω)   v˜1 (ω)  ,  =       v˜2 (ω) Y21 (ω) Y22 (ω) ˜ı2 (ω)



(3.13)



where the (˜ x) notation indicates a small variation about the steady-state (i.e. v˜1 (ω) and v˜2 (ω) are the amplitudes of the small sinusoidal voltage excitations of frequency ω imposed over the DC bias). The subscript 1 indicates the input port, between gate and source, while 2 designates the output port, between drain and source. Similarly, ˜ı1 (ω) and ˜ı2 (ω) refer to the frequency dependent gate and drain current AC signals, respectively. At zero frequency, the Y -parameters reduce to that given in Equation 3.14 3.16 and give the static characterization of the device.



Y21 (0) = gm ,



(3.14)



Y22 (0) = (Rout )−1 ,



(3.15)



Gv = −



Y21 (0) . Y22 (0)



(3.16)



Here gm is the transconductance, Rout the output resistance and Gv the open-circuit voltage gain. The following example illustrates the case when the perturbation is applied to the drain electrode of a MESFET. The method can be equivalently applied the gate



29 electrode, in order to derive the frequency-dependent transconductance as illustrated in section 3.7.2. The source potential is grounded, and v˜1 (ω) represents the variation of the gate voltage, while v˜2 (ω) is the variation of the drain voltage. Assuming that the transistor is a steady-state defined by the DC bias values, VDS and VGS , a sinusoidal perturbation v˜ds with frequency ω0 is applied to the drain electrode. This perturbation is maintained for one period, that is for a total simulation time T = 2π/ω0 , and can be written as, ˜vds (t) =



   V0 sin(ω0 t) for 0 ≤ t ≤ T ,   0



(3.17)



otherwise,



where the amplitude V0 of the sinusoidal signal is chosen to ensure that v˜ds (t) is in the small-signal domain, and VDS ± V0 remains in the saturation region of the current-voltage characteristic of the transistor. The frequency analysis is performed with Fourier transforms. For a continuous function f (t), the Fourier transform ˆf (ω) is defined as [8], fˆ(ω) =



Z



+∞



f (t)e−jωt dt.



(3.18)



−∞



Substituting Equation 3.17 into the Fourier transform of the oscillatory voltage perturbation gives, vˆds (ω) =



Z



+∞



(˜ vds (t))e−jωt dt,



−∞ +∞



=



Z



−∞ T



=



Z



(vds (t) − VDS )e−jωt dt,



V0 sin(ω0 t)e−jωt dt,



(3.19)



0



´ ω0 ³ −jωT e − 1 , ω 2 − ω02 ´ ω0 ³ −j2π ωω 0 − 1 , = V0 2 e ω − ω02 = V0



where the (ˆ x) symbol denotes the Fourier-transformed variable. Figure 3.5 is a plot



30 of the real and the imaginary part of vˆd (ω) (a) and of its modulus (b). At ω = ω0 , the Fourier transform of the drain perturbation reduces to a purely imaginary value,



vˆds (ω0 ) =



V0 π , jω0



(3.20)



and for the harmonics ωk = kω0 with k 6= 1, vˆds (ωk ) = 0. 4
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Figure 3.5. Real and Imaginary Part (a), and Modulus (b) of v˜ds (ω). In a similar manner, the transient drain current fluctuations ˜ıd (t) = id (t) − Iss are also analyzed in the frequency domain. The Fourier transform ˆıd (ω) is given by ˆıd (ω) =



Z



+∞



−∞ T



=



Z



(id (t) − Iss )e−jωt dt,



˜ıd (t)e



−jωt



(3.21)



dt,



0



where Iss is the initial and the final steady-state. In the discrete time case, the simulation time T is sampled into N steps of duration DT , at the end of which the drain current variation is sampled. The Fourier integral of Equation 3.21 therefore simplifies into a finite sum,



ˆıd (ω) = DT



N −1 X n=0



˜ı(nDT )e−jωnDT ,



(3.22)



31 and, for ω = ω0 ˆıd (ω0 ) = DT



N −1 X



n



˜ı(nDT )e−j2π N .



(3.23)



n=0



The frequency-dependent admittance Yˆ22 (ω) is then obtained as the ratio of the Fourier-transformed drain current variations, and the Fourier-transformed drain voltage variations. ˆıd (ω) Yˆ22 (ω) = Yˆ (ω) = . vˆds (ω)



(3.24)



Due to the monochromatic nature of the perturbation, the energy of the signal is mainly centered around the input frequency ω0 , as can be seen in Figure 3.5 (b). Consequently, an optimal noise-to-signal ratio is obtained for ω = ω0 . If the perturbation v˜ds (t) is maintained for an infinite duration, the Fourier transform of the input drain voltage reduces to the well-known expression of the Fourier transform of a sine function,



vˆds (ω) =



´ V π³ ´ V0 π ³ 0 δ(ω − ω0 ) − δ(ω + ω0 ) = δω0 (ω) − δ−ω0 (ω) , j j



(3.25)



where δ(ω) indicates the Dirac delta reducing the Fourier transform of the input perturbation to a single frequency value, function of the input signal frequency, ω0 . For the monochromatic excitation, at ω = ω0 , the complex admittance becomes jω0 ˆıd (ω0 ), Yˆ (ω0 ) = πV0



(3.26)



and the corresponding complex impedance Zout can be expressed as Zout (ω0 ) = (Yˆ (ω0 ))−1 = R(ω0 ) + jX(ω0 ),



where R(ω0 ) and X(ω0 ) are the resistance and the reactance, respectively.



(3.27)



32 Values of the output impedance at different frequencies can then be obtain by applying perturbations with different frequencies at the drain electrode, and computing the complex admittance via the ratio of the Fourier transformed output current and voltage variations. Each iteration of this process yields a value for the complex impedance. Figure 3.6 shows a plot of the resistance and the reactance versus frequency for a GaAs MESFET with a gate length LG = 100 nm and a donor concentration ND = 1018 cm−3 . Each pair {R(ω), X(ω)} represents one simulation. 50
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Figure 3.6. Variations of the Complex Output Impedance with Frequency, for a GaAs MESFET with a 100 nm Gate Length.



For devices with a very slow response time or for perturbations of large amplitudes, applying a sinusoidal input voltage for one period only may be insufficient. A graphical way to illustrate this response delay is to plot the device current response as a function of the applied voltage. If a sinusoidal input voltage is applied, such a plot takes the shape of an ellipse whose axis changes as successive periods of the sinusoidal input voltage are maintained in time. For a slow device, it may take several periods (depending on the response time of the device) for the ellipse axis to stabilize. This property is illustrated in Figure 3.7 for a GaAs MESFET. On the left (a), the input



33 drain voltage (thinner line) and the device response time (thicker line) are shown as a function of time. The sinusoidal perturbation vds (t) = 0.6 + 0.2 sin(ωt) is maintained for 10 periods. For the purpose of this example, the voltage perturbations have been applied in the linear region of the device (VDS = 0.6 V) to observe a significant output current response and magnify the observed effects. The plot on the right (b) shows the output drain current as a function of the drain sinusoidal perturbation, for the 10 simulated periods. The response of the fist period is thickened to discriminate the first period from the subsequent ones. As can be seen, the curve exhibits a looping regularity, within the noise fluctuations. However, the first period response shows the most discrepancies with respect to the general trend. This means that this particular device requires at least two periods of sinusoidal perturbation to extract valuable data for frequency analysis. For devices with a slow response time, or for very low frequency investigation, this method can require an prohibitive simulation time. However, for most devices, and within the small-signal framework, simulating one period is enough to obtain an accurate analysis of the device. ID [mA] 0.8
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Figure 3.7. GaAs MESFET Drain Current Response, (Thicker Lines) to a Sinusoidal Drain Voltage Perturbation (Thinner Lines) as a Function of Time (a) and as a Function of the Applied Voltage (b). The Sinusoidal Excitation is Maintained for 10 Periods; on the Right, the First Period Drain Response is Shown in Thick. The major advantages of the sinusoidal excitation method are its simplicity,



34 robustness and flexibility; furthermore, there are no limitations in terms of frequency resolution. Sparse measurements can be achieved in the regions of low variations, finer ones where the impedance undergoes rapid changes. On the other hand, the analysis based on monochromatic perturbations becomes computationally expensive if a wide frequency survey of the output impedance is needed, as the number of required simulations is as large as the spectrum. To overcome this issue, the Fourier decomposition offers an alternative frequency analysis approach. 3.6.2 Fourier Decomposition. The Fourier decomposition [28, 66, 36] is similar in principle to the sinusoidal excitation, except that the perturbation is applied to the electrode as a step-voltage. An intuitive way of understanding this is to interpret the step-voltage as an infinite series of sinusoidal excitations of different frequencies and amplitudes. That is, whereas a monochromatic sinusoidal function only carries a single frequency, the step-voltage conveys the whole frequency spectrum. The difference in the nature of the perturbation aside, the approach is the same. Here again, the notation refers to the particular case of a perturbation applied to the drain electrode, but this technique can identically be applied to the other electrodes. A step-voltage of amplitude ∆V0 is applied to the drain, for a time T long enough to allow the drain output current response to recover steady-state. The drain current is then driven from an initial steady-state Iss1 to a final steady-state Iss2 over the time period T , and the Fourier transforms of both the voltage and the current variations are computed. The difference with the sinusoidal excitation is that all frequencies are being carried in the the step-voltage perturbation and, consequently, the response to all frequencies is simultaneously represented in the output current.



35 For a step-voltage defined as



v˜ds (t) =



   ∆V



for t ≥ 0



0



  0



the Fourier transform is given by vˆds (ω) =



Z



(3.28)



for t < 0



+∞



(˜ vds (t))e−jωt dt,



−∞ +∞



=



Z



∆V0 e−jωt dt,



(3.29)



0



= ∆V0 πδ( ω) +



∆V0 , jω



where δ(ω) is the Dirac symbol. In the small-signal analysis framework, the frequency of oscillations ω is assumed to be larger than zero, so Equation 3.29 simplifies to



vˆds (ω) =



∆V0 . jω



(3.30)



For the output current variations, the Fourier transform is ˆıd (ω) =



Z



+∞



−∞ +∞



=



Z



(id (t) − Iss1 )e−jωt , ˜ıd (t)e



−jωt



(3.31)



.



0



Assuming that the current response reaches a final steady-state Iss2 after the time T , the current variation for t ≥ T is ∆I = Iss2 − Iss1 . The integral expression of ˆıd (ω) can then be split into two integrals as follows: Z



+∞



¢ id (t) − Iss1 e−jωt , 0 Z T Z +∞ −jωt = ˜ıd (t)e + ∆Ie−jωt .



ˆıd (ω) =



0



¡



T



(3.32)



36 In the discrete time case, the first integral can be expressed by a series in the following way: Z



T



˜ıd (t)e



−jωt



dt = DT



0



= DT



N −1 X



n=0 N −1 X



˜ıd (nDT )e−jωk nDT , (3.33) ˜ıd (nDT )e



−j2π kn N



,



n=0



where the simulation time T = N ·DT and the discrete frequencies ωk are given by ωk = k



2π , T



for k = 0, 1, ..., N/2.



(3.34)



The second integral can be interpreted as the time-shifted Fourier transform of a step-voltage of amplitude ∆I. Its expression simplifies to Z



+∞ −jωt



∆Ie



= ∆Ie



−jωT



T



Z



+∞



e−jωt dt,



0



(3.35)



e−jωT = ∆I . jω



Moreover, in the discrete frequency case, Equation 3.35 can be further simplified for ω = ωk , Z



T



2π



+∞ −jωt



∆Ie



e−jk T = ∆I k 2π T



T



=



∆I k 2π T



for k 6= 0.



(3.36)



The complex frequency-dependent admittance, obtained as the ratio of the Fouriertransformed current variations to the Fourier-transformed voltage variations, becomes therefore ¡ ¢−1 ˆıd (ω) ˆıd (ω) Yˆ (ω) = Zout (ω) = . = jω vˆds (ω) ∆V0



(3.37)



Figure 3.8 shows the real and the imaginary part of the output impedance versus frequency for a GaAs MESFET with a 98 nm gate length and donor concentration ND = 1017 cm−3 . Unlike the sinusoidal excitation case, this curve is obtained with a single simulation. The frequency fXm is the frequency at which the reactive, i.e. the imaginary, part of the impedance is maximum, and will be referred to as the



37 maximum reactive frequency. A maximum reactive frequency of fXm = 48 GHz is found for the 98 nm MESFET.
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Figure 3.8. Variations of the Complex Output Impedance with Frequency, for a GaAs MESFET with a 98 nm Gate Length.



The frequency resolution of the method is determined by the total simulation time T , whereas the upper limit of the analyzed spectrum fup is set by the sampling time-step DT as, ∆ω =



1 , T



and



fup =



1 . 2DT



(3.38)



The major advantage of this approach is its computational efficiency. In fact, the entire spectrum can be spanned with a single simulation, making possible the broadband frequency analysis of semiconductor devices. However, obtaining a fine frequency resolution can be an issue as it requires an inversely large simulation time. The sinusoidal excitation approach discussed before is therefore more suited to finer analysis of a particular frequency interval. Furthermore, due to the instability resulting from a step-voltage perturbation, the current fluctuations in the transient response are noisier for the Fourier decomposition than for the sinusoidal excitation. As an example, the instantaneous standard



38 deviations of the current response to a sinusoidal excitation and to a step-voltage are calculated for the same device as follows



σ(t) =



v uP £ u Nc J (t) − t i=1 i



1 Nc



Nc



PNc



j=1 Jj



i2



,



(3.39)



where the sums are computed over all Nc carriers contributing to the current density J in a given region. The standard deviation of these instantaneous standard deviations is then computed for the sinusoidal excitation σse and for the Fourier decomposition σfd . As expected, the Fourier decomposition is noisier than the sinusoidal excitation, σfd = 1.2σse . Even if the Fourier transform performs a systematic filtering and shifts the noise perturbation to the upper end of the spectrum, usually above the frequency range of interest, the influence of noise becomes detrimental to significant data extraction as the investigated frequency is increased. Another drawback of the Fourier decomposition is that it assumes the linearity of the device to be analyzed. While the step-voltage input perturbation can be expanded into a linear superposition of monochromatic excitations, the non linear behavior of any real device alters the nature of the output signal and, more specifically, the output frequency distribution. The first order approximation that neglects the nonlinearities of the device is not necessary in the monochromatic sinusoidal excitation. Conceptually halfway between the Fourier decomposition and the sinusoidal excitation, an interesting compromise is introduced and described in the following section. 3.6.3 Polychromatic Sinusoidal Excitation. A hybrid approach is introduced that consists of exciting the device with a linear combination of sinusoids. Thus, a single simulation yields more data than a monochromatic excitation, introducing less instability and noise burden than the step-voltage approach does. Each sinusoidal



39 component corresponds to a different frequency, and in the case of Ns frequencies, the longer period will yield the finest frequency resolution obtainable, the following ones being harmonics of this prime frequency. In the framework of the previously cited study case, the drain voltage vds (t) applied over one period T becomes



vds (t) = VDS + V0



Ns X



sin(kω0 t),



(3.40)



k=1



where VDS is the initial drain steady-state voltage, V0 is the half amplitude of the sinusoidal components, and ω0 is the prime frequency, determined by the simulation time, ω0 =



2π . T



(3.41)



Figure 3.9 shows a plot of vds (t) versus time for Ns = 10, along with the drain current-voltage characteristic of the device. One has to be careful when choosing the amplitude of the sinusoids V0 as it has to be large enough to have a measurable influence on the current response [36], but small enough to avoid exiting the device saturation region. This problem aggravates for large Ns or V0 . As a rule of thumb, VDS ± 0.8Ns V0 should remain in the saturation region illustrated by the shaded region in Figure 3.9. In this particular example, the observed frequencies are ω1 = ω0 , ω2 = 2ω0 , ... ω10 = 10ω0 . Here again, the analysis is shifted into the frequency domain by means of the Fourier transform, given for the input and output signals by Equation 3.42 and Equation 3.44, respectively:
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Figure 3.9. Drain Voltage vds (t), as a Sum of 10 Sinusoids of Amplitude 0.1 V.
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The modulus of the Fourier transform and therefore its energy are largest around the prime frequency ω0 and around its first Ns harmonics ωl = lω0 , for l ∈ [1, Ns ]. This is illustrated in Figure 3.10 showing the modulus of input voltage vds (t) consisting of a sum of (a) 3 and (b) 10 sinusoids. The majority of the energy of the signal is contained between 0 and ωmax = Ns ω0 . For each harmonic ω = ωl , the expression of vˆds (ωl = lω0 ) simplifies to



vˆds (ωl = lω0 ) =



    V0 π jω0



  0



for 1 ≤ l ≤ Ns , for l > Ns .



(3.43)



41 For subsequent harmonics, i.e. for ωl = lω0 with l > Ns , the Fourier transforms of the voltage variations are null, as can be seen in Figure 3.10. 8
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Figure Modulus of the Fourier Transform of the Drain Voltage for v˜ds (t) = P3.10. Ns V0 l=1 sin(lω0 t) with Ns = 3 (a), and Ns = 10 (b). The current is also analyzed in the frequency domain. Its expression is identical to Equation 3.21, and can be further developed in the discrete time case as follows: ˆıd (ωl ) =
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where the simulation time T is divided into N time-steps of duration DT , and l = 1, 2, ..., Ns . Figure 3.11 shows the frequency dependent complex impedance for a 100 nm wide GaAs MESFETs with a donor concentration ND = 1018 cm−3 , obtained with a polychromatic sinusoidal excitation consisting of a sum of ten sinusoids with equal amplitude V0 = 0.1 V and a prime frequency ω0 = 10 GHz.
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Figure 3.11. Complex Output Impedance for a GaAs MESFET with a 100 nm Gate Length. The three methods presented here show good agreement when applied to the same device. However, in practice, one method may yield results sensibly noisier than the others depending on the device. Typically, devices with a very large output resistance show a quasi-horizontal saturation region, which means that even a large change in drain voltage will result in a very small variation of the drain current. For such devices, the noise-to-signal ratio is close to unity and meaningful data extraction becomes challenging. The Fourier decomposition approach will have little chance of yielding appreciable results, while the most accurate analysis will be obtained through the monochromatic approach. Figure 3.12 shows the resistance (a) and the reactance (b) given by the three methods for a common device. The results show appreciable agreement in the observed frequency range. For low frequencies, (i.e. below 10 GHz), performing a comparison is computationally expensive as the corresponding simulation times exceed 100 ps. For high frequencies, (i.e. above 1000 GHz), simulation times are short and affordable, but the Fourier decomposition method becomes too noisy to supply reliable data.
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Figure 3.12. Output Resistance (a) and Reactance (b) Obtained with the Monochromatic Sinusoidal Excitation, with the Step-Voltage Fourier Decomposition, and with the Polychromatic Sinusoidal Excitation for a GaAs MESFET with a 98 nm Gate Length. 3.7 Other Perturbation Techniques 3.7.1 Gaussian Pulse.



Sinusoids and step-voltages are not the only types of



perturbation used in small-signal analysis. A very commonly used stimulus is the Gaussian pulse, which is attractive for the stability of its response. Figure 3.13 illustrates the critical parameters used in a Gaussian pulse excitation, which can be written as vds (t) = Vss + V0 e−(



t−µ 2 ) σ



ln 2



.



(3.45)



The pulse is centered around µ, σ is the half-width at half amplitude and the width ∆t should be smaller than the inverse of the maximum frequency. The amplitude of the pulse V0 should generate appreciable current variations while maintaining the small-signal regime. Typically, the temporal width is chosen to be in the order of a picosecond, while the amplitude is in the order of hundreds of millivolts. The Fourier transform of a zero-centered Gaussian pulse with a unit maximum amplitude and half-duration (i.e. V0 = 1 and σ = 1) is given by: f (t) = e−t



2



=⇒ Fˆ (ω) =



√



ω 2



πe−( 2 ) .



(3.46)
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Figure 3.13. Gaussian Impulse Perturbation Applied on the Drain Electrode of a MESFET. By the properties of the Fourier transform, the application of a time scaling t ← (t ×
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2 ) σ



followed by a time shift t ← (t − µ) gives the final expression of a Gaussian



pulse centered in t = µ with a half temporal width σ and a maximum amplitude V0 : −( t−µ )2 ln 2 σ
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(3.47)



while the Fourier transform of the output current is the same than for the step-voltage, given by Equation 3.31. Besides the Gaussian pulse, the rectangular pulse is another common input perturbation signal. Like the pulse or the sinusoid perturbations, it generates an output signal with an equal initial and final steady state values. However, the two discontinuities inherent to such a perturbation create some instability of the output response and generate a noisier signal. Presenting an extensive analysis of all perturbation techniques is beyond the scope of this work. The frequency analysis techniques considered here are mainly



45 focused on step-voltage and sinusoidal perturbations. 3.7.2 Perturbation Applied to the Gate Electrode. Applying a voltage perturbation on the drain electrode is a common technique used to extract the output impedance of a device. Another common application of the methods introduced in the previous sections consists in applying the perturbation on the gate electrode, while recording the current variations at the drain electrode. The Y -parameter corresponding to this approach is



y21 =



˜ıd ¯¯ , ¯ v˜gs v˜ds =0



(3.48)



where the tilde ( x˜ ) notation indicates a variation about an initial steady-state, (i.e. VGS and ISS1 for vgs (t) and id (t) respectively). Assuming that the perturbation applied to the gate electrode is a step-voltage of amplitude ∆VGS , the admittance in Equation 3.49 becomes in the frequency domain



Y21 (ω) =



ˆıd (ω) ˆıd (ω) = jω , vˆgs (ω) ∆VGS



(3.49)



where the hat ( xˆ ) notation indicates the Fourier transform. The drain current of a MESFET is dependent on both the gate-source and the drain-source voltages. The transconductance gm describes the change of the drain current with respect to small variations of the gate-source voltage vgs when VDS is fixed:



gm = Y21 (0) =



˜ıd ¯¯ . ¯ v˜gs V˜DS =0



(3.50)



A DC study yields the intrinsic transconductance, while the extrinsic transconductance is defined as ′



gm ≡



gm , 1 + gm R S



(3.51)



46 where RS is the resistance associated with the source contact. The transconductance of a 100 nm gate length GaAs MESFET is shown in Figure 3.14 as a function of gate bias (|VGS |), for different drain biases.
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Figure 3.14. Transconductance of a 100 nm Gate Length GaAs MESFET Plotted versus the Absolute Applied Gate Bias, and Given for Several Drain Biases (Indicated in V).



At very high frequencies, the drain current cannot follow immediately the gate-source variation, because of delays related to the finite velocity of carriers. The effect of this delay is commonly described by a frequency-dependent transconductance gm (ω), which is approximated at the first order by gm (ω) = gm e−jωτ ≈



gm ≈ gm (1 − jωτ ), 1 + jωτ



(3.52)



where τ is a time constant that can be assimilated to the carrier transit time and is dependent on the geometry of the device and the physical properties of the semiconductor material. The small-signal analysis allows for the study of the frequencydependent transconductance gm (ω) = Y21 (ω) and of the output voltage gain Gv (ω), calculated as the product gm Ro of the frequency-dependent transconductance and the



47 output impedance. A plot of the voltage gain parameter associated with a 100 nm wide gate GaAs MESFET is shown in Figure 3.15. The gain drops below unity above 100 GHz.
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Figure 3.15. Voltage Gain Obtained as the Product of the Frequency-Dependent Transconductance and the Output Impedance of a 100 nm GaAs MESFET.



3.8 Significant Figures of Merit Key features of transistors can be quantified by a certain number of figures of merit that can be derived by extracting the full set of Y -parameters. This can be achieved by running a sequence of two simulations [28]. Applying a perturbation on the drain while recording the gate and the drain output currents yields Y12 (ω) and Y22 (ω), respectively; applying a perturbation on the gate while recording the gate



48 and the drain output currents yields Y11 (ω) and Y21 (ω), respectively:



Y11 (ω) = Y12 (ω) = Y21 (ω) = Y22 (ω) =



ˆıg (ω) ¯¯ , ¯ vˆg (ω) v˜d =0 ˆıg (ω) ¯¯ , ¯ vˆd (ω) v˜g =0 ˆıd (ω) ¯¯ , ¯ vˆg (ω) v˜d =0 ˆıd (ω) ¯¯ . ¯ vˆd (ω) v˜g =0



(3.53) (3.54) (3.55) (3.56)



As in the case of the complex impedance introduced in section 3.6.2, the Y -parameters are obtained for the entire frequency spectrum when a step-voltage is applied. The Y parameters can also be derived one frequency at a time by using sinusoidal excitation as an input perturbation. Knowledge of the complete set of Y -parameters allows for the derivation of the H-parameters, and in particular h21 , introduced in section 3.2.2, h21



id ¯¯ = ¯ ig vd =0 id ¯¯ vg ¯¯ = ¯ × ¯ vg vd =0 ig vd =0 y21 = . y11



(3.57)



The cutoff frequency fT is obtained when the short-circuit current gain drops below zero, i.e. when the magnitude of h21 equals unity. This is illustrated in Figure 3.16, showing the variations of |H21 (ω)| with frequency, for a 100 nm gate length GaAs MESFET. The gain is shown in decibel (dB) as



H21 (ω)[dB] = 10 log(H21 (ω))



(3.58)



As can be seen in Figure 3.16, the short-circuit current gain rolls off at −20dB per



49 decade [52] and a cutoff frequency fT of approximately 70 GHz is found, in agreement with the limit of published data [52, 21, 64, 5].
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Figure 3.16. Frequency Variations of the Short-Circuit Current Gain. A Cutoff Frequency of 70 GHz is Found when |H21 (ω)| Equals 0 dB. A key feature of a transistor is its ability to amplify currents and voltages, and consequently, to deliver larger amounts of power to the load than is extracted from the signal source. This property is called the power gain, and is usually defined as the ratio of the power delivered from the transistor output, to the power delivered from the signal source, to the transistor input. The unilateral power gain, (U P G) is a frequently used measure for the maximum gain attainable from a microwave transistor. The U P G can be calculated by using UP G =



|y21 − y12 |2 . 4[Re(y11 )Re(y22 ) − Re(y12 )Re(y21 )]



(3.59)



A plot of the unilateral power gain for the same GaAs MESFET is shown in Figure 3.17. As defined in section 3.2.2, the maximum frequency of oscillation fmax is the
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Figure 3.17. Plot of the Unilateral Power Gain of a 100 nm Gate Length GaAs MESFET versus Frequency. The Maximum Frequency of Oscillation fmax is Obtained when the UPG Equals 0 dB. frequency at which the transistor still provides a gain, i.e. the frequency at which the unilateral power gain equals 0 dB. In Figure 3.17, a maximum frequency of oscillations of fmax = 175 GHz is found. When doing small-signal characterization of a device, the gains and frequencies defined above are being computed and compared with those of experimental devices. As an example, the maximum frequency of oscillation found in Figure 3.17 is in reasonable agrement with published data [52], experimentally measured on devices with comparable geometry and bias conditions. This is illustrated in Figure 3.18, giving the upper limits of the cutoff frequency and the maximum frequency of oscillations for GaAs MESFETs with respect to their gate length. The value of fmax for a specific microwave transistor may be either larger or smaller than the value of fT . Transistor with fmax > fT exhibit useful power gains at frequencies above fT and up to fmax . On the other hand, transistors with fmax < fT can achieve power gain only at frequencies up to fmax . For the transistor presented
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Figure 3.18. Upper Limits of Cutoff frequency fT and Maximum Frequency of Oscillation fmax Reported in Literature, for GaAs MESFETs with Respect to their Gate Length [52]. here, the cutoff frequency is found to be smaller than the maximum frequency of oscillations. This particular transistor follows the above statement as it still provides a voltage gain for frequencies higher than the cutoff frequency, but its gain drops rapidly below zero for frequencies close to fmax . This is verified in Figure 3.19, showing the output voltage power gain for the same 100 nm GaAs MESFET, which become negative for frequencies higher than fT but smaller than fmax . Finally, to further explain the different power gains, a stability factor is introduced as k=



2Re(y11 )Re(y22 ) − Re(y12 y21 ) . |y12 y21 |



(3.60)



Whether the transistor in a circuit will oscillate or not depends on the values of its small-signal parameters at the operating frequency and bias conditions, and on its load impedances. A distinction is made between conditionally stable transistors (k < 1) and unconditionally stable (k > 1) ones [52]. For the later, the maximum
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Figure 3.19. Frequency Dependent Output Voltage and Current Gains for a GaAs MESFET with a 100 nm Gate Length. 20 -10 dB / dec
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Figure 3.20. Plot of the Maximum Stable Gain of a 100 nm Gate Length GaAs MESFET versus Frequency. available gain (M AG) is defined as [52], ¯y ¯ √ ¯ 21 ¯ M AG = ¯ ¯(k − k 2 − 1), y12



(3.61)



while the maximum stable gain (M SG) for conditionally stable transistors is given by ¯y ¯ ¯ 21 ¯ M SG = ¯ ¯. y12



(3.62)



53 A plot of the maximum stable gain for a 100 nm gate length GaAs MESFET is shown in Figure 3.20. Unlike the other power gains, the M SG rolls off at -10 dB per decade as can be seen in Figure 3.20. Beyond several hundreds of GHz, the signal becomes rather noisy as the frequencies reach the domain of noise perturbations, which will be treated in the next chapter.



54 CHAPTER 4 NOISE ANALYSIS



”Ten people who speak make more noise than ten thousand who are silent.” Napol´eon Bonaparte 4.1 Introduction One of the principal aims of FET design is the production of low-noise devices. Unlike other models based on the first moments of Boltzmann’s equation like drift and diffusion, Monte Carlo simulations offer an interesting insight of noise analysis because all the microscopic physical processes that give rise to noise in the device are present and modeled by the simulation. The noise is related to fluctuations of the output current and voltage about their mean value, and arise from the motion and scattering of individual electrons. Two main fluctuations occurring in semiconductor materials and devices are the fluctuations of the carrier velocity generating diffusion noise, and the fluctuations of the carrier number which produce generation-recombination (GR) noise, and are due to electronic transitions between conduction and valence bands. Another noise mechanism that has been experimentally observed is the so-called 1/f noise, which is particularly important at low frequencies. The frequency range of interest for this work is well beyond the influence of 1/f contributions, which are therefore not discussed here. The mechanism of generation-recombination is thus far not implemented in the CMC simulation tool used in this work, and the effect of GR noise is also neglected as a first order approximation. The general theory and the techniques used to analyze the diffusion noise are introduced in this chapter, and the results obtained for several devices are presented. 4.2 Overview on Spectral Analysis Two mutually exclusive modes of operation can be used when studying elec-



55 tronic noise: the current-noise, and the voltage-noise operation [62]. The analysis in current-noise mode is performed by keeping constant the voltage drop at the terminals while analyzing the current fluctuation in the external load circuit. The protocol is equivalent to using a Norton generator and can be realized by placing an ideal DC voltage generator between the terminals of the device, and measuring current fluctuations in the external closed circuit. The voltage-noise mode is obtained by keeping the current constant in the device while analyzing the voltage fluctuations at its electrodes. This corresponds to placing an ideal DC current generator (Thevenin generator) in parallel to the device, and measuring the voltage fluctuations between the terminals of the device. The two modes provide complementary information. In both cases, the fluctuations are analyzed through the calculations of the respective autocorrelation functions. The analysis is then shifted to the frequency domain by means of the Fourier transform that supplies the spectral densities for each mode. For a given set of sampled data, the unbiased autocorrelation function is given by, C(m) =



   



1 N −|m|



  0



PN −|m|−1



˜ı(tn )˜ı(tn+|m| ), for − N < m < N,



n=0



(4.1)



otherwise,



where N is the total number of time-steps, the tilde (˜ x) notation stands for time variation about the steady state (i.e. ˜ı = i(t) − ISS ), and the discrete time notation adopted here is i(n) = i(n·DT ), DT being the simulation time-step. The autocorrelation function is given here for a time window −N < m < N , and is supposed to be null elsewhere. The current power spectral density (PSD) is then obtained by taking the Fourier transform of the current correlation function:



S(f ) =



Z



+∞



−∞



C(t)e−j2πf t dt



(4.2)



56 and, in the discrete time case,



S(fk ) = DT



N −1 X



C(m)e−j2πfk mDT ,



(4.3)



m=−N +1



where the discrete frequency fk = k/(N ·DT ) is calculated in the range −1/2N < k < 1/2N . Due to the parity of C(m), Equation4.3 simplifies to



S(fk ) = DT ·C(0) + 2DT



N −1 X



C(m)cos(2πfk mDT ).



(4.4)



m=1



This primary definition of the PSD is interesting for its simplicity. However, this definition can generate computationally expensive simulations as its algorithmic complexity scales with N 2 where N is the number of time-steps. Another issue with this method is that it generates data with very high variance, making challenging the extraction of statistically significant results. The periodogram [8] offers less computational burden for the estimate of the PSD, and is defined as N −1 ¯2 1 ¯¯ X ˆ Sp (fk ) = ¯ ˜ı(n)e−j2πfk nDT ¯ . N n=0



(4.5)



However, this first estimate still exhibits a large variance, that can yield poor computational performance, even for large values of N . Another estimate for the PSD is the so-called correlogram [55], based on a biased estimate of the correlation function defined as,



ˆ C(m) =



  PN −|m|−1   1 n=0 ˜ı(tn )˜ı(tn+|m| ), for − N < m < N, N   0



otherwise.



(4.6)
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Figure 4.1. Biased and Unbiased Autocorrelation Function of the Output Drain Current of a GaAs MESFET. Figure 4.1 shows the unbiased and the biased autocorrelation functions given by Equation 4.1 and Equation 4.6 respectively, for the drain output current of a GaAs MESFET. As can be seen, the unbiased autocorrelation C(m) gives rise to aliasing for time values close to the total simulation time (i.e. when m becomes close to N ). This has an negative effect on the direct computation of the PSD through Fourier transform. The biased estimator eliminates this aliasing effect and gives an accurate estimation of the current autocorrelation for the frequency spectrum of interest, without loss in frequency resolution. In the discrete time case, the correlogram is defined as follows: Sˆc (fk ) = DT



N −1 X



−i2πfk mDT ˆ C(m)e



m=−N +1



ˆ = DT ·C(0) + 2DT



N −1 X



(4.7) ˆ C(m)cos(2πf k mDT ).



m=1



Another benefit of using the biased autocorrelation estimate is that is guarantees the definite nonnegative character of the correlogram [8], making its use easier. Figure 4.2 exhibits this property by showing a comparative plot of the PSD obtained with



58 the Fourier transform of the biased autocorrelation estimate, and its corresponding correlogram estimates, (Eq. 4.6 and Equation 4.7 respectively). PSD direct calculation PSD correlogram
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Figure 4.2. Power Spectral Density Obtained by Direct Fourier Transform of the Biased Autocorrelation Estimator (Thin Line) compared to that Obtained with the Correlogram Estimate (Thick Line).



As evidenced by this plot, the interest of the correlogram is to extract the general trend of the PSD variations, eliminating the higher frequency fluctuations due to the very large variance of the direct calculation method. Another common technique to improve the estimates of the PSD uses windowing for truncating the time interval on which the PSD is computed. Classic lag windows used for this purpose include the Barlett (or triangular) window WT (m) and



59 the Hanning window WHn (m), respectively defined as



WT (m) =



WHn (m) =
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|m| , 2M −1



for − M < m < M



  0 otherwise,  ¡ ¢    1 1 − cos( 2πm ) , for − M < m < M 2 M −1   0



(4.8)



otherwise,



where the half window width M is always smaller than the total number of timesteps N , and has to be carefully chosen as a tradeoff between variance and bias, since the bias decreases but the variance increases for higher values of M . In the extreme case where M = N , the PSD and its correlogram are identical. A common choice √ for the window width is M = N . The choice of the type of window is a tradeoff between smearing (main lobe width) and leakage (side lobe level) and is illustrated in Figure 4.3, which shows the frequency spectrum of a triangular, a rectangular and a Hanning window. While the rectangular and the triangular windows exhibit a narrow main lobe width, the amplitude of the secondary lobes remains high throughout the frequency spectrum. This is avoided with the Hanning window at a cost of a broader main lobe. The weighted correlogram, with a triangular window WT (m) becomes therfore SˆBT (fk ) = DT



M −1 X



−i2πfk mDT ˆ WT (m)C(m)e ,
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m ¢ˆ 1− C(m)cos(2πfk mDT ) 2M − 1



and is usually referred to as the Blackmann-Tukey method for the PSD estimate. A rectangular and a triangular weighted PSD correlogram, as compared to the estimation computed with the periodogram, is shown in Figure 4.4.
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Figure 4.3. Frequency Spectrum of a Triangular, a Rectangular and a Hanning Window. Another common technique used in spectral analysis is the zero padding, which consists in appending the given data by zeros prior to computing the discrete Fourier transform. This also allows for a fast Fourier transform (FFT) calculation when the ¯ is a power of 2. The computational complexity of the new number of sampled data N Fourier transform simplifies then from N 2 to 12 N lnN . As a beneficial byproduct, the zero padding technique also allows for a finer sampling period of the autocorrelation ˆ ¯ . Its downfall is estimate C(m) since the discrete frequencies are now given by 2π/N that adding zeros between sampled data does not increase the amount of information, it only produces smoother plots by generating more points in the frequency domain. Consequently, oscillations appear in the frequency domain when the simulation time is too short. This is a well known property of spectrum analysis and is illustrated as an extreme case in Figure 4.5 showing the PSD of a GaAs diode that has been simulated for 10 ps (dashed line) and 1.0 ns (solid line) in each bias points. Although the general frequency behavior is identical for both curves, oscillations are created as an artifact
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Figure 4.4. Weighted PSD Correlogram Estimations using a Triangular and a Rectangular Window. The Estimation is Superimposed onto that Obtained with the Periodogram. due to the short simulation time. Despite the secondary oscillations effect, shorter simulations still provide an accurate estimation of the positions and amplitudes of the primary peaks, except at low frequencies, (i.e. below 500 GHz), where longer simulations are required to extract valuable data. 4.3 Current-Noise Mode Analysis The following two sections are devoted to the current and the voltage modes used by noise theory analysis. To illustrate the techniques involved, the results presented in these sections have been obtained on a simple device: a GaAs n+ n-diode, with geometry and doping profile shown in Figure 4.6. However, it should be noticed that the results discussed here are general and can be observed for more complex devices, such as GaAs MESFETs and GaAs HEMTs that will be presented in the following chapters.
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Figure 4.5. Power Spectral Density Obtained with a Simulation Time of 1.0 ns (Solid Line) and 10 ps (Dashed Line). A Schottky diode is shown in Figure 4.6, where the electrode on the right side behaves as an absorbing boundary, meaning that all the carriers reaching the interface are being absorbed and no carrier is injected from the metal into the semiconductor. To account for the Schottky barrier at the semiconductor-metal interface, the right electrode is kept at a constant bias Vr = 0.64 V. The left electrode is a ohmic contact and behaves as an infinite source of electrons injected in the device with the appropriate thermal distribution (velocity-weighted hemi-Maxwellian). To simulate different bias conditions, variable voltages Vl are applied to the left electrode. In the particular case of the current-noise mode, both biases Vl and Vr are kept constant in time, while the fluctuations of the short circuit current are being investigated. After an initialization procedure required for the system to reach steady state (typically, the operating point voltages are applied for 8 to 10 picoseconds), the output current is recorded at each time-step for a simulated time T of the order of several hundreds of picoseconds. Simulation lengths are a tradeoff between accuracy
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Figure 4.6. Geometry and Doping Profile of a GaAs n+ n-diode. in the frequency domain and realistic computational timing. According to published work [63, 62, 22, 23], simulation times ranging from a few hundred picoseconds to one or two nanoseconds are sufficient to extract valuable data for noise analysis. 0.0 V
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Figure 4.7. Normalized Time Autocorrelation Functions of the Current Fluctuations for Different Biases. As the applied biases are maintained constant in time, the displacement current is null. Consequently, only the conduction current is recorded during the simulation. Simulations are run for different bias conditions and the variations of the



64 output current are recorded. The time autocorrelation function of the current fluctuations CI (t) is then computed for each applied bias using Equation 4.1. Figure 4.7 shows the normalized autocorrelation (i.e. CI (t)/CI (0)) obtained for three increasing applied biases. The autocorrelation follows an exponential decay as a resistor would, then oscillates around 0. These oscillations are attributed to the coupling between energy and velocity relaxation processes [35]. As the applied bias is increased, the autocorrelation functions exhibit a faster decay because of the onset of hot-carrier conditions [23]. To investigate the frequency behavior of the device, the power spectral density SI (f ) is calculated using Equation 4.7 and is shown for different applied biases in Figure 4.8. 0.6 V
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Figure 4.8. Spectral Density of Current Fluctuations as a Function of Frequency for Several Applied Voltages. For all three voltages, a first peak appears around 500 GHz and is attributed to the carriers that do not have sufficient energy to surmount the potential barrier at the right electrode and are commonly referred to as returning carriers [23, 61]. The second peak occurs for higher frequencies, around 2500 GHz, and is observed for all voltages and is attributed to the plasma frequencies of the n and n+ regions. This



65 peak originates from the coupling between fluctuations of the carrier velocity and of the self-consistent field induced by the n-n+ homojunction [62]. The peak magnitude and frequency depend on the characteristics of the n-n+ regions, (i.e. geometry and doping profile). Between these two peaks, parasitic peaks of smaller amplitude appear due to an extreme data extrapolation. These secondary peaks disappear if the device is simulated for a longer time. The current PSD is investigated at low frequency in order to illustrate the effects associated with the returning carriers. Figure. 4.9 shows SI (f ) and SI (f )−SI (0) as a function of the frequency in the GHz range, for two voltages at which the semiconductor-metal barrier persists. In this frequency range, two contributions to the spectral density are identified: a first one is due to carriers able to pass the barrier, which are responsible for SI (0) and whose contribution to SI (f ) is constant with frequency [61]; a second contribution is originating from the returning carriers. The later contribution is proportional to f 2 until reaching a maximum. The amplitude and frequency of this maximum are related to the height and width of the barrier. Figure. 4.9 clearly shows the f 2 dependence of SI (f ) − SI (0), attributed to the returning carriers. To further understand the low frequency noise distribution, Figure 4.10 shows the current fluctuations PSD values at low frequency as a function of the outgoing current density. The extraction of the low frequency values can be challenging as rather long simulation times (in the order of nanoseconds) are required to derive valuable data. The curve exhibits a dual slope. In the low current region (corresponding to applied voltages below the effective barrier voltage, Vl < Vr = 0.64 V), SI (0) shows a linear dependance typical of a shot-noise behavior, caused by carriers randomly crossing the barrier [23]. Most of the shot noise is generated in the depletion region, close to the barrier. As the current increases, the effect of the series resistance becomes im-
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Figure 4.9. Frequency Dependence of the Spectral Density of Current Fluctuations SI (f ) and SI (f ) − SI (0) in the GHz Range, for Biases of 0.2 and 0.3 V. portant and the thermal noise predominates. The thermal noise is independent of the applied voltage, and is proportional to 4kB T /RS , where T is the lattice temperature, kB the Boltzmann constant, and RS is the series resistance associated with n and n+ regions of the device. The thermal noise is spatially more distributed. Finally, at the highest voltages, the appearance of excess noise due to the presence of hot carriers and to the increased population of higher energy bands is evidenced by the increase of SI (0). In this current range, electrons become hot after traveling a certain distance in the n region. Consequently, the excess noise is mostly localized near the end of the n region, close to the right electrode. 4.4 Voltage-Noise Mode Analysis In the voltage-mode, the output current remains constant in time, and the output voltage fluctuations and their correlations are investigated. The output current
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Figure 4.10. Low Frequency Values of the Spectral Density of Current Fluctuations as a Function of Current Density. can be viewed as the sum of a conduction current and a displacement current, i(t) = ic (t) + id (t) ǫ0 ǫr A d˜ v (t) = ic (t) − , L dt



(4.10)



where ǫ0 ǫr is the material dielectric constant, L the length of the device, A its cross section, and v˜(t) the time dependent voltage fluctuations. In the case of voltagemode analysis, the output current is kept constant in time and equal to its steady state value I0 . Therefore, Equation 4.10 can be rewritten as follows: L d˜ v (t) = (ic (t) − I0 ). dt ǫ0 ǫr A



(4.11)



The knowledge of ic (t) at each time-step allows for the calculation of v˜(t), using Equation 4.11 and a discrete time integration. Furthermore, within the self-consistent particle-based simulation framework, the device is mapped onto a two-dimensional grid, so the instantaneous voltages are actually known at each grid point, and are



68 thus a function of time and space. The field spatial variations v˜(r, t) about the steady state distribution can then be analyzed allowing for the spectral analysis with respect to frequency and space. This is a valuable aspect that provides information about the location of noise within the device. The techniques used to derive the potential autocorrelation and the voltage fluctuations power spectrum density are identical to the ones introduced for the current noise. For a given bias condition, the steady state potential of the device Vss is computed as an average over the total simulation time, after steady state has been reached. The fluctuations of the instantaneous voltage about the steady state voltage, v˜ = v(tn ) − Vss are then used to compute the voltage autocorrelation function as,



CV (m) =



   



1 N −|m|



  0



PN −|m|−1 n=0



v˜(tn )˜ v (tn+|m| ),



for − N < m < N,



(4.12)



otherwise,



where tn = n×DT is the nth discrete time-step. As for the current noise analysis, the voltage autocorrelation biased estimator CˆV (m) is introduced as foloows:



CˆV (m) =



  PN −|m|−1   1 n=0 v˜(tn )˜ v (tn+|m| ), N



  0



for − N < m < N,



(4.13)



otherwise.



Figure 4.11 shows a plot of the time variation of the normalized biased voltage autocorrelation function CˆV (t)/CˆV (0) for different applied biases. Plasma oscillations and differential dielectric-relaxation times are responsible for the oscillatory and dumping behaviors of the autocorrelation function [62]. At increasing applied voltages, the subohmic behavior of the current-voltage characteristics implies a significant increase of the dielectric relaxation time which, by becoming longer than the plasma time,



69 washes out the oscillations [62, 63]. 1.4
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Figure 4.11. Autocorrelation Function of the Voltage Fluctuations for three Applied Biases. The power spectral density is then calculated and its correlogram estimate is defined as SˆV (fk ) = DT



M −1 X



CˆV (m)e−i2πfk mDT ,



m=−M +1



= DT ·CˆV (0) + 2DT



M −1 X



(4.14) CˆV (m)cos(2πfk mDT ),



m=1



where fk = 2πk/N ·DT with −N/2 < k < N/2 and the value M =



√



N is used for



the rectangular window half width. Figure 4.12 shows the PSD correlogram of the voltage fluctuations SˆV (f ) as a function of frequency, for four increasing biases. As can be seen, a peak is observed around 2100 GHz for all applied biases and is due to the plasma oscillations corresponding to the n+ doping. From the Monte Carlo simulation, the PSD values are obtained for all the grid cells mapping the device. To extract the data for the plot of Figure 4.12 (a), a first 2D-slice is taken along the direction perpendicular to the active region (x-direction), in the middle of the device.



70 The voltage fluctuations correlogram is then computed for a grid point chosen in the n+ region of this 2D-slice. Hence, the peak observed in Figure 4.12 (a) corresponds to the n+ doping plasma oscillations. To observe the peak corresponding to the n doping plasma oscillations, the PSD values should be analyzed for a grid point chosen in the n-region, as shown in Figure 4.12 (b). 5
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Figure 4.12. Power Spectral Density of the Voltage Fluctuations in the n+ -Region (a) and in the n-Region (b), as a Function of Frequency.



To better understand the spatial distribution of the noise, the spectral densities are plotted as a function of frequency and position, along the direction perpendicular to the contacts. Figure 4.13 shows the voltage fluctuations PSD correlogram, in 3D representation, for four applied biases: (a) 0.0 V, (b) 0.1 V, (c) 0.2 V and (d) 0.3 V. The points x = 0 nm and x = 700 nm correspond to the positions of the ohmic and the Schottky contact, respectively. The first peak that occurs at low frequency originates in the n-region while the second peak at higher frequency originates in the n+ region. Increasing the applied gate bias generates higher peaks, both at low and high frequencies. However, the increase of the peak amplitude with the applied bias is more significant for the lower frequency peak. The frequency at which these peaks appear corresponds to the plasma frequency in their respective regions. This can be verified by comparing the electron concentration profile of the device with the
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Figure 4.13. Spatial Distribution of the Power Spectral Density of the Voltage Fluctuations as a Function of Frequency; the PSDs are Shown for Increasing Bias Conditions, 0.0 V (a), 0.1 V (b), 0.2 V (c) and 0.3 V (d) corresponding PSD correlogram, for a given bias. Figure 4.14 (a) shows the electron concentration of the device, under an applied bias of 0.2 V, while Figure 4.14 (b) shows in 2D the voltage fluctuations power spectral density obtained for that particular bias. In Figure 4.14 (b), the higher frequency peaks starts appearing at the beginning of the n+ region at a frequency close to 2800 GHz. The corresponding electron concentration (i.e. close to x = 100 nm) is found to be 1017 cm−3 . The frequency of plasma oscillations is given by
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(4.15)



where q is the electron charge, ǫr ǫ0 the dielectric constant, m the effective mass
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Figure 4.14. Electron Concentration (a) and 2D Representation of the Voltage Power Spectral Density (b) along the x-Axis. and n the electron concentration. For n = 1017 cm−3 , fp equals 3000 GHz, which agrees with Figure 4.14 (b). As x comes closer to the n+ n depletion region, the concentration drops. Consequently, the peak frequency decreases as x increases. For x = 350 nm, Figure 4.14 (a) reads n = 7 × 1016 cm−3 , corresponding to a plasma frequency fp = 2500 GHz in Figure 4.14 (b). The same trend is observed for the lower frequency peak, which originates in the n region; the peak frequency decreases as the electron concentration decreases. For x = 600 nm, the electron concentration is n = 0.8×1016 cm−3 , corresponding to a plasma frequency fp = 800 GHz in Figure 4.14 (b). The frequency values predicted by the computation of the plasma oscillations with Equation 4.15 are systematically higher (around 6%) than the values found with the voltage fluctuation correlogram. This is most likely due to the approximation used in Equation 4.15 for the effective mass in GaAs as 0.067×m0 and the approximation used for the dielectric constant ǫr = 13.1. As the applied bias is increased, the voltage fluctuation spectral density becomes predominant at low frequencies. This is observed in Figure 4.15 that illustrates the voltage fluctuation PSD correlogram for applied biases of 0.6 V (a) and 0.8 V (b). The great increase of the spectral density at low frequency washes out the peaks cor-



73 responding to the n region, while the peak corresponding to the n+ region remains the same [23, 62].
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Figure 4.15. Spatial Distribution of the Power Spectral Density of the Voltage Fluctuations as a Function of Frequency; the PSDs are Shown for Higher Bias Conditions: 0.6 V (a) and 0.8 V (b).



The low-frequency behavior related to the different mechanisms controlling the current throughout the device changes significantly with the biasing. Figure 4.16 shows the derivative of the spectral density with respect to the position, as a function of the applied voltage and the position in the device, obtained for low frequency, i.e. dSˆV /dx(x, 0). The voltage fluctuation PSD is first extracted for low frequency, and a finite difference scheme is then used to compute the spatial derivative. The magnitude of the derivative undergoes significant variations when going from the ohmic contact (x = 0) to the Schottky contact (x = 700 nm), depending on the applied bias. For low voltages shot noise is dominant, and most of the noise arises in the depletion region, close to the barrier (zone (a) in Figure 4.16). At increasing biases, when flatband conditions are reached, the noise becomes spatially more distributed. It originates mainly from the n region of the device and corresponds to the thermal noise associated with the series resistance (zone (b)). Finally, at the highest voltages, the presence near the end of the n region of hot carriers and carriers in higher bands
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Figure 4.16. Spatial Derivative of the Low Frequency Spectral Density, Given as a Function of Applied Bias and Position Along the Device. with a larger effective mass, makes this region highly resistive and gives rise to an excess noise, causing dSV (x, 0)/dx to increase dramatically (zone (c)).



75 CHAPTER 5 HIGH ELECTRON MOBILITY TRANSISTORS



”Make everything as simple as possible, but not simpler.” Albert Einstein 5.1 Introduction The High Electron Mobility Transistor (HEMT) [40] is a heterostructure fieldeffect transistor. The development of HEMTs started in 1978, immediately after the successful experiments on modulation-doped AlGaAs/GaAs heterostructures, which revealed the formation of a two-dimensional electron gas (2DEG) with enhanced electron mobility [12]. HEMTs are currently one of the most attractive devices for highfrequency applications. Furthermore, they show numerous analogies with MESFETs which make them a logical continuation for the work presented in this document. Figure 5.1 shows the basic layout of a HEMT. Although the properties of the material affect the performance of the transistor, the underlying principle of HEMT operation is basically the same for all cases. In this work, AlGAs/GaAs HEMTs have been simulated and compared with GaAs MESFETs. The main difference between the two device structures comes from the AlGaAs/GaAs heterojunction that creates a potential well confining the carriers in a two-dimensional electron-gas. In the case of the GaAs/AlGaAs heterojunction, the semiconductors have different band-gaps, different permittivities, and different electron affinities. Under equilibrium conditions, since the GaAs conduction band lies lower in energy than the AlGaAs donor states, electrons transfer from the donor AlGaAs layer into the undoped GaAs substrate, resulting into the formation of a highly mobile two-dimensional electron gas in the GaAs layer. The main reason for using a heterojunction is therefore that the mobile carriers are confined in the undoped GaAs region, while their parent donor remain in the doped AlGaAs layer, and have little influence on transport. As a result, the



76 concentration of carriers in GaAs is very high, while the ionized impurities remain in the upper AlGaAs layer, leading to an extremely high mobility of carriers along the conduction path. VGS
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Figure 5.1. Two-Dimensional Structure of a HEMT [45].



In this chapter, the basic principles of HEMTs will be exposed, along with simulation results that accurately account for the physics of the device. Static as well as dynamic results will be presented for AlGaAs/GaAs HEMTs, including the frequency response and the noise analysis of the simulated devices. 5.2 HEMT Operation Principles As shown in Figure 5.1, the source contact is commonly grounded, and a bias is applied at the gate and at the drain electrode. As for MESFETs, a depletion region is created in the highly doped AlGaAs layer underneath the gate. A second depletion region is created at the AlGaAs/GaAs interface due to the electron transfer across the heterojunction, and its effect adds on to the depletion region underneath the gate. When a negative bias VGS is applied to the gate, the resulting transverse electric field penetrates deeper into the semiconductor and starts to deplete the 2DEG. As a consequence, the 2DEG sheet density nS becomes smaller. To illustrate the controlling effect of VGS on the 2DEG, Figure 5.2 shows the electron concentration



77 as a function of the depth in an AlGaAs/GaAs HEMT for different gate potentials. The AlGas/GaAs interface is located 50 nm underneath the electrode and null drain bias is maintained, VDS = 0 V. For the case of VGS = −2.0 V, the entire AlGaAs layer is practically depleted, all carriers reside in the GaAs 2DEG, and both space regions overlap. For VGS = −1.5 V, the electron density in the 2DEG is increased, and some electrons start to appear in the AlGaAs layer as well. When, a less negative gate bias is applied (VGS = −0.5 V), the electron density in the GaAs layer increases further, but now a considerable portion of the total number of electrons reside in the AlGaAs layer. Thus the two space-charge regions no longer overlap, and two parallel conducting channels are now present in the structure, namely a channel in the AlGaAs with low-mobility electrons and the GaAs channel with high mobility electrons. The mobility of the electrons in the AlGaAs layer is low for to reasons. First, the AlGaAs is doped and scattering reduces the mobility of carriers, second, the mobility of AlGaAs is by nature lower than that of GaAs. This scenario is not desirable because now both the 2DEG and the electrons in the AlGaAs contribute to
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Figure 5.2. Electron Concentration in an AlGaAs/GaAs HEMT Structure as a Function of Depth, for Different Applied Gate Biases.



78 When a positive bias VDS is applied between drain and source, an electric field in the transport direction along the channel is present, the 2DEG electrons move from the source to the drain creating a current ID . The magnitude of the drain current depends on the 2DEG sheet density nS , which is controlled by the gate to source voltage. As in the case of the MESFET, both depletion and enhancement HEMTs exist. Depletion HEMTs have been simulated in this study, by analogy with the work performed on depletion MESFETs. 5.3 Simulation Considerations Several HEMT structures have been simulated in the past decade. Hess and Wang [65] simulated a HEMT, using a MESFET self-consistent 3D k-space simulation scheme, but ignoring the two-dimensional nature of transport along the channel. Another device was simulated by [60], including size quantization but with no selfconsistency (i.e. using a fixed potential distribution). Two-dimensional scattering rates were used for the channel and three-dimensional scattering rates elsewhere. The first self-consistent simulation including size quantization is due to Ravaioli and Ferry [45, 44]. Within this framework, the difference between the two Fermi levels is accounted for by applying a bulk contact at the bottom of the device. A three-valley non-parabolic model was used for the band-structure, while polar optical, and acoustic phonon scattering were modeled, as well as ionized impurities. The possibility of building devices that exploit the real-space transfer phenomena has been recently investigated by the group at the University of Illinois, Urbana [33]. From the simulation point of view, the complications with respect to simulating a GaAs MESFET are summarized as follows:



1. The quantization of the electron motion is important in the channel region, while three-dimensional transport is prevalent elsewhere. It is necessary to have an



79 algorithm capable of handling both cases, that is the 2D quantized description of the electronic motion, as well as the 3D overall particle transport, and the charge transfer between the two. 2. The asymmetry of the channel region, which is wider towards the drain electrode, affects the properties of the electron gas. In consequence, the scattering rates should always be calculated self-consistently with the electron distribution in the quantum well at different point of the channel. This approach is incompatible with the CMC formalism, where the scattering rates are pre-computed and tabulated before the simulation, and is not included in the present work. 3. Finally, as electrons confined in the well are heated by the field, they might gain enough energy to cross the potential barrier between GaAs and AlGaAs. In this regard, an accurate model is required to account for real space charge transport. 100 VGS GATE
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Figure 5.3. Two-Dimensional Structure of the Simulated AlGas/GaAs HEMT. Dimensions are Indicated in nm and Doping Concentrations in cm−3 . The geometrical layout of the device simulated in this work is given in Figure5.3. The device consists of a 10 nm unintentionally doped (5×1014 cm−3 ) AlGaAs top layer,



80 a 30 nm uniformly doped (2 × 1018 cm−3 ) n+ -AlGaAs layer, and a 10 nm unintentionally doped (5 × 1014 cm−3 ) AlGaAs spacer followed by a 100 nm unintentionally doped (5 × 1014 cm−3 ) GaAs substrate. The delta-doped layer is placed between two unintentionally doped AlGaAs layers, hence the name, delta-HEMT (D-HEMT). This geometry has proven to have superior performance [32] in terms of current concentration, transconductance, and drain current drive capability, as compared with uniform-HEMTs, which geometry is shown in Figure 5.1. To account for the contact regions, the source and the drain electrodes are placed on the left and the right, respectively, and a 50 nm layer of highly doped (2 × 1018 cm−3 ) GaAs is placed on either side of the AlGaAs region. The height of the Schottky barrier at the gate electrode is assumed to be 0.8 V, while the conduction band discontinuities at the heterointerface is set to 0.256 eV. Real space transfer of electron between GaAs and AlGaAs is included, and the static dielectric constants are 13.1 and 12.03 for GaAs and Al0.3 GaAs0.7 , respectively. To account for the quantization of the electron motion in proximity of the heterojunction, the effective potential approach [14] has been implemented. This concept uses the fact that as the electron moves, the edge of the wave packet encounters variations in the potential profile before the center of the wave packet. The effective potential Veff is calculated as a convolution of the classical potential V (x) obtained from solving the Poisson equation, and a Gaussian function:



Veff =



a0



1 √



∞



¡ ξ2 ¢ V (x + ξ) exp − dξ, 2a0 2π −∞ Z



(5.1)



The idea of proposing the effective potential for device simulation originates in part from the consideration of the finite-size of charge carriers [15]. when the electric potential produced by a point charge (classically represented by a delta function) is replaced by a finite-size wave packet (represented by a Gaussian function), the clas-



81 sical potential is smoothed out. The spread of the wave packet is determined by the thermal de Broglie wavelength [57] for the lateral directions, and can be approximated in the direction normal to the gate by, h ¯2 a = 8mkB T 2



(5.2)



where h ¯ is the reduced Plank constant and m is the electron effective mass. In Equation 5.1, a0 is the standard deviation of a Gaussian. In order to determine the optimal a0 , the electron distribution obtained with the effective potential has been compared to that obtained with a one-dimension Schr¨odinger-Poisson (SP) selfconsistent calculation. Figure 5.4 (a) shows the electron density calculated with a classical approach (thin line), with the SP (thicker line) and with the effective potential self-consistent method (dashed line), as a function of the distance from the gate electrode. The AlGaAs / GaAs interface is located at 40 nm. The standard deviation of the effective potential Gaussian is chosen to match as closely as possible the quantum solution of the SP, as illustrated in Figure 5.4 (b), showing a close-up view of the effective potential approximation of the SP solution for three different values of a0 . In the particular case of the simulated HEMT, the value a0 = 12 ˚ A is chosen as optimal value. To illustrate the impact of the effective potential method on the potential, Figure 5.5 shows the electron distribution at the heterojunction interface and the corresponding charge distribution, for the classical potential calculation (a) and for the effective potential approach (b). The data is extracted on a section along the direction perpendicular to the channel, in the middle of the device. It can be seen that the quantum correction exhibits a charge set-back from the AlGaAs/GaAs interface and an upward shift of the conduction band edge, known as the band-gap widening, due to the size-quantization effect.



82 3



Electron density x1018 [cm-3]



Electron density x1018 [cm-3]



classical 2.5



Schrodinger - Poisson effective potential



2 1.5 1 AlGaAs



GaAs



0.5 0



(a)



20



30



40



50 60 Depth [nm]



70



80



(b)



1.6



.. Schrodinger - Poisson



1.4



effective potential



1.2 1 0.8 0.6



a0 =11 A



0.4



a0 =12 A



0.2



a0 =13 A



0 40



41



42



43



44 45 46 Depth [nm]



47



48



49



50



Figure 5.4. Electron Density Obtained with the Classical Solution (Thin Lines), with the Schr¨odinger-Poisson Solver (Thick Line) and with the Effective Potential (Dashed Line) Shown in (a); the Effective Potential Solutions are Plotted in (b) for Three Different Values of a0 to Compare with the SP Solution. 5.4 Statics Characterization A HEMT device has been simulated under different bias conditions to derive its full current-voltage characteristics and is shown in Figure 5.6 (a). The square symbols corresponds to the IV curves obtained with the quantum correction, while the deltas are obtained without. As can be seen, the device yields more drain saturation current with the effective potential than without and agrees with published observations [72, 67]. Two opposite effects come in action with the addition of the effective potential: on one hand, the quantum correction in the direction normal to the interface softens the interface potential, consequently raising the potential minimum in the AlGaAs layer and lowering the peak carrier density. On the other hand, the quantum correction in the direction along the channel reduces the depleting effect of the applied gate bias, resulting in an increase of the peak electron density in the GaAs layer. Due to the high electron density in the 2DEG, the quantum correction along the channel direction dominantes [72], with a net effect of an increase in electron density, resulting in an overall increase of the total current when quantum effects are included. Applying a negative gate bias first depletes the AlGaAs region, while most of
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Figure 5.5. Electron Distribution and Conduction Band Edge Energy Calculated without Quantum Correction (a), and with the Effective Potential (b). the current transport takes place in the 2DEG. As a more negative gate bias is applied, the 2DEG is also depleted and the charge density becomes smaller, thus reducing the output drain current, until the device is turned off. As can be seen in Figure 5.6 (a), the difference between the drain current obtained with the quantum correction and that obtained without diminishes as a more negative gate bias is applied. This is due to the change in the corresponding conduction band edge EC , shown in Figure 5.6 (b) as a function of depth, for increasing gate biases. The potential is pulled-up for more negative gate biases, until the 2DEG vanishes. For VGS = −1.0 V and −1.5 V, the 2DEG is still present, so the quantum correction still affects the total current. However, for VGS = −2.0 V, the 2DEG is barely evidenced and the effective potential contribution becomes negligible. Figure 5.7 shows the transconductance gm of the simulated HEMT structure, as a function of the applied gate bias, for several drain biases. The qualitative behavior of the transconductance increasing with less negative voltages, reaching a maximum and then decaying again as gate biases become close to zero agrees with published results [32]. As the gate bias increases (for VGS < −1.5 V), the AlGaAs layer becomes conductive which has an enhancing effect on gm . The transconductance increases until
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Figure 5.6. Current Voltage Characteristics of the Simulated HEMT Structure (a), Obtained for Different Gate Biases, with (Squares) and without (Deltas) Quantum Corrections. Corresponding Conduction Band Edge Energy Profile (b) for the Applied Gate Biases. it reaches a maximum (around VGS = −1.25 V, and then begins to decrease for lower VGS . To complete the static characterization of the simulated HEMT structure, Figure 5.8 shows a 3D representation of the potential distribution. The potential is obtained with a bias of VGS = 0.5 V and VDS = 1.0 V. The transition of the potential at the AlGaAs/GaAs interface can clearly be seen. 5.5 Frequency Analysis In this section, a small-signal characterization of the simulated HEMTs structure introduced in section 5.4 is presented. The frequency analysis is carried and the typical figures of merit are extracted from the simulation. 5.5.1 Computational Considerations. To derive the frequency response of the simulated HEMTs, the same techniques introduced in Chapter 3 have been applied. In particular, the step-voltage perturbation and the sinusoidal excitation methods have been used to study the small signal characteristics of the HEMT. While the simulation of a simple n+ n-diode or a GaAs MESFET can be achieved in a small amount of time
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Figure 5.7. Transconductance of the Simulated HEMT as a Function of Gate Voltage, Obtained for Different Drain Biases. (in the order of 15 to 20 hours), simulating a HEMT can become more computationally expensive. This comes from the additional complexity of HEMTs structures, due to both the carrier transport through the heterojunction and the quantum correction via implementation of the effective potential. To obtain an accurate representation of the effective potential, a fine discretization is required at the AlGaAs/GaAs interface. As a consequence, a finer two-dimensional grid is mapped onto the device, thus increasing the number of cells and the number of simulated particles that represent the electron population. A smaller Poisson time-step is also required to enforce the self-consistency of the effective potential calculations. As a result, simulations for HEMTs with dimensions comparable to the simulated MESFETs structures, (i.e. a gate length of LG = 0.1 nm and a gate-to-source and gate-to-drain spacing of 0.1 nm) requires in the order of 30 to 40 hours of CPU time. While current-voltage characterization only require in the order of 10 picoseconds of simulation time per bias point, typical frequency simulation demand much longer simulated time as a simulation of 50 ps is necessary for a 20 GHz frequency resolution. Most of the results presented in this section have been obtained by simulating an average population ranging between
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Figure 5.8. Three-Dimensional Representation of the Potential of the Simulated HEMT, as a Function of Space. The Applied Biases are VGS = 0.5 V and VDS = 1.0 V. 50,000 and 100,000 particles, while the simulation time is ranging from 30 to 150 hours of CPU time. 5.5.2



HEMT Small-Signal Analysis.



The HEMT structure of Figure 5.3



has been simulated for the bias point VDS = 1.0 V and VGS = −1.0 V. Sinusoidal excitations of amplitude 250 mV have been applied successfully to the drain and to the gate electrode, for the simulation times of 40 ps, 20 ps, 10 ps, 6.25 ps, 5.714 ps, 5 ps, 4 ps, 3 ps, and 2 ps, corresponding to 25 GHz, 50 GHz, 100 GHz, 160 GHz, 175 GHz, 200 GHz, 250 GHz and 500 GHz, respectively. Figure 5.9 shows the real and the imaginary part of the output impedance obtained for the simulated frequencies. A value of fXm = 70 GHz is found for the maximum reactive frequency. This is in the expected range of values for such devices and it is higher than in a MESFET with comparable geometry (fXm = 48 GHz of Figure 3.8 in Chapter 3), which confirms the superiority in terms of high frequency applications for HEMTs structures over traditional MESFETs.
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Figure 5.9. Real and Imaginary Part of the Output Impedance of the Simulated HEMT. Sinusoidal Perturbations of Amplitude 250 mV have been Applied Around the Steady State Bias Points VDS = 1.0 V and VGS = −1.0 V. Combining small signal perturbation on both the drain and the gate electrode allows for the derivation of other small-signal parameters such as the short circuit current gain |H21 (ω)| (Eq. 3.58), plotted in Figure 5.10. The gain rolls off at 19 dB per decade, which agrees well with the expected 20 dB/dec for short circuit current gains [52] 20 -19 dB / dec
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Figure 5.10. Short Circuit Current Gain as a Function of Frequency, Plotted in dB. A Cutoff Frequency fT = 120 GHz is Found at the Frequency where the Gain Equals 0 dB. A cutoff frequency of fT = 120 GHz is found, in perfect agreement with published values [52]. Experimental values and published estimations of the cutoff



88 frequency for AlGaAs/GaAs HEMTs are reported in Fig 5.11 as a a function of gate length. As can be seen, a cutoff frequency of ft = 120 GHz is observed for a 100 nm
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Figure 5.11. Upper Limits for AlGaAs/GaAs HEMTs, Published in Modern Microwave Transistors, F. Schwierz and J.L. Liou [52]



To conclude this section on HEMT frequency analysis, a plot of the unilateral power gain (Eq. 3.59) is shown in Figure 5.12. The maximum frequency of oscillations is found to be fmax = 360 GHz. Although similar values have been reported in literature [26], this is still higher than expected. The typical values for AlGaAs/GaAs HEMT maximum frequency of oscillations range from 200 to 300 GHz, for gate lengths of 0.1 µm. A possible explanation for this overestimation could come from the numerical round-off error related to the definition of U P G. While all other gains are defined as a simple product or ratio of single admittance, the unilateral power gain (Eq. 3.59) is the only gain defined as a ratio of differences of complex admittances. It is a well known fact that subtracting two close numbers has a negative impact on the precision of the results. In other words, of all the computed gains, the UPG is obtained with the least precision.
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Figure 5.12. Unilateral Power Gain Obtained for the Simulated HEMT Structure. A Maximum Frequency of Oscillations fmax = 360 GHz is Found. 5.6 Noise Analysis The techniques introduced in Chapter 4 have been used, for the current and voltage noise analysis of the simulated HEMT structures. When performing noise analysis of HEMT structures, both the drain and the gate currents are to be analyzed in the current noise mode, and both drain and gate voltages in the voltage noise mode. For this reason, the coming analysis will be presented as a comparison between drain and gate noise. Furthermore, the need for long simulation, which was explained earlier for the frequency analysis, becomes a real challenge in the case of noise analysis for these devices. To extract pertinent data and to obtain smooth curves, all HEMT noise analysis simulations have been run for 100 ps, which corresponds to 90 to a 100 CPU hours on average, depending on the number of simulated particles. 5.6.1 HEMT Current Noise. In the current noise mode, the gate and drain bias remain constant in time, and the fluctuations of both the gate and the drain short circuit currents are recorded. Their autocorrelation, CIG and CID respectively, and their power spectral density SIG and SID respectively, are investigated in this section. Figure 5.13 shows the normalized time autocorrelation function of the drain



90 current CID (t)/CID (0), for different drain biases (a) and for different gate biases (b). The observations are two fold. In Figure 5.13 (a), as for the n+ n-diode, an increase in the applied drain bias results in a steeper slope, (i.e. a shorter relaxation constant), corresponding to a faster decay. The oscillations at lower drain biases were also observed for n+ n-diode and can be attributed to the coupling between energy and velocity relaxation processes. When the applied bias is increased, the oscillations tend to be smoothed out, as for the diode. In Figure 5.13 (b), the normalized drain current autocorrelations are plotted for two different gate biases VGS = −0.5 and VGS = −1.0, shown in dashed lines and solid lines, respectively. The influence of the gate bias on the drain current autocorrelation is less emphasized as both curves follow the same time decay. 1.2
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Figure 5.13. Autocorrelation Function of the Drain Current Fluctuations as a Function of Time, Given for Two Drain Biases (a) and Two Gate Biases (b). The same behavior is observed when analyzing the gate current fluctuations. The normalized autocorrelation of the gate current CIG (t)/CIG (0) is given in Figure 5.14 for different drain biases (a) and for different gate biases (b). Increasing the applied drain bias results in a faster decay of the autocorrelation function (Fig. 5.14 (a)), while a more negative gate bias leaves the time response unchanged until oscillations start to appear (Fig. 5.14 (b)). To further analyze the HEMT current noise, the drain and gate current power
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Figure 5.14. Grain Current Fluctuations Autocorrelation Function as a Function of Time, Given for Two Drain Biases (a) and Two Gate Biases (b). spectral densities, SID and SIG are calculated using the correlogram estimate. Figure 5.15 shows the low frequency dependence of the power spectral density of the short circuit drain and gate current fluctuations, for two different gate biases, in the saturation region (VDS = 1.0 V). As can be seen, SID is practically constant with respect to the frequency, and increases with increasing drain biases. The current noise at the gate is due to the capacitive coupling of the fluctuations in the potential distribution along the channel [22]. As for the n+ n-diode, the simulated HEMT exhibits a f 2 dependence, which is evidenced in Figure 5.15, where SIG (f ) − SIG (0) is compared to a f 2 curve within a proportionality factor. The plasma oscillations observed for the n+ n-diode can also be identified in more complex structures like the HEMT. However, the higher doping profiles used in these transistors yield plasma oscillations with higher frequencies. The AlGaAs doping concentration used in the simulated device, n+ = 2 × 1018 cm−3 , corresponds to an oscillation frequency of fp = 13500 GHz, while a density of n = 1014 cm−3 corresponds to a plasma frequency of fp = 95 GHz. For this estimation, the high



92



PSD correlogram SI(f) [A2s/m2]



10-6 S ID(f)



10-7



10-8 VGS = -0.5 V S IG(f) - S IG(0) -9



10



VDS = 1.0 V VDS = 0.5 V



-10



10



f2 dependence -11



10



100



101 Frequency [Ghz]



102



Figure 5.15. Spectral Density of Short Circuit Drain- and Gate- Current Fluctuations as a Function of Frequency, for Two Drain Bias in the Saturation Region of the Simulated HEMT (VDS = 1.0 V.) frequency expression for the dielectric constant in Alx Ga1−x As is used, ǫx = (10.89 − 2.73x)ǫ0 −11



= 8.917 × 10



(5.3) F/m for x = 0.3,



and the effective mass expression is derived as mx = (0.063 + 0.083x)m0 −32



= 8.00769 × 10



(5.4) kg for x = 0.3.



The doping concentrations used in the GaAs region are n+ = 2 × 1018 cm−3 and n = 1014 cm−3 , corresponding to plasma oscillations close to those of AlGaAs: fp (n+ ) = 13, 600 GHz and fp (n) = 95 GHz, respectively. Figure 5.16 shows the spectral densities for the drain current fluctuations (a) and the gate current fluctuations (b) as a function of frequency, for a large frequency range. Two peaks are present in both currents spectra. The lower frequency peak is due to the combination of three



93 effects, the lower frequency plasma oscillations, the shot noise for lower voltages and the thermal noise for higher applied biases. These effects take place at frequencies in the sub-terahertz range. Isolating the individual effect of each contribution might be possible by running very long simulations, (in the order of nanoseconds) but has not been investigated in this work, because of the prohibitive computational burden of such an analysis. However, the plasma oscillation corresponding to the higher doping can be observed in the higher frequency range as illustrated in Figure 5.16 (a) and (b). The higher frequency peak appears systematically for the drain and the gate density spectra, for all applied biases. The shift in frequency from one applied bias to another can reasonably be attributed to the uncertainty of this method. To increase the accuracy, a higher number of carriers, a smaller grid size and a longer simulation time are needed. Other methods to estimate the spectral densities like the one presented in [37] could improve the accuracy, but always at a greater simulation time expense. In any case, the results obtained with the present technique are correct enough to fully characterize the noise behavior of the simulated HEMT. 4.5
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Figure 5.16. Spectral Density of Short Circuit Drain (a) and Gate (b) Current Fluctuations as a Function of Frequency, for Two Drain Bias in the Linear Region of the Simulated HEMT. The Applied Gate Bias is VGS = −0.5 V. Within the current noise mode it is not possible to determine the spatial origin of the current fluctuations. Nevertheless, several models point out that the main noise



94 contribution come from the ohmic part of the channel, i.e. the part under the gate on the source side [17]. The voltage mode analysis is presented in the following section, to better understand the spatial distribution of the noise. 5.6.2 HEMT Voltage Noise.



Within this operation mode, the focus is shifted



on the device potential fluctuations. The influence of the applied drain and gate biases on the autocorrelation function of the voltage fluctuations are first investigated. For this purpose, Figure 5.17 shows the time dependence of the normalized voltage autocorrelation, i.e. CU (f )/CU (0) for different drain biases (a) and different gate biases (b). The data of Figure 5.17 was extracted in the highly doped AlGaAs region, underneath the gate. 1.2
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Figure 5.17. Autocorrelation of the HEMT Voltage Fluctuations as a function of Time, for various Drain Biases (a) and Gate Biases (b).



As can be seen in Figure 5.17 (a), increasing voltages do not affect the decaying time, however higher applied drain biases tend to wash the oscillations away. As for the diode, the oscillations observed are attributed to the coupling between the plasma time τp and the differential dielectric relaxation time τd given respectively by [62], ǫr ǫ0 m q2n ǫr ǫ0 m , τd = qnµ τp =



r



(5.5)



95 where µ is the carrier mobility. 7
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Figure 5.18. Power Spectral Density of the Simulated HEMT Voltage Fluctuations as a Function of Frequency for a Sample Taken in the Highly Doped AlGaAs Layer in the 2DEG, in the Unintentionally Doped GaAs Substrate and Underneath the Gate. The spectral power densities are computed with the correlogram estimate, for the voltage fluctuations of the device. Figure 5.18 shows the PSD correlogram SU (f ) as a function of frequency, extracted in different regions of the simulated HEMT. As can be seen, a first peak is observed for all curves for frequencies around 2000 GHz. This corresponds to the low frequency peak observed in the previous section within the current noise approach, and is attributed to a combination of shot noise and low doping plasma oscillations. The amplitude of the different peaks is also worth of interest. The density spectrum of the voltage fluctuations is highest in the doped AlGaAs layer, which is expected due to the high level of doping, while the amplitude of the peak in the 2DEG is lower, although most current transport takes place in this region. This illustrates the advantageous property of HEMT structures over classical MESFETs, since most charge transport takes place in a region of low doping, hence, less noisy, allowing for higher carrier velocity and higher currents. For comparison



96 purposes, SU (f ) is also plotted for the GaAs substrate and for a section taken underneath the gate electrode. Both these regions are mostly depleted which explains the
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Figure 5.19. Three-Dimensional Representation of the Power Spectral Density of the Simulated HEMT Voltage Fluctuations as a Function of Space within the Device.



To better understand the noise distribution inside the structure, Figure 5.19 shows a 3D representation of the PSD correlogram as a function of position, for low frequencies. The spectral density peaks underneath the gate, before the unintentionally doped AlGaAs spacer, and then slowly decays towards the GaAs substrate. The peak is higher on the source side, in agreement with observations reported in literature [17, 22]. The two symmetrical lower peaks that appears on either side at the bottom of the device are due to the geometry of the simulated device. They appear at the GaAs n+ n interface on both sides of the device and would not exist if the simulated HEMT had a geometry corresponding to a planar technology. To see how the spatial distribution evolves with frequency, SU (f ) is plotted in Figure 5.20 for low frequencies, (a), for the peak frequencies around 2000 GHz (b), and for frequencies beyond the peak, 6000 GHz (c). Although the main noise activity



97 remains localized around the highly doped AlGaAs layer, the peak is shifted from the source to the drain region as the frequency is increased. Hot carriers are found between the gate and the drain [22], making this region highly resistive thus increasing the voltage fluctuations and giving rise to thermal noise at higher frequencies. At frequencies higher than the main peak, only thermal noise remains (ig. 5.20 (c)). Although more spatially distributed, the thermal noise is highest on the drain side, because of the greater velocity of carriers in this region, that give rise to higher currents and higher thermal noise.
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Figure 5.20. Two-Dimensional Representation of the Power Spectral Density of the Simulated HEMT Voltage Fluctuations as a Function of Space and Frequency, at Low Frequency (a), 2000 GHz (b) and 6000 GHz (c). The Applied Biases are VDS = 0.5 V and VGS = −0.5 V.



99 CHAPTER 6 DEVICE SCALING



”I’m not small, I’m space-efficient.” Rachael Leigh 6.1 Introduction to Device Scaling Since the advent of integrated circuits, the number of transistors on a single chip has increased up to several millions. Beyond the simple fact of storing a larger number of transistors on a finite surface chip, the prime interest in scaling down devices is to increase their steady-state and transient performances, such as the response speed, the power consumption, or the intensity of the driven current. However, when scaled down, transistors start showing undesired behavior due to parasitic effects, known as short channel effects [6, 48, 47]. In the past years, a great amount of work has been published about the limitations of scaling [20, 19], the emergence of parasitic short-channel effects, how they affect the device performances and characteristics, and finally how to measure, model or compensate them. This chapter will present briefly the rules of down-scaling a device. In the following sections, simulations of scaleddown 2D and 3D GaAs devices are presented, and the impact of down-scaling on the device ac and dc characteristic is investigated. To conclude this chapter, some space will be devoted to a survey of the limitations inherent to GaAs devices. 6.2 Scaling Devices Figure 6.1 shows the schematic layout of a traditional semiconductor FET and its scaled-down counterpart, in which all lateral and vertical dimensions are reduced by a scaling factor K [57]. This reduction includes oxide thickness, channel length, channel width, and junction depth. To maintain a constant electric field in the active region, the doping level is increased by K while the applied voltages are reduced by
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Figure 6.1. Classic MESFET Layout (a) and its Down-Scaled Counterpart (b). the same factor. A first limit to scaling arises from the fact that the applied voltages have to be kept higher than the noise level in order to guarantee the proper operation of the device. Moreover, the time required to switch the device, which depends on the channel length, is decreased by K. Consequently, the power dissipated per unit chip remains constant, while the device density increases by a factor of K 2 . Hence, a scaled chip contains more devices, each of which switches faster and uses less power. Figure 6.2 shows the drain current-voltage characteristic for a GaAs MESFET and two scaled-down versions. The larger device has a gate length of 100 nm, while the scaled ones 80 nm and 60, corresponding to a scaling factor 1/K = 0.8 and 1/K = 0.6 respectively. Empirical scaling rules have been proposed in order to better model the devices characteristics as their dimension are reduced. A commonly used scheme relates the gate length to the epilayer thickness in a (LG /a) ratio that needs to be greater than a value of about π [19] for optimal scaling of the device. Various scaling laws relating the donor concentration and the gate length can also be found in literature [19]: 1.6 × 1017 ND = LG 17
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where the doping concentrations are evaluated in cm−3 and the lengths in microns.



101 10 LG = 100 nm



Drain current [mA]



8



6 LG = 80 nm



4



LG = 60 nm



2



0



0



0.2



0.4 0.6 Drain bias [V]



0.8



1



Figure 6.2. Drain Current versus Drain Bias Characteristics for a 100 nm GaAs MESFET and Two Down-Scaled Counterpart, K −1 = 0.8 and K −1 = 0.6. The Solid Lines are Obtained with a Polynomial Interpolation of the Simulated Points (Dots). Concerning the down-scaling of a device, it is interesting to see how small-scale variations of the gate length and width can affect the device performance. This is not actual scaling as only the geometry of the device is changed, while the applied voltages and doping concentrations are kept constant for all devices. This issue is investigated in the following section. 6.3 Scaling GaAs MESFETS To investigate the impact of reducing the gate length on the device DC and AC characteristics, two-dimensional (2D) simulations of various GaAs MESFETs structures have been performed. The simulated devices are assumed to be homogeneous in the depth direction, allowing for 2D simulations along the source to drain plane and for the study of the impact of reducing the gate length on the device behavior. On the other hand, the investigation of the gate width variations makes necessary the simulation of the full 3D structure. For this reason, 3D GaAs structures have also been modeled and simulated both in steady-state and transient regimes.
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Figure 6.3. Schematic Layout of a 300 Gate Wide GaAs MESFET Structure. 6.3.1 2D Scaling. Different GaAs MESFET structures with gate lengths ranging from 1.0 µm to 0.1 µm have been simulated. The donor concentration in the epilayer is 1017 cm−3 for all three devices, while that in the substrate is 5 × 1015 cm−3 . A schematic layout for a device with 300 nm wide gate is given in Figure 6.3. The device width is supposed to be constant for all devices and equal to WG = 1.0 µm. A total of 50, 000 particles have been simulated for an average time of 10 ps per bias point. The first consequence of reducing the gate length is an increase of the output drain current. This is illustrated in Figure 6.4, showing the drain response of −0.2 V step-voltage applied to the gate of two GaAs MESFETs with gate lengths of LG = 1.0 and LG = 0.4 µm, respectively. For the shorter device, both the steady state value and the amplitude of the voltage drop are larger. The response time is also faster for the shorter device, as observed in literature [57]. The observed increase in steady-state current is due to a greater carrier velocity. Figure 6.5 shows a section of the simulated device taken along the channel, for a gate length LG = 1.0 µm (a) and LG = 0.4 µm (b). Only the upper part of the active region is shown. The shaded regions represent the donor concentration, while the arrows indicate the locally averaged carrier velocity and direction. The
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Figure 6.4. Drain Current Response to a −0.2 V Gate Step-Voltage for a GaAs MESFETs with LG = 1.0 µm and its Scaled Counterpart, LG = 0.4 µm. greater carrier velocity evidenced in the later device results in an increase of steadystate drain current. To account for the surface pinning of the Fermi-level, positive biases of 0.6 V are applied in the region between the source and the gate electrodes and between the gate and the drain electrodes. This results in a larger electric field along the direction perpendicular to the channel in the regions where the Fermi-level pinning bias is applied. As a consequence, an accumulation of carriers is created on either side of the depletion region, as it can be seen in Figure 6.5. The shorter transition time observed in Figure 6.4 can be further explained by looking at the cutoff frequency [57]:



fT =



vs , 2πLG



(6.2)



where vs is the carrier saturation velocity. This first order approximation of fT shows the dependance of the cutoff frequency on the device gate length LG , yielding a faster switching time for devices with shorter gate length. The maximum frequency of oscillations has a similar dependance on the gate length, as seen from the following
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Figure 6.5. Concentration of Carriers in a Section along the Channel for Devices with a Gate Length LG = 1.0 µm (a) and LG = 0.4 µm (b). The Arrows indicate the Carrier Velocity and Direction. The Applied Biases are VGS = −0.2 V and VDS = 3.0 V. expression [57], fT , fmax ≈ √ 2 r + fT τ



(6.3)



where r is the input-to-output resistance ratio,



r=



RG + Ri + RS , RDS



(6.4)



and τ is a time constant, τ = 2πRG CDG .



(6.5)



In Equation 6.5, the gate and source contact resistance are denoted RG and RS , respectively; Ri , RDS and CDG are the input resistance, the drain-to-source resistance and the drain-to-gate capacitance. Reducing the gate length will yield a higher cutoff frequency and a higher maximum frequency of oscillation. This trend can be observed in Figure 6.6 [52] where the cutoff frequencies and the maximum frequencies of oscillations are shown for different submicron gate lengths. The impact of reducing the gate length on the device transconductance gm and drain conductance gD (also called channel conductance) is also worth of interest.
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Figure 6.6. Upper fT and fmax Limits Reported in Literature for GaAs MESFETs [52]. In the saturation region, their expression is given by the following expression [57]: s s µ ¶ ¶ µ VG + Vbi VG + Vbi qND aµZ = gmax 1 − , 1− gm = L Vpo Vpo s ¶ µ VDS + VGS + Vbi 2ZµqND . a − 2ǫ gD = L qND



(6.6)



Figure 6.7 shows the variation of the drain conductance and the transconductance with respect to the gate length, for four different gate lengths: LG = 70, 98, 210, and 300 nm. As shown by the figure, both conductances exhibit the inversely proportional dependence on the gate length LG , in agreement with Equation 6.6. To conclude this section about 2D scaling effects, Figure 6.8 shows how the output resistance (a) and the reactance (b) scale with the gate length LG . The small-signal analysis is performed on three GaAs MESFETs devices with gate length 300 nm, 210 nm and 98 nm, respectively, showing the scaling of the frequencydependent resistance and reactance with the device gate length. As expected, the output resistance and reactance decrease as the dimension of
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Figure 6.7. Drain Conductance and Channel Conductance of Three GaAs MESFETs with Gate Length of 300 nm, 210 nm and 98 nm.
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Figure 6.8. Output Impedance versus Frequency GaAs MESFETs with Gate Length of 300 nm, 210 nm, 98 nm and 70 nm . The Real Part (a) and the Imaginary Part (b) of the Complex Output Impedance are Shown.
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Figure 6.9. Schematic Layout of the Simulated 3D GaAs MESFET. the device reduce. The maximum reactance frequency, fXm introduced in Chapter 3 is found to be 40, 58 and 88 GHz, for devices with LG = 300, LG = 210, and LG = 98, respectively. 6.3.2 3D Scaling.



To investigate the impact of variations of the gate width on



the device AC and DC behavior, 3D GaAs MESFET structures have been simulated with 1.0 µm and 0.1 µm gate widths. Figure 6.9 shows the schematic layout of the simulated 1.0 µm MESFET structure. Both devices have a 1.0 µm long gate, their donor concentration is 1017 cm−3 and the epitaxial layer is 0.12 µm thick. To verify the validity of 3D simulation, the current-voltage characteristics of the 3D device is compared to that of a 2D device with an identical sectional geometry taken along the channel direction, and an identical doping profile. As can be seen in Figure 6.10, excellent agreement is obtained between the 2D and the 3D simulation of the same device. Figure 6.11 shows the drain current response to a −0.2 V step-voltage applied to the gate electrode for two 3D GaAs MESFETs with gate width of WG = 1.0 µm and WG = 0.1 µm. As expected, the steady-state current is smaller for the device with the shorter gate width. Furthermore, the amplitude of the transient current drop
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Figure 6.10. Current-Voltage Characteristics for a 2D (Squares) and a 3D (Deltas) GaAs MESFET Geometry. is also smaller for the shorter device. The larger device shows a transient current variation of 50 µA and a transconductance of gm = 250 µS, while the smaller one shows a current drop of 5 µA corresponding to a transconductance gm = 25 µS. This agrees with the linear scaling of the transconductance with the gate width, expected from Equation 6.6. As opposed to the gate length, the cutoff frequency does not appreciably scale with the gate width. A common expression for fT is [57]



fT =



gm . 2πCgs



(6.7)



The cutoff frequency independence with respect to the gate width is attributed to the fact the both the transconductance gm and the source-to-gate capacitance Cgs decrease proportionally with the gate width. Consequently, Equation 6.7 suggests that fT does not scale with the gate width. Finally, the maximum reactive frequency fXm is not significantly affected by a reduction of the gate width, as is illustrated in Figure 6.12, where the values of fXm
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Figure 6.11. Drain Current Response to a −0.2 V Step-Voltage Applied to the Gate Electrode of Two GaAs MESFETs with Gate Widths of 1.0 and 0.1 µm. as a function of gate width are shown, as obtained for two devices with different gate length. While a reduced gate length yields a higher fXm , a reduced gate width does not increase the maximum reactive frequency. As the gate length and width further decrease, the linear trends mentioned earlier do not hold anymore [25], as discussed in the following section. 6.4 Limitations of Scaling As the dimension of the device decrease, various scaling rules are proposed to predict device performances. As an example, empirical analytical expressions to model the cutoff frequency’s dependence on the gate length [20] are listed below:



fT =



9.4 L



(6.8)



fT = 10.20L−0.905



(6.9)



fmax = 38.05L−0.953



(6.10)



where the gate length L is evaluated in microns. These least-square fits show good
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Figure 6.12. Maximum Reactive Frequency as a Function of Gate Width for Two Different Gate Lengths. agreement with the measured and simulated devices with gate lengths that are larger than a micron. Most scaling rules are based on approximations such as the gradual channel approximation, no longer valid as the gate length drops below a few hundred nm [48]. To be useful in predicting device performance of FETs with gate length in the tens of nanometer range, a scaling scheme must take into account various short channel effects and velocity overshoot [48]. 6.4.1 Short Channel Effects.



Ryan et al. [48] showed that the source and the



drain contact resistances RS and RD , respectively, must be included as an internal element to model the intrinsic parameters of devices with gate length comparable to the mean free path of carriers, defined as the distance covered by carriers between two scattering events, p = vc τ



(6.11)



where vc is the carrier velocity (vc > vs in overshoot regime) and τ is the scattering mean free time. The influence of the contact resistances becomes critical in the linear region [58]. To illustrate the need of including the contact resistance for an accurate representation of intrinsic parameters, the common model for the the cutoff frequency



111 for long devices (LG > 1 µm) is given below,



fT =



gm . 2π(Cgs + Cgd )



(6.12)



However, this model does not hold as the gate length drops below a few hundred nanometers. A more accurate representation of the intrinsic cutoff frequency includes the influence of the extrinsic parameters RS , RD and RDS as stated below:



fT =



gm /(2π) ¢ (Cgs + Cgd ) × 1 + (RS + RD )/RDS + Cgd gm (RS + RD ) ¡



(6.13)



As the drain voltage increases, Cgd decreases and Cgs increases, while the total gate capacitance (Cgd + Cgs ) remains constant. Consequently, it can be seen from Equation 6.13 that the variations of the cutoff frequency follow those of the transconductance, which increases rapidly with the drain voltage in the linear region before reaching a maximum at approximately the knee voltage of the drain current-voltage characteristic. In a MESFET, a change in the gate bias will move the depletion region and the position of the potential barrier in a complicated way; a more negative VGS raises the potential barrier but also moves the peak of the barrier closer to the drain. However, for short channel devices, an increase in drain voltage will result in a lowering of the potential barrier of the channel [1]. This effect is known as the Drain-Induced Barrier Lowering (DIBL) and results in a subthreshold leakage current defined as



Idbarrier ∝ e(−ψb /UT ) ,



(6.14)



where ψb is the peak value of the potential barrier between source and drain, and UT



112 is the thermal voltage defined as



UT =



kB T . q



(6.15)



In general, short channel effects have a negative impact of the device performances and result in a decrease of the transconductance and the cutoff frequency, or a shift in the threshold voltage. However, the velocity overshoot is a short channel effect that has a positive impact on these parameters. Velocity overshoot is a material-dependent short channel effect, and is due to the reduced transit time of electrons crossing the channel. It appears when the gate length becomes comparable to the inelastic mean free path of the carriers and results in a considerable increase in the average electron velocity, in the conduction channel [6]. It has been shown that as the gate length is decreased from 65 to 35 nm, a 50% increase in the effective saturated velocity is [6], yielding an increase of the transconductance. However, as the gate length is further reduced, typically below 35 − 40 nm, the transconductance drops again. This has been attributed [48] to the existence of a minimum length needed for the carriers to reach the high values of the overshoot velocity. Underneath this minimum length, carrier are traversing the high field region with a transit time less than that necessary to experience full overshoot. Hence, the benefits of velocity overshoot do not hold for devices with a gate length below 35 − 40 nm. One way to benefit from the velocity overshoot regime in shorter devices is to lower the resistance of the source ohmic contact [47]. Finally, tunneling through the depletion region generated by very short gates is the dominant current mechanism and the final limit to scaling of conventional FETs [47, 25]. When the gate barrier seen by the carriers becomes narrow enough that tunneling through the gate is possible, no further down-scaling of GaAs FETs is possible.



113 6.4.2 Gunn Effect.



Another consequence of the reduction of the device dimen-



sion is the apparition of Gunn oscillations [57, 24]. They result from the apparition of propagating dipole layers in the active region. Formation of a strong space-charge instability is dependent on the condition that enough charge is available in the semiconductor and that the device is long enough to allow for the necessary amount of space charge to be built-up within the transit time of the electrons. GaAs MESFETs deviates from their AC characteristics and sustain spontaneous oscillations when the device geometry and channel doping verify the following condition:



ND LGD > 1012 cm−2 ,



(6.16)



where ND is the donor concentration, and LGD the distance between the gate and the drain electrode. Under these conditions, a so called propagating Gunn domain [57] is generated. When the ND LGD product is greater then 1012 cm−2 , the space-charge perturbations in the material increase exponentially in space and time to form dipole layers that propagate to the anode. The dipole propagation gives rise to oscillations in the drain current, known as Gunn oscillations. Figure 6.15 shows three snapshots of the carrier concentrations in the epilayer of a GaAs MESFET with a donor concentration ND = 1017 cm−3 and a gate to drain length LGD = 1.3 µm, taken at consecutive times, 2ps (a), 4ps (b) and 8ps (c). The carrier accumulation travels along the channel direction of the device and creates a sequence of carrier overflow and underflow at the drain electrode. This results in an oscillation of the drain current commonly referred to as Gunn oscillations. Figure 6.13 shows the charge flux at the drain of the simulated GaAs MESFET. As seen in Figure 6.15, the charge accumulation originates under the drain side of the gate and propagates toward the drain. The frequency of oscillation is related to the carrier mean transit time and scales up when reducing the device dimensions.
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Figure 6.13. Time Variation of the Electron Flux at the Drain of a GaAs MESFET. Two Gunn Oscillations are Evidenced To illustrate this, a shorter device has been simulated, with dimension and doping complying with the Gunn domain conditions. Geometrical dimensions have been scaled down by two, while the doping concentration has been doubled. Figure 6.16 shows a snapshot of the electron populations at times 1 ps (a) 2 ps (b) and 4 ps (c). The concentration of electron traveling from the gate region to the drain is observed as for the larger device. However, the frequency of apparitions and traveling of the electron packet has doubled. This is evidenced is in Figure 6.14 showing the flux of electron at the drain for the smaller device. The number of period is exactly twice that of the larger device. As the gate-to-drain distance is reduced and the doping is increased, the frequency of oscillations can be increased up to a limit in the order of several hundred GHz. Higher doping densities eventually deteriorates the device performance, as the number of scattering events increases, causing the carrier velocity to saturate in the channel. Moreover, as the dimensions of the device are reduced, the gate-to-drain distance becomes too short to allow for the formation and propagation of a dipole layer within the transit time of electrons. The shape of the Gunn domain also depends on the doping density. When
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Figure 6.14. Time Variation of the Electron Flux at the Drain of a GaAs MESFET. Four Gunn Oscillations are Evidenced the doping density is large (ND >> 1017 cm−3 for GaAs), the domain shape is nearly symmetrical and results in nearly sinusoidal oscillations of the drain output current. For lower doping, the shape of the Gunn domain becomes asymmetrical and yields irregular output current oscillations. Indeed, the shape of the oscillations for the first device with a doping density of ND = 1017 cm−3 is not symmetrical while the oscillations observed for the device with a higher donor concentration, ND = 2 × 1017 cm−3 exhibit a near sinusoidal shape, as can be seen in Figure 6.13 and Figure 6.14, respectively.
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Figure 6.15. Instantaneous Carrier Concentration in a GaAs MESFET Exhibiting Gunn Oscillations. The Concentrations are Shown at Times 2 ps (a) 4 ps (b) and 8 ps (c).
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Figure 6.16. Instantaneous Carrier Concentration in a GaAs MESFET Exhibiting Gunn Oscillations. The Concentrations are Shown at Times 1 ps (a) 2 ps (b) and 4 ps (c).



118 CHAPTER 7 EFFICIENT MEMORY MANAGEMENT IN CMC SIMULATIONS



”It’s a poor sort of memory that only works backward.” Lewis Carroll 7.1 Introduction To meet the increasing needs for full-band particle-based simulations, the Cellular Monte Carlo (CMC) [50] was introduced as a faster alternative to the Ensemble Monte Carlo (EMC) [16]. The main difference between these two approaches lies in the treatment of scattering. While in the EMC, the new momentum and energy of a particle undergoing a scattering event is computed during runtime at a large computational expense, within the CMC formalism, all possible scattering transitions are precomputed and their probabilities are stored in large lookup tables. During runtime, the computational burden of finding the new momentum-energy state after scattering is then reduced to the generation of a random number to select the corresponding transition in the lookup table [50]. The benefit of this approach is a great saving in terms of computation time, and results in up to 50% speedup for bulk materials simulations. However, the size of the lookup tables can exceed the 3 gigabytes (GB) limit of user data space addressable by a 32-bit processor. The total number of rates associated to the transitions from every initial state to every possible final momentum state depends on the material, on the energy range considered in the simulation, and on the discretization of the momentum space. This number can be extremely large and easily exceed several hundreds of millions for materials like GaAs. Saving one or two bytes when storing an individual rate results in dramatic overall memory savings. Several techniques have been developed to save memory while retaining high accuracy in the tables of the transition rates and are presented in this work.



119 The details on how the CMC handles scattering events are explained in section 7.2. Two methods to reduce the amount of memory occupied by the scattering table are described in section 7.3. The subsequent section presents the results obtained with the two compression methods on various semiconductor materials. 7.2 Scattering Transitions in the CMC Within the CMC formalism, polar and non polar transition rates are computed for every cell in the k-space grid corresponding to each energy band included in the model, as described in [50]. In an analogous way, the impact ionization rate is computed for each portion of the discretized Brillouin zone (BZ). The CMC algorithm tabulates the scattering rates for every initial state to every final state in the entire BZ. The probability to scatter from an initial state k to a destination region centered ′



around the final point ki by any of the N scattering mechanisms is given by, ′



P (k, ki ) =



N X



′



Pj (k, ki ),



(7.1)



j=1



′



′



where Pj (k, ki ) is the probability of scattering from k to ki through a mechanism j. ′



Unlike in traditional EMC computations, all the sums P (k, ki ) are stored in the CMC approach. This reduces the need for storage but also loses the information about the nature of the scattering mechanism involved in the transition. Sums of the scattering ′



probabilities P (k, ki ) are then calculated over the whole BZ to obtain an integrated transition rate, (i.e. the scattering probability), as a function of the initial point k,



P (k) =



X



′



P (k, ki ).



(7.2)



′ ki



Equation 7.2 can be further integrated over constant energy surfaces of the BZ to



120 obtain the scattering probability as a function of the carrier energy E,



P (E) =



1 X P (k)δ[E − E(k)], D(E) k



(7.3)



where D(E) is the density of state (DOS) and δ[E − E(k)] is the energy error due to the discretization of the k-space. A graphical layout of the table structure is presented in Figure 7.1. Only the states in the irreducible wedge (IW) portion of the BZ carry a table of all possible destinations and their associated transition probabilities. Due to the symmetry of the reciprocal lattice in k-space, the transitions initiated in a state outside the IW can be deduced from their image state in the IW and calculated by a combination of rotations and translations [49]. higher energies
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Figure 7.1. Schematic Layout of the Scattering Table Stored in Memory. Each k-Point in the IW points to a Range of Possible Destinations with an Associated Transition Probability. The k-Points outside the IW Point to their Image Momentum in the IW.
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For every initial k, the first element of the table is the probability P (k, k1 ) to ′



scatter from k to k1 . The second element of the table is the cumulated probability ′



′



′



′



P (k, k1 ) + P (k, k2 ) to scatter from k to k1 or to k2 , etc... The last element of the table for a given initial k is the sum of all probabilities given by Equation 7.2. All partial sums for a given k are normalized to the final sum P (k) so that the sums actually range from 0 to 1. During runtime, the computational burden of finding the new momentum-energy state after scattering is reduced to the generation of a random number between 0 and 1 to determine whether a scattering event occurs or not. A second random number is then generated and compared to the possible transition rates to select the designated transition in the lookup table and deduce the final momentum and energy [50]. When a carrier undergoes a scattering event, it gains or loses a finite amount of energy. Since all k-points are sorted by their energy, the final k’ is to be found in a vicinity of the initial point k, for a given transition. Defining ∆k+ as the maximum offset over all possible transitions toward higher energies, and ∆k− as the maximum offset toward lower energies for all initial states, then a maximum destination window can be defined as, ∆k = |∆k+ | + |∆k− |.



(7.4)



This distance depends on the material and on the discretization of the momentum space and is a key parameter for the algorithmic methods described in the next section. The amount of energy transferred during the process of impact ionization is significantly larger than that of phonon scattering. Consequently, the address of the final state of an impact ionization transition is most likely to be found outside the destination window ∆k. Therefore, the special case of impact ionization requires a separate treatment which will be explained in details in section 7.3.2



122 7.3 Two Algorithmic Approaches 7.3.1 First Approach: 25% Compression.



As can be seen in Figure 7.1, each



structure representing the final momentum consists of two fields, one to store the memory address of the final state, coded by a 4-Byte unsigned integer, and one to store the associated transition probability, coded by a 4-Byte single precision floating point number. The initial approach to reduce the amount of memory is to change the variable type used to store the transition probabilities. Changing the floating point format of the transition probability to an unsigned short integer coded on 2 Bytes, reduces the total structure size from 8 to 6 Bytes, resulting in an overall decrease of 25% of required random access memory (RAM). A side effect of this reduction is the misalignment of data in memory due to a structure with size that is not a multiple of 4 Bytes. To optimize the data access time, some compilers place additional bytes to complete the structure size to a multiple of 4, which would void the benefits of this change of structure size. To prevent C/C++ compilers from doing so, the compiler directive attribute ((packed)) needs to be mentioned when declaring the structure. Furthermore, instead of rates being classified as floating points numbers with a 0 to 1 range, they are now normalized to the maximum allowable value for an unsigned short integer (ratemax = 216 − 1 = 65535). During the final state selection process, an integer random number is now generated between 0 and ratemax . The change of format implemented in this approach corresponds to a slight precision loss due to the change from the 7-digit precision of the floating point representation to the 4-digit precision of the unsigned short integer representation. The loss of precision is however negligible as illustrated in Figure 7.2, showing the energy- and velocity-field characteristics in bulk GaAs for electrons and holes. A total of 20, 000 particles have been simulated for 5ps per point. The size of the scattering table used for the uncompressed and the compressed simulations are 2264.400 megabytes
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Figure 7.2. Velocity-Field and Energy-Field Characteristics in GaAs for Electrons and Holes. The Solid Lines are Obtained with no Compression Applied, while the Discrete Points are Calculated with the 25% Compression Algorithm. (MB) and 1698.277 MB, respectively. As can be seen, there is an excellent match between simulations obtained with the compressed and the uncompressed tables, both for energy- and in velocity-field characteristics. The loss in precision inherent to the compression algorithm is not significant in the overall simulation. 7.3.2 Second Approach: 50% Compression. The second technique to further reduce the amount of memory needed for loading the table into RAM is to combine both fields, i.e. the final state address and its cumulative rate, into a single 4-Byte (32 bits) unsigned integer. Within the 4-Bytes of the joined field, 2 bits are used as flags for special scattering events. One flag is set when the k-space transition involves impact ionization. The second flag is yet unused, and saved for future purposes. The



124 remaining 30 bits are left to store the transition probability and the final state address. The number of bits required to store the location of the final state is determined by the maximum difference between the address of the initial and the final state in kspace. As shown in Figure 7.1, since the initial states are sorted in energy, for a given initial momentum state the final state lies within a certain destination window, centered around the initial k-point. This property of the table structure is exploited in this second approach by changing from an absolute to a relative addressing system. That is, the final address is now stored as an offset with respect to the address of the original k-point. 200 000
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Figure 7.3. Maximum and Minimum Offsets in k-Space due to Phonon Scattering and Impact Ionization, for Holes and Electrons in GaAs. Possible Destinations are designated by the Shaded Regions.



Figure 7.3 shows the relative maximum and minimum offsets for all initial kpoints sorted in energy, for GaAs. A distinction is made between transitions involving impact ionization and phonon scattering. In fact, due to the large variation of the energy of a primary carrier after impact ionization, the amplitude of the offsets due



125 to impact ionization is up to five times that due to phonon scattering. Moreover, impact ionization always corresponds to a gain in energy in the valence bands and to a loss of energy in the conduction bands. This results in positive offsets due to impact ionization in the valence bands and negative ones in the conduction bands. On the other hand, when a particle scatters with a phonon, it can gain or loose a portion of its energy and the momentum offsets due to phonon scattering are both positive and negative throughout the entire energy range. In order to use the least number of bits as possible to store the relative address, only positive offsets are stored in memory. To reach addresses that lie below the initial address, (i.e. corresponding to lower energies), the offset corresponding to the most negative transition is systematically applied before adding the necessary relative distance to reach the destination address ′



in k-space. For a given transition in momentum space, if k and k are the initial and final absolute addresses respectively, then the distance d stored in memory is such that, ′



k = k − |∆k− | + d,



(7.5)



where ∆k− is the maximum offset toward lower energies. Due to the large difference of amplitude of the offsets due to impact ionization and those due to phonon and impurity scattering, two different offsets are used. Using the notations of Figure 7.3, the offsets due to impact ionization corresponds to minimum positive offset for valence bands (i.e. point (b)) and the most negative offsets for conduction bands, (i.e. point (c)). The offset due to phonon scattering is the most negative offsets over the entire energy range, (i.e. point (f)). Once the correct offset is applied, all possible destinations can be reached by adding a positive distance.



The next important figure is the maximum distance involved in a k → k



′



transitions that needs to be applied to cover all possible destinations, once the offsets



126 are subtracted. Here again, a distinction is made between impact ionization distances Mii , and phonon scattering distances Mph , £ ¤ Mii = max (|a| − |b|), (|c| − |d|) ,



(7.6)



Mph = |e| + |f |,



according to the notations of Figure 7.3. Then, the maximum distance Mmax between the address of the initial and the final state is given by



£ ¤ Mmax = max Mii , Mph .



(7.7)



Once this maximum distance is known, the amount of bits left to code the rates, ratemax can be calculated according to the following expression: INT MAX − 4Mmax − 3 4(Mmax + 1) 30 2 − 1, = Mmax + 1



ratemax =



(7.8)



where INT MAX = 232 − 1 is the maximum value an unsigned integer can have. The transition rates are then normalized to this maximum allowable rate, ratemax . As can be seen from Equation 7.8, large values of Mmax result in proportionally small values of ratemax . Discretizing the scattering rates too drastically can yield erroneous results. Figure 7.4 shows in dotted points the total scattering rates given by Equation 7.2, obtained with floating point values for the considered energy range. The solid lines correspond to the relative error associated with the discretized scattering, with respect to the floating points rates, for three level level of discretization. As can be seen, even an extreme discretization in 255 levels only yields a peak relative error of 5 × 10−4 . The minimum level of discretization has been set to 210 − 1 = 1023, which still retains a high level of accuracy (in the order of 10−4 ), and still leaves 20 bits available to



127 code the offsets (i.e. Mmax can be as large as 220 − 1 = 1048575).
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Figure 7.4. Diagram of the Total Scattering Rates versus Energy, Shown by a Dotted Line. The Solid Line Corresponds to the Relative Error Associated with Three Levels of Rate Discretization, ratemax =65535, ratemax =1023 and ratemax =255. For a given k-point, the rate r and the offsets d are combined into one single unsigned integer, denoted as hrdi, before being loaded into RAM, according to, hrdi =



³¡



´ ¢ r × (Mmax + 1) + d × 2 + f2 × 2 + f1 ,



(7.9)



where f1 is the impact ionization flag and f2 is the unused flag. During runtime, this joined structure can easily be disjoined to access the various fields. Despite its compact form, this integer construction has several advantages. Due to the fact that the rates are coded on the most significant bits, two consecutive rates r1 and r2 = r1 +1 will result in two monotonic combined integers, hrdi1 and hrdi2 respectively, so that hrdi1 < hrdi2 , regardless of the associated distances d1 and d2 . As a result, during the final k-point selection process, an integer random number is generated and directly compared to the combined structure. This saves time as there is no need to disjoin the



128 structure to directly access the rate at each comparison. Furthermore, as the impact ionization flag is coded on the least significant bit, impact ionization transitions will yield odd joined numbers, easily detectable. With this second approach, all information is now being stored into a 4-Byte unsigned integer. The amount of memory required to store the transition table is then reduced by an additional 25% with respect to the previous compression approach, resulting in a total improvement of 50%. 7.4 Results To demonstrate the robustness of the approaches presented here, simulations of several materials including, GaAs, Si, Ge, and GaN (both Zincblende and Wurtzite crystal structures [68]) have been performed. Full agreement is found for all materials. Some results are presented here, in Figure 7.5 and Figure 7.6 showing the energyand velocity-field diagrams for bulk Si and bulk GaN, respectively. As can be seen on these two figures, excellent agreement is obtained for all materials. At low fields, some discrepancies occur due to the slight loss of precision inherent to the compression of the scattering rates. This can be addressed by using a finer grid in momentum space. A comparison of the performance of the different compression algorithms is also shown in Figure 7.7, for electrons and holes in GaAs. As expected, the first compression method yields an overall reduction of the scattering table size by 25% and the second approach a total reduction of 50%, for both electrons and holes. In addition to the improvement in memory requirements, the total time performance of the algorithm is enhanced. This is due to a higher efficiency of integer over floating point arithmetic. Finally, the faster access to an unsigned integer number rather than to a specific field from a structure contributes to the overall speedup of the
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Figure 7.5. Energy-Field and Velocity-Field Characteristics for Holes and Electrons in Si Bulk, Obtained with No Compression (Solid Line), with the First and with the Second Compression Approaches (Deltas and Squares, Respectively) compressed implementation. The key point of the numerical techniques presented in this chapter is that they achieve the expected memory usage reductions, without appreciable precision loss. The benefits of this efficient memory management are numerous. One of them is the possible use of a finer discretization grid in momentum space, allowing for a better energy resolution and conservation. Another possible application is the simultaneous use of two dual scattering tables, each one corresponding to a different band structure. This could allow for heterostructure devices simulation, where one table would be devoted to the storage of the scattering probabilities of each material.



130



x107[cm/s]



GaN 2.5 electrons



energy [eV]



2



drift velocity



1.5 1 0.5 0



no comp. 50% comp.



0 100 200 300 400 500 electric field x103[V/cm]



18 16 14 12 10 8 6 4 2 0



GaN electrons



no comp. 50% comp.



0 100 200 300 400 500 electric field x103[V/cm]



Figure 7.6. Energy-Field and Velocity-Field Characteristics for Electrons in GaN (Wurtzite Crystal Structure) Comparing the Second Compression Method to the Uncompressed Results. 1500
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Figure 7.7. Time and Memory Usage Performance of Different Compression Algorithms, for Electrons and Holes in GaAs. Another possible use of these reduced memory usage is the simulation of spin sensible devices, where one table would be used to store the transition probability for electrons with a positive spin, and an other one to store the probabilities for electrons with a negative spin. Although these methods are implemented in the specific framework of the CMC, they are very general algorithmic procedures that can be utilized in other numerical applications.



131 CHAPTER 8 CONCLUSION



”Too many pieces of music finish too long after the end.” Igor Stravinsky The main contribution of this work consists in the implementation of several post processing techniques to fully characterize the simulated devices. While the DC characterization of semiconductor devices was already achievable with the current Cellular Monte Carlo simulation tool, the contribution of this work reside mostly in the post processing aspect of the device characterization. Frequency analysis and smallsignal parametrization is now available for all devices. The complexity of the model used to simulate devices, i.e. the use of a full-band representation of the electron dispersion relation, the self-consistent solution of the coupled Boltzmann transport equation and the Poisson equation, and the modeling of the full phonon spectra and scattering mechanisms included in this work, yield qualitatively and quantitatively accurate results. In particular, the complete DC and AC characterization of any 2D or 3D simulated device can then be integrated into a circuit simulation software such as SPICE to extend the single transistor analysis to an integrated circuit. Furthermore, the model of the simulated devices can also be completed with a noise analysis to determine the spatial sources of noise and the frequency behavior of the noise within the device. This study was based on methods developed by Reggiani and coworkers in the past years. Noise analysis has been implemented for the first time in a full-band simulation code and tested on simple devices such as GaAs n+ n diodes. The study has been extended to more complex structures such as GaAs MESFETs and AlGaAs/GaAs HEMTs and has proved to be robust enough to be used on other devices.



132 A study of the problems related to the scaling of devices has also been performed in this work. The apparition of small scale parasitic effects such as fringing fields, velocity overshoot, tunneling, DIBL has been observed and described. Nonlinear effects such as the apparition of Gunn oscillations have also been simulated and investigated. The impact of scaling the dimension of the device on its steady-state and its small-signal parameters, such as the transconductance or the cutoff frequency has been analyzed. Finally, the physical limits of device scaling have been presented. Another major contribution of this work is the implementation of an algorithmic optimization of the memory management of the simulation tool of this work. Although computationally more efficient that traditional Ensemble Monte Carlo simulation tools, the down side of the Cellular Monte Carlo was its greedy memory usage. A flexible and more efficient memory management has been implemented, yielding an alternate reduction of the memory usage by 25% or 50%, for a slight yet very acceptable precision loss. As a byproduct, the CPU execution time has also been reduced by 30% for the highest compression method. This optimization exhibits the rather rare situation where a reduction of memory usage also results in a reduction of the execution time. The benefits of this algorithmic optimization are numerous. As the memory requirements are now half of what they used to be, finer resolution in momentum space can be achieved, resulting in a more accurate energy conservation. Another development consists in using two scattering tables instead of one, each storing the scattering probabilities of a different material, allowing for simulation of heterostructure transistors. Two scattering tables can also be used to simulate spin devices, which are currently generating a lot of interest for the solid state electronics community. One table can be used to store the momentum transition for spin-up carriers, and one to store the rates associated to the carriers with a spin-down. Furthermore, while the techniques employed to reduce the memory usage are applied to the particular framework of semiconductor simulation, they are based on very general



133 principles that can be used in many other fields and find numerous applications. What is left to be done exceeds by far what has been achieved in this work. Besides investigating new devices and exploiting the new possibilities of the CMC simulator due to its reduced memory usage, the frequency analysis can be further investigated by implementing a complete derivation of the small-signal parameters commonly given in a dynamic model of a device. Computing the intrinsic resistances and capacitances to allow for a complete equivalent small-signal model of a device remains to be done. To further extend the work on noise analysis, the investigation of the noise temperature is still missing in the presented analysis, and in particular the frequency dependence of the noise temperature and noise figure, which are commonly given in literature. To fully probe the noise analysis techniques and the device noise characterization, a more detailed comparison with experimental data would also contribute to this work. Finally, the integration of the generation-recombination process in the simulation model would also bring the simulations to a higher level of accuracy. Generation-recombination noise could then be investigated and complete the presented work on noise analysis.



”Don’t let it end like this. Tell them I said something.” Pancho Villa, last words
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