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Chapter 7 Genetic Algorithm-Based Approach for Transportation Optimization Problems William H. K. Lam‡ and Y.F. Yin Department of Civil and Structural Engineering, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong Special Administration Region, China Abstract The motivation for using genetic algorithms (GAs) for transportation optimization problems is due to the globality, parallelism and robustness of GAs. In addition, GAs are simple and powerful in their search for improvement, and not fundamentally limited by restrictive assumption about the search space. Recent related studies using GAs have shown advantages in dealing with non-convexity, locality and complexity of transportation optimization problems, especially in optimal pavement management (Fwa et al., 1994), optimal traffic signal control (Hadi and Wallace, 1993; Memon and Bullen, 1996; Lo et al., 2000), urban transit system design problems (Pattnaik et al., 1998; Chakrobort et al., 1998), aircraft gate re-assignment problem (Gu and Chung, 1999) and origin-destination matrix estimation problem (Reddy and Chakroborty, 1999). In this chapter, we present various applications of GAs to transportation optimization problems. In the first section, GAs are employed as solution algorithms for advanced transport models while in the second section, GAs are used as calibration tools for complex transport models. Both sections show that, similar to other fields, GAs provide an alternative powerful tool to a wide variety of problems in the transportation domain.



‡



Author of correspondence. Fax (852) 2334-6389; Tel (852) 2766-6045; e-mail: [email protected]



© 2001 by Chapman & Hall/CRC



7.1 GA-Based Solution Approach for Transport Models 7.1.1 Introduction In this section, we present two examples of applying GAs as solution algorithms for transportation optimization problems. It is well-known that many decisionmaking problems in transportation planing and management could be formulated as bilevel programming models (single-objective or multi-objectives) that are intrinsically non-convex and thus difficult to find the global optimum. In the first example, a genetic-algorithms-based (GAB) approach is proposed to solve the single-objective models. Compared with the previous heuristic algorithms, the GAB approach is much simpler in principle and more efficient in applications. Furthermore, it is believed that the GAB approach is more promising to achieve the global optimum based on the globality of GAs. In the second example, we extend the GAB approach to accommodate multi-objective bilevel programming models. It is shown that the GAB approach can capture a number of Pareto solutions efficiently and simultaneously, which attribute to the parallelism and globality of GAs. 7.1.2 GAB Approach for Single-Objective Bilevel Programming Models In the decision-making problems for transportation system planning and management, the supplier of transportation services or the regulating agency wishes to determine optimal operation plans, rates, and controls, taking into account users” responses. Meanwhile, the user makes his or her travel choice decision in a user equilibrium (UE) manner, responding to these plans, rates and controls. These problems fit within the framework of a leader-follower or Stackelberg game, where the supplier or the regulating agency is the leader and the user is the follower (Fisk, 1984). Consequently, such a game can be expressed mathematically by a bilevel programming problem in which the upper-level problem represents the decision-making behavior of the supplier or of the regulating agency, and the lower-level problem represents the user travel choice behavior under the leader's decisions. Many of these types of decision-making problems have been formulated as bilevel programming models in the literature. Examples include road network design (LeBlanc and Boyce, 1986; Yang and Bell, 1998), balance of demand and supply of parking spaces (Lam et al., 1999), optimal ramp metering in freeway networks (Yang et al, 1994; Yang and Yagar, 1994), optimal congestion pricing (Yang and Lam, 1996), reserve capacity maximization of a signal-controlled road network (Wong and Yang, 1997) optimal speed detector density for the network with travel time information (Chan and Lam, 1998), etc.
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7.1.2.1 Bilevel Programming Problems In a Stackelberg game, the leader knows the followers who will respond to any decision he may make. In other words, the system manager can influence, but cannot control the travelers' travel choice behaviors. In the light of any control decision, travelers make their travel choices, specifically, route choice decisions in a user equilibrium manner. As Yang and Yagar (1994) stated, this interaction can be formulated as the following bilevel programming problem:



min F (u, v (u)) u



subject to G (u, v(u)) ≤ 0



(1a) (1b)



where v(u) is implicitly defined by



min f (u, v )



(1c)



subject to g (u, v) ≤ 0



(1d)



v



where F = the objective function of the upper-level decision-maker (system manager); u = is the decision vector of the upper-level decision-maker (system manager); G = the constraint set of the upper-level decision vector; f = the objective function of the lower-level decision-maker (travelers); v = the decision vector of the lower-level decision-maker (travelers); g = the constraint set of the lower-level decision vector. The upper-level problem of model (1) represents the decision-making behavior of the system manager. The system manager can choose many alternative system objectives F. Correspondingly, different control vectors u are determined. It is assumed that for any given control pattern u, there is a unique equilibrium flow distribution, v(u), obtained from the lower-level problem. v(u) is also referred to as the response or reaction function. It is noted that v(u) defined by the lower-level problem is, in effect, a nonlinear equity constraint of the upper-level problem; thus, whatever the objective function would be, the problem (1) is intrinsically non-convex and it might be difficult to search for a global optimum (Yang et al., 1994). The lower-level problem of model (1) represents the user route choice behavior responding to the controls. It is assumed that the travelers make their route choices in a user equilibrium manner; the lower-level problem can be formulated as a standard user equilibrium (UE) traffic assignment problem, or as a stochastic user equilibrium (SUE) problem (Sheffi, 1985), or their variants.
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A number of attempts have been made to solve the bilevel model (1), such as iterative optimization assignment algorithm by Asakura and Sasaki (1990), sensitivity analysis based (SAB) algorithm by Yang et al. (1994), a simulated annealing method by Friesz et al. (1992), etc. The sensitivity analysis-based (SAB) algorithm may be the most often cited and has been successfully applied to many problems (Yang et al, 1994; Yang and Yagar, 1994; Yang and Lam, 1996; Wong and Yang, 1997; Lam et al., 1999; etc.). The basic idea of the SAB algorithm is to formulate a local linear approximation of the upper-level objective function and the implicit, nonlinear constraints with the use of the derivative information from the sensitivity analysis of the equilibrium network flows. The resultant linear programming problem can then be solved by the well-known simplex method. One thus arrives at a new point from which a new linear programming problem is generated again. Therefore, the SAB algorithm is in fact a sequence of linear approximations to the original problem (Yang et al., 1994). Despite the various intriguing attempts that were made in solving the bilevel programming problem, these algorithms are unfortunately either incapable of finding the global optimum or very computation intensive and impractical for problems of a realistic size (Yang and Bell, 1998). Even for the efficient SAB algorithm, the resultant converged solution might be a local optimum. Furthermore, the basic idea of sensitivity analysis for equilibrium network flows may be difficult for most practitioners. Therefore, it is still a challenging task for transportation researchers to develop a simpler efficient algorithm for the bilevel programming problems. 7.1.2.2 GAB Approach The basic idea of the genetic algorithms-based (GAB) approach is to code the decision variables of the upper-level problem to finite strings and to calculate the fitness of each string by solving the lower-level problem. After the reproduction, crossover and mutation operations of GAs, the optimal string may be achieved. The GAB method is outlined as follows: GAB approach: Step 0. Code the decision variable u of the upper-level problem to a finite string



x j ; determine the transform equation to map the objective function of upperlevel problem to a fitness function. Step 1. Select at random the initial population X(1). Set k=1.
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Step 2. Calculate the fitness functions for individuals x j ( k ), k = 1,2, L , N by solving the lower-level optimization problem, for instance, user equilibrium assignment by Frank-Wolfe algorithm, and reproduce the population X(k) according to the distribution of the fitness function values. Step 3. By a random choice with probability Pc , carry out the crossover operation. Step 4. By a random choice with probability Pm , carry out the mutation operation. Then we have a new population X(k + 1). Step 5. If k = maximum number of generations, the individual with the highest fitness is adopted as the optimal solution of the problem. Else, set k = k + 1 and return to Step 2. At Step 0, the decision variable u is usually mapped and represented by a string of binary alphabets. For problems with multi-variables, a sub-string represents each variable. The coding process is illustrated as below:



decision variables



u = u1 | u 2 | L | u n



mapping



↓



↓



↓



↓



chromosome (string) x = 0101 | 0111 | L | 1111 The length of the sub-string can be determined by the following relationships with the desired precision of decision variables:



− u min )   (u + 1 α ≥ log 2  max π  



(2) where α denotes the length of the sub-string; π denotes the desired precision of the decision variables; umax and umin denote the upper and lower bound of the decision variables respectively. Another important task at Step 0 is the mapping of the upper-level objective function to the fitness form. The transformation is generally straightforward for most of the bilevel programming models. It is noteworthy that if there are other inequality constraints besides the bound constraints of the decision variables, the fitness function should be incorporated with the possible constraint violations by a penalty method. It is obvious that the GAB approach is simple to implement. The work needed to be undertaken in the optimization process is to solve the lower-level problem by
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the conventional optimization techniques while the remaining works can be left to the "blackbox" of GAs. Fortunately, the lower-level problems are always easy to solve based on the fruitful works of transportation researchers. 7.1.2.3 Numerical Example Wong and Yang (1997) defined and formulated the reserve capacity of a signalcontrolled road network. They measured the reserve capacity of the road network by how large a common multiplier could be applied to an existing origindestination (OD) matrix subject to the flow on each link not exceeding a prescribed degree of saturation. Since the traffic flows and link-exit capacities are dependent on the traffic signal settings in the signal-controlled road network, the key problem here is to determine the signal settings for maximization of the network reserve capacity. Their bilevel model is described as follows: (3a) Maximise µ µ ,?



subject to



va ( µ, ?) ≤ pa Ca (?) ∀a ∀i G i λi ≥ b i



(3b) (3c)



where the equilibrium flow va ( µ, ?) is obtained by solving



Minimize v



∑∫ a



va 0



ta (ϖ , ?)dϖ



subject to



∑f



rs k



= µqrs



∀r, s



(3d)



k



fkrs ≥ 0 va =



∀k , r, s



∑∑ f



δ



rs rs k ak



rs



(3e)



∀a



(3f)



k



where µ = the OD matrix multiplier for the whole network; E˙˙ = a vector of all signal split (proportions of green times); Ca E˙˙ = the link-exit capacity as a



( )



function of signal split |Ł . p a = the maximum acceptable degree of saturation for link a ; matrix G i and vector b i are dependent on the specific timing specification for intersection i, whether it is stagebased or groupbased (Allsop, 1989). Wong and Yang (1997) used the following numerical example to illustrate their proposed model and SAB algorithm. Consider an example network, shown in
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Figure 7.1, with seven links and six nodes, of which nodes E and F are signalcontrolled intersections. The current OD demand from node A to node B is 18 veh.min-1 and that from C to D is 6 veh.min-1. For the signalized intersections E and F, signal controls are represented by two independent splits λ1 and λ 2 respectively ( λ 3 = 1 − λ1 , and λ 4 = 1 − λ 2 ). The lower and upper bounds of the splits are 0.05 ≤ λ1 , λ 2 ≤ 0.95 . Assume that the maximum degree of saturation for all signal-controlled approaches takes the same value of p = 0.9. The following link travel time function is used



t a (v a ) =







t a0 1 +  



 v 0.5 ⋅  a  λa sa



   



2



   



(4)



where λ a = 1.0 for any link not connecting to a signal-controlled intersection. Free-flow link travel time t a0 and link capacity s a are given in Table 7.1. C



λ3 3 1



λ1 E



A



4



λ4 2



λ2



5



F



B 6



7 D Figure 7.1 Example network 1 Table 7.1 Input data for example network 1 Link a



1



2



3



4



5



6



7



0 a



2.0



1.0



2.0



3.0



1.0



2.0



1.0



24



30



30



35



24



30



30



t sa
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We apply the GAB algorithm to this numerical example. In the model (3), the violations of inequality constraint (3b) should be represented in the fitness function. For the present problem, we formulate two different mapping functions as follows: µ va (µ , a ) ≤ p a C a ( a ) f1 ( x ) =  (5)  0 v a (µ , a ) > pa C a ( a )



µ  f2 ( x ) =  ( xa ( µ,?a ) − paCa (?a )) max 0, µ − max a



(



)



va ( µ,?a ) ≤ pa Ca (?a )



va ( µ,?a ) > pa Ca (?a )



(6)



The sub-string length of the OD matrix multiplier is 13 and that of λ1 and λ 2 is 11. Thus, the precision is more than 0.001. Following the recommendation by Goldberg (1989), the GAB algorithm is performed with the following parameters: l l l l



l



Population size is 50 Reproduction operator is binary tournament selection Crossover operator is single-point crossover, and the probability is 0.6 Mutation operator is single-bit point mutation operator, and the probability is 0.0333 The maximum number of generations is 200



The convergence of the GAB algorithm with different fitness functions is shown in Figure 7.2. The resultant signal settings and OD demand multiplier are compared with that obtained by the SAB algorithm in Table 7.2. The computation result of SAB listed here is a little different from that in Wong and Yang (1997). If we take their results, the flow on approach 3 in Figure 7.1 will exceed its maximum degree of saturation. We understand this difference is due to the programming precision in our C codes. It can be seen in Figure 7.2 that the GAB algorithm with different fitness functions exhibits quite different convergence behavior. The algorithm with fitness function f2 ( x ) converges more quickly. Actually, so far, we have only used the simple genetic algorithms in our numerical example in order to facilitate the presentation of the essential ideas. However, it should be noted that appropriate choices of advanced techniques and operators available in GAs would further improve the efficiency and breadth of the GAB approach. Another observation from the current example is that both algorithms (SAB and GAB) converge to the same optimum. The upper-level objective function of model (3) takes a simple linear form, together with the nonlinear, implicit
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constraint. In such a case, the optimal solution will be located at the boundary of the constraint set (Yang and Bell, 1998). From the experimental computations, it is believed that the solution is the global optimum. It is also shown from the computations that there might be only one global optimum in the current example.



Figure 7.2 Demand multiplier versus generation number Table 7.2 Solutions with alternative algorithms Signal Splits



Demand Multiplier



Solution Algorithms



λ1



λ2



µ



SAB



0.625



0.678



1.686



GAB



0.625



0.678



1.686



From the results of the numerical example, we can summarize some computation properties of the GAB approach as follows: * The GAB approach is efficient and very simple to implement. Based on the globality and parallelism of genetic algorithms, we believe that the GAB approach can lead to the global optimum * In the non-uniqueness condition of global optima, the SAB and GAB algorithms may not always converge to the same point. Although the two converged points are quite different, the corresponding objective values are equal * Appropriate choices of advanced techniques and operators available in GAs would further improve the efficiency of the GAB approach
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* The GAB approach requires more computation efforts than the previous sensitivity analysis-based (SAB) algorithm. In this numerical example, the convergence is achieved in four iterations by the SAB algorithm. However, the GAB approach avoids the complex computation of the sensitivity analysis for equilibrium network flows and does not need any derivative or other auxiliary knowledge; thus the GAB approach can be applied to a broader problem domains 7.1.3 GAB Approach for Multi-Objective Bilevel Programming Models From the above discussion, we can observe that many decision-making problems for transportation system planning and management could be described mathematically as bilevel programming models. Furthermore, all the related models in the literature have been formulated as single-objective optimization problems. However, the decision-making problems of transportation planning and management are generally involved with multiple objectives because the supplier of transportation services, or the regulating agency, always has several aims and social concerns. Therefore, it is necessary to make some trade-offs among alternative system objectives. A weighted combination of these objectives is required, but in most cases it might not be simple enough to transform these differently measured and scaled objectives into comparable units. A better way is to apply multi-objective optimization (programming) to generate non-dominated or Pareto optimal alternatives and then multiple-criteria decision-making is used to evaluate and select the compromise solution from those non-inferior alternatives (Yang and Bell, 1998). Some recent studies using multi-objective optimization include network design (Friesz et al., 1993), air services planning (Flynn and Ratick, 1988), passenger train service planning (Chang et al., 2000). It seems straightforward to formulate the transportation decision-making problems as multi-objective bilevel models. It can be foreseen that the multiobjective bilevel modeling approach can become a powerful, and possibly interactive, decision tool, allowing the decision-makers to learn about the problem before committing to a final decision. Unfortunately, due to their intrinsic nonconvexity and multiple objectives, such models are difficult to solve and thus their implementations are deterred in practice. Because GAs deal with a population of points, it seems natural to use GAs for solving multi-objective optimization problems so as to capture a number of solutions simultaneously. Several GAB methods have been proposed recently (Tamaki et al., 1996). It is expected herein that the extension of the GAB approach is also capable of searching for multi-criteria optima in bilevel programming models.
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7.1.3.1 Multi-Objective Bilevel Models Decision-making problems for transportation system planning and management might be formulated as the following multi-objective bilevel programming problem:



 F1 (u, v(u))  F (u, v(u))  2 min F(u, v(u)) =  u LL   Fk (u, v(u)) subject to G(u, v(u)) ≤ 0 where v(u) is implicitly defined by min f (u, v) v



subject to g(u, v) ≤ 0



     



(7a)



(7b) (7c) (7d)



where F(u, v(u)) = the objective function vector of the upper-level decisionmaker (system manager); the other notations are the same as those in model (1). The upper-level problem of model (7) represents the decision-making behavior of the system manager. The system manager may wish to achieve several alternative objectives within some constraints. For instance, Friesz et al. (1993) and Yang and Bell (1998) enumerate the objectives for network design problems so as to minimize the total user transport cost, total construction (improvement) costs, total vehicle miles traveled and total dwelling units taken for rights-of-way. Yang and Lam (1996) also suggest the minimization of the total network cost, maximization of total revenue and maximization of consumers’ surplus as the objectives for optimal road toll problem. The multi-objective optimization problem seeks for the optimal solutions that minimize the values of a set of objective functions within the feasible region. In the multi-objective optimization, as opposed to the single-objective optimization, there may not exist an unambiguous optimal solution due to the trade-off characteristics among the various objectives. Hence, a concept of the Pareto optimal set, a family of feasible solutions which is optimal in the sense that no improvement can be achieved in any objective without degradation in others, is introduced (Tamaki et al., 1996). Based on these non-dominated solutions, multiple-criteria decision-making would be used to evaluate and select the compromise. So far, several traditional methods such as the weighted sum method, the ε -constraint method have been proposed to search the Pareto optimal solutions. However, such traditional methods cannot find the multiple Pareto optimal solutions simultaneously (Srinivas and Deb, 1995). Because the GAB
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method can search a number of Pareto optimal solutions in parallel, it has been highly emphasized in recent years. Tamaki et al. (1996) have given an excellent review on the GAB method for multi-objective optimization problems. 7.1.3.2 The Solution Procedure In this section, we combine the GAB approach with the O-K algorithm (Osyczka and Kundu, 1995) to solve the multi-objective bilevel problem (7). The basic idea of the O-K algorithm involves the evaluation of the fitness for each solution generated by the GAs and this fitness has a greater value if the solution is farther away from the existing Pareto set (Osyczka and Kundu, 1995). The proposed hybrid algorithm is outlined as follow: GA-Based Algorithm: Step 1. Select at random the initial population X(1) . Set k=1. Step 2. Decode each individual x j ( k ), k = 1,2, L , N and then solve the lowerlevel optimization problem. Calculate the fitness value by O-K algorithm and generate the new Pareto solution set. Step 3. Reproduce the population X( k ) according to the distribution of the fitness values and carry out the cross over operation by a random choice with probability Pc , Step 4. By a random choice with probability Pm , carry out the mutation operation. Then we have a new population X( k + 1) . Step 5. If k = maximum number of generations, the present Pareto solution set is adopted as the non-dominated solutions of the problem. Else, set k = k + 1 and return to Step 2. For a detailed description of the O-K algorithm, readers may refer to Osyczka and Kundu (1995). 7.1.3.3 Numerical Example In this section, we apply the proposed solution algorithm to a multi-objective bilevel programming model and present the computational results.
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Yang and Lam (1996) presented a bilevel programming approach for determination of optimal road toll pattern. The low-level problem is a user equilibrium problem that describes users' route choice behavior. The upper-level problem is to determine the road tolls for minimizing the total network travel cost (F1) or maximizing the total revenue (F 2), or maximizing the ratio of the total revenue to total cost (F3). The models in Yang and Lam (1996) are single-objective and we extend herein their model (the model of example 2 in Yang and Lam, 1996) to multi-objective optimization. It is noted that their third objective (F3) is designed to consider both the congestion control and investment benefit simultaneously. Within the framework of the multi-objective optimization, we can incorporate the objective F3 into the objectives F 1 and F 2 . Therefore, a two-objective bilevel model for optimal road toll problem is formulated as below:



∑v



Min



a



u



⋅ ta (va )



(8a)



⋅ ua



(8b)



a



∑v



Max



a



u



a



subject to



∀a uamin ≤ ua ≤ uamax where va and ta (va ) are obtained by solving



∑∫



Min v



a



va



(8c)



ta (ϖ , ua )dϖ



0



subject to:



∑f



rs k



= qrs



∀r, s



(8d)



∀k , r, s



(8e)



∀a



(8f)



k



fkrs ≥ 0 va =



∑∑ f



δ



rs rs k ak



rs



k



where va = the traffic volume on link a; ta = the travel time on link a; ua = the toll charges on link a; uamin = the lower bound of toll charges on link a; uamax = the upper bound of toll charges on link a; fkrs = the traffic flow on route k connecting rs =1 if route k uses link OD pair rs; qrs = the demand between OD pair rs; and δ ak a, and 0 otherwise.
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The following input data are used in Yang and Lam (1996). Figure 7.3 shows the example network that consists of six nodes and seven links, of which all links are toll links. The following link travel time function is used



 v t a (v a ) = t a0 1 + 0.15 ⋅  a   sa 



   



4



   



(9)



The free-flow link travel time ta0 and link capacity sa of the example network are given in Table 7.3. It is assumed that there are only two OD pairs (1→3 and 2→4) and the demands are fixed to be D13 = D24 = 30.0. The lower and upper bounds of the link tolls are set as: 0.0 ≤ u a ≤ 5.0 for a = 1,2 and



0.0 ≤ u a ≤ 2.0 for a = 3, 4, 5, 6,7. 1



1



3



3



6 5



4



6 7



5 2



2



4



Figure 7.3 Example network 2 Table 7.3 Input data for example network Link a



1



2



3



4



5



6



7



t a0



8.0



9.0



2.0



6.0



3.0



3.0



4.0



sa



20



20



20



40



20



25



25



Now, we apply the proposed GAB algorithm to this numerical example in which the sub-string length is determined to be 11 for all decision variables, and the precision is more than 0.005. In addition, we take binary tournament selection as reproduction operator and single-bit point mutation operator as mutation operator. The solution algorithm described as above was coded in Borland C++ and run on a Toshiba Satellite 4030CDT notebook and the average CPU time for 50 populations and 500 generations was 25 minutes.
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The resultant Pareto optimal solutions are illustrated in Figure 7.4. It can be seen that 79 Pareto optimal solutions are generated. These solutions can provide an efficient frontier to the decision-makers for consideration, so that they can choose and rank the solution in the multiple-criteria decision-making process.



Figure 7.4 Pareto optimal solutions Table 7.4 gives some examples of the generated Pareto optimal solutions. It is noted that the first and second solutions in Table 7.4 are also the optimal solution of the single-objective model with objective F1 and F2 separately. Due to the nonconvexity of the bilevel optimization problems, there might exist multiple optimal solutions for single-objective bilevel optimization problems (Yang and Lam, 1996). However, most of the optimal solutions will be dominated by the Pareto optimal solutions in the multi-objective optimization. For instance, it is illustrated in Table 7.4 that the optimal solution of the single-objective (F 1) optimization problem reported by Yang and Lam (1996) is not the Pareto optimal solution of the multi-objective problem presented here. It can be found that the proposed GAB algorithm is efficient to search simultaneously the Pareto optimal solutions of the multi-objective bilevel models. Furthermore, the algorithm is also simple in principle for transportation practitioners.
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Table 7.4 Pareto optimal solutions Pareto Optimal Solutions Toll Pattern Link 1 2 3 4 5 6 7 Total Network Cost Total Revenue a



1



2



3



4



5



6



7



8a



4.95 4.94 1.82 0.68 0.35 0.10 0.74



5.00 5.00 1.89 1.96 1.96 1.94 1.98



4.95 4.99 0.96 0.53 0.94 1.76 1.38



4.96 4.96 1.82 1.30 0.61 0.61 1.72



4.95 4.99 1.95 1.38 1.63 1.03 1.29



5.00 4.94 1.96 1.39 1.85 1.95 1.50



4.99 4.93 1.94 1.44 1.99 1.93 1.72



3.82 4.27 0.47 0.48 0.29 0.47 0.29



628.6



762.2



641.4



662.6



688.8



722.7



733.9



628.6



232.5



304.7



264.7



279.6



291.1



298.5



299.8



176.7



The solution is reported by Yang and Lam (1996) and is a optimal solution of singleobjective model with objective F1; But it is dominated by the solution 1 and hence is not a Pareto optimal solution.



7.1.4 Summary This section has proposed a GAB approach for solving the single-objective and multi-objective bilevel programming problems in transportation. The proposed solution approach is illustrated, using two numerical examples from the previous related studies. For the single-objective bilevel programming models, it is found that the proposed GAB approach is efficient and much simpler than the previous related algorithms. Furthermore, based on the global perspective and implicit parallelism, it is believed that the proposed GAB approach can lead to the global optimum. For the multi-objective bilevel programming models, it is found that the proposed algorithm is efficient to search simultaneously the Pareto optimal solutions, which also can attribute to the global perspective and implicit parallelism of GAs. The multi-objective bilevel modeling approach will provide a powerful, and possibly interactive, decision tool, allowing the decision-makers to learn about the problem before committing to a final decision.
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7.2 GAB Calibration Approach for Transport Models 7.2.1 Introduction The genetic algorithms (GAs) approach can provide a new alternative for calibration of transport models. GAs are advantageous because of their capability for optimized stochastic search (Goldberg, 1989). They have been widely used for the optimization of complex systems. For instance, the GAs technique has been used by Wong et al. (1998) for calibrating a land-use model (i.e.; Lowry model). In this section, a calibration algorithm based on GAs is presented for the calibration of the Traffic Flow Simulator (TFS) proposed by Lam and Xu (1999). This section is structured as follows. Following the review of TFS, the measures that can be used for the TFS calibration are presented and discussed. Then the GAB calibration approach is described. A case study is employed for examination of the proposed calibration measures. Finally, a summary is given, together with recommendations for further study. Definitions of key variables that are employed in the remainder of the section are given in the Appendix. 7.2.2 Review of TFS The TFS was proposed by Lam and Xu (1999) for the assessment of network travel time reliability (Iida, 1999) based on the partial traffic counts and a prior OD matrix. It can be formulated as



Min − ∑ qrs Srs [c rs (v)] + ∑ va ta (va ) − ∑ ∫ ta ( w )dw + λ ∑ (qrs − qˆrs ) (10) va



rs



subject to
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∑q
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0



p = v˜e , for links without detectors rs e



rs



2



rs



(11)



rs



∑q



pdrs = vˆd , for links with detectors



(12)



(1 − δ )qˆrs ≤ qrs ≤ (1 + δ )qˆrs , for all OD pairs



(13)



(vˆ d − vd )



(14)



rs



rs



−1 11



v˜ e = ve + B21B



In TFS, it is assumed that link flows are multivariate, normally distributed random variables (Daganzo, 1979). Link flows can be denoted as v ~ MVN ( v, B) , where v is the vector for the mean value of link flows and B is the variance/covariance matrix of link flow. As partial traffic counts can be collected by detectors installed on some links, the link flows and variance/covariance matrix can be partitioned according to whether the links are installed with detectors or not. The order of the links can be rearranged so that the links with detectors appear first. If there are m out of totally
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n links installed with detectors, the link flow and mean link flow vector can be decomposed as shown below.



v = [v1 L vm M vm +1 L vn ] = [v d



ve ]



v = [v1 L vm M vm +1 L vn ] = [ vd



ve ]



T



T



T



(15)



T



(16)



Similarly, the link flow variance/covariance matrix B can also be decomposed as follows:



 b1,1  L   bm,1  B= bm +1,1   L  bn,1 



L L L



b1, m L bm, m



L bm +1, m L L



L bn, m



b1, m +1 L bm, m +1 bm +1, m +1 L bn, m +1



L L L



     = L bm +1, n   L L  L bn, n  b1, n L bm, n



B11 B  21



B12  B22 



(17)



From the probit-based stochastic user equilibrium assignment (Bolduc, 1999), the mean value of link flow v and their covariance matrix B can be obtained. On the other hand, the actual link flow vˆ d will be available for the links with detectors. However, a difference between vˆ d and vd may exist due to various reasons such as inaccurate estimation of the OD matrix. The mean and variance of link flows on those links without detectors can be updated on the basis of the actual link flows obtained by the detectors. The mean value of link flow v˜ e can then be estimated from Equation (14). In the proposed TFS, the perceived travel time on the kth path connecting OD pair rs is assumed to follow a normal distribution of N ckrs , ωckrs , where ckrs is the actual path travel time, ω is the perception error coefficient and will be calibrated in this section. The perception error coefficient is assumed to be known for application of the TFS. Note that different values taken by ω will result in different route choice patterns of drivers. The larger the parameter ω , the more diversified the route choice pattern (Bell and Iida, 1997). On the other hand, the OD flows are not constant in real life due to stochastic variation in travel demand over time and/or the inconsistency of travel time with the time traffic counts obtained. It is assumed in the TFS that all the OD flows follow a normal distribution as below:



(
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)



Qrs ~ N (q rs , βq rs )



(18)



where β is the OD variation coefficient. Such OD fluctuation has also been considered in the road network reliability analysis by Asakura and Kashiwadani (1991). Apart from assessing the travel time reliability, the TFS can also provide the estimated link flows for the whole network, link/path travel times, together with their variances and covariances. In addition, the prior OD matrix can be updated simultaneously. In order to apply the TFS model in practice, the perception error coefficient ω and the OD variation coefficient β have to be calibrated in advance. 7.2.3 Calibration Measures The selection of suitable measures for the model calibration plays an important role in the whole calibration process. The suitable measures vary from one problem to the next due to the different characteristics of the problem under study. For the calibration of a single parameter, the best measure(s) should be a monotonic function of the parameter that is to be calibrated so as to guarantee that the parameter and the value of the chosen measure have a one-to-one mapping. Otherwise, two or more different parameter values may lead to the same result of the chosen measure. Hence, the value of a parameter cannot be determined uniquely if the selected measure is not sufficient for the calibration. A combined trip distribution and assignment (CDA) model for networks with multi-user classes was calibrated by Lam and Huang (1992). It was shown that three quantities, the mean trip cost or the OD trip entropy or the integral network cost, could be used individually for the model calibration. And the OD trip entropy was found to be the best measure for the CDA model. The best measure that can be used for calibration of the TFS will be determined through a study on the characteristics of the following five measures. The first measure is the integral network cost defined as:



cn = ∑ ∫ ta ( x )dx va



a



0



(19)



In fact, this is the objective function for the deterministic user equilibrium (DUE) model and is equivalent to the third item in the objective function (10) of TFS. It is noted that the integral network cost is a decreasing function with respect to the parameter to be calibrated for the CDA model as reported by Lam and Huang (1992). However, there is no evidence or rigorous theoretical proof that cn is a monotonic function of the perception error coefficient ω .
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The second measure is the total trip cost of a network as shown below:



ct =



∑ v t (v ) a



a



(20)



a



It is the second item in the objective function (10) of TFS and is often used as the objective function for the traffic system optimization (SO) problem. It was found by Lam and Huang (1992) that the total trip cost will decrease when the dispersion parameter α of the CDA model increases. The increase of the dispersion parameter α in the logit-based CDA model is equivalent to 'reduction of perception error' that can be modeled by a decrease of the perception error coefficient ω in probit-based models (Sheffi, 1985). However, Maher and Hughes (1996) reported that in their probit model the reduction of the link-based dispersion coefficient does not always lead to a reduction in the total trip cost. In their example, the total trip cost increased while the dispersion coefficient decreased from 0.1 to 0. As defined before, ω is a path-based perception error coefficient and is not the same as the link-based dispersion coefficient that employed by Maher and Hughes (1996). As the total trip cost may not be a monotonic function of ω in the probit-based model, tests should therefore be carried out to determine whether the total trip cost can be used as a suitable measure for the TFS calibration. Entropy is the best measure suggested for calibration of the CDA model (Lam and Huang, 1992). Under user equilibrium (UE) conditions, no driver can find an alternative path with less travel time than the path he has chosen. Intuitively, the whole system is extremely stable under UE conditions and entropy should be minimized. Due to the perception error in the stochastic user equilibrium (SUE) condition, some drivers do not choose the shortest path and the system status varies from a stable one to some stochastic cases. If the perception error coefficient approaches infinity, the status of the system is totally unstable. This may correspond to a maximum entropy. It is expected that the entropy is a monotonic function with respect to the perception error coefficient. There are two types of entropy to be tested in this section, the link choice entropy and the path choice entropy. The link choice entropy, which is the third measure, can be simply defined as



hl = − ∑ va ln va



(21)



a



The path choice entropy can be calculated based on the path flow information. However, such information is unavailable in the TFS, as the TFS is basically aimed to obtain/store the link flow information. Akamatsu (1997) proposed a decomposition formula as shown below to calculate the path choice entropy based on the link flow information. The path choice entropy, which is the fourth
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measure, is decomposed from the most likely link flow patterns over the network as follows:



    hp = − ∑ va ln va + ∑  ∑ vij  ln ∑ vij      a j i i where vij represents the flow on the link from node i to node j and



(22)



∑v



ij



is the



i



total flows entering node j . The above four measures are based on the mean values of link flows that are mainly affected by the perception error coefficient ω . On the other hand, the OD variation coefficient β will affect the variations of link flows but with little impact on the mean values of link flows due to the normal distribution given by Equation (18). Therefore the measures for calibrating β should be related to the variation of link flows. The network coefficient of variation (NCV), which was used by Asakura and Kashiwadani (1991) for calibration of link flow pattern, is considered as a measure for calibration of β in this section.



(



)



In the TFS, the traffic flow on link a follows a normal distribution of N va , σ a2 . Then the NCV, which is the fifth measure, can be defined as



NCV =



∑σ ∑ v 2 a



a



a



(23)



a



The NCV provides an indication of link flow variation throughout the whole network. The five measures proposed in this section will be examined, with an example used to investigate the best measures that can be applied for calibration of the TFS. It is easy to calibrate a single parameter of TFS, ω or β , by choosing a suitable measure and using a one-dimension search technique. However, the TFS calibration is a complicated problem since two parameters have to be calibrated simultaneously. It may be difficult to find a suitable measure that is monotonic with respect to both of the parameters. Therefore, we have to choose measures that are suitable for the two parameters separately. The least squares formula can be used to integrate these measures to calibrate ω and β simultaneously. Under such circumstances, the traditional one-dimension search technique can not be applied directely as it is difficult to find search directions for the two parameters respectively based on the least squares values. Therefore, a stochastic search technique is considered and a GAB approach is adopted for the calibration of TFS in this section.
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7.2.4 GAB Calibration Procedure The first step of GAs is to code the perception error coefficient ω and the OD variation coefficient β as a binary finite-length string. Each coded string is called a chromosome and consists of a list of genes. In the binary coding employed in this section, each gene can either be 0 or 1. Each chromosome can be decoded and mapped to a certain value of ω and β . If the feasible solution of ω is assumed to fall in the range of ω min , ω max , the length of the chromosome for coding of ω is b , then the value of ω corresponding to a string of 1011 (the decimal integer is 11) can be decoded as



[



ω = ω min +



11 (ω max − ω min ) 2b



]



(24)



The length of the chromosome will influence the accuracy of the solution as well as the convergence of the algorithm. A decoding equation similar to Equation (24) can be applied for decoding β accordingly. In the TFS calibration, the same length b is adopted for coding both ω and β . In the operation of the GAs, each chromosome in the parent generation is evaluated to obtain their fitness with respect to an objective function. With the fitness values of all the chromosomes in the parent generation, three operators (reproduction, crossover and mutation) are used to generate new chromosomes, which will then produce the child generation. Considering that the objective of the TFS calibration is to select ω and β that can best fit the OD matrix and the actual link counts together with their variations, the fitness can be defined as below.



(



ˆ f (ω , β ) = u − M (ω , β ) − M



)



2



(25)



In Equation (25), M (ω , β ) is the value of the selected measure corresponding to



ω and β . Mˆ is the value of the selected measure corresponding to the actual



information or may be referred to as the target value of the selected measure, and u is a constant to ensure that the fitness is always positive. The values of ω and β corresponding to the maximum fitness value f (ω , β ) are the optimum calibrated parameters. Reproduction is an operation process through which chromosomes are copied into the mating pool with a probability proportional to their fitness. A hybrid model based on the combination of tournament selection and an elitist model is adopted in this section. In the parent generation, two chromosomes will be selected randomly. The one with the higher fitness will be copied into the mating pool. The reproduction process will be carried out repeatedly until the number of
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chromosomes in the mating pool reaches the predetermined population size z. If the chromosome in the parent generation with the highest fitness is not reproduced, then it will be copied into the mating pool. The crossover operator provides search capability in the GAs. The uniform crossover operator is adopted in this section. Two chromosomes in the mating pool will be randomly selected. A binary crossover mask with the same length as that of the chromosomes in the mating pool will be randomly generated according to a predetermined crossover probability Pc . Then the genes of the crossover mask will be scanned one by one. If a gene in the crossover mask is “1,” the corresponding genes for the selected pair of chromosomes are exchanged; otherwise, they remain unchanged. After the reproduction and crossover processes, the strings or the parameters in the child generation are improved. But these two processes may not lead to reliable results, since the optimal solution may be trapped into a local optimum. Mutation is a process used to overcome the above problem by the possibility of jumping out from a local optimum. The mutation process is done at the level of genes on the chromosomes obtained after the crossover. Each gene of a selected chromosome is allowed to mutate to the other possible value (i.e., in binary coding, if the gene is 0, it will change to 1) with a certain probability known as the mutation probability Pm . 7.2.5 Calibration of TFS With the integration of GAs approach with TFS, the proposed calibration procedure can be described in the following steps. Step 1.



Initialize. Set generation count g = 1, population count n = 1



Step 2.



Generate the initial population of chromosomes



Step 3.



Decode the n th chromosome to get the perception error coefficient ω and the OD variation coefficient β



Step 4.



Running TFS with ω and β



Step 5.



Calculate the fitness of the present chromosome



Step 6.



If n equals the population size z, go to Step 7; otherwise, n = n + 1, return to Step 3
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Step 7.



If g equals the predetermined maximum generation, go to Step 8; otherwise, generate the g+1th generation by reproduction, crossover and mutation operators, set g = g + 1 and n = 1, then return to Step 3



Step 8.



Find the chromosome with the highest fitness value, the decoded parameter is the result of the calibration



The above calibration algorithm is illustrated in Figure 7.5 and will be tested using an example network in the next section. 7.2.6 Case Study The Tuen Mun corridor network in Hong Kong is used in this section for examining the effectiveness of the proposed GAB calibration algorithm. As shown in Figure 7.6, the network consists of ten links and four nodes, in which three nodes are connected to the three zone centroids. The Bureau of Public Road (BPR) function is adopted as the link travel time function:



v  ta (va ) = t + k  a   sa 



p



0 a



(26)



The OD matrix is shown in Table 7.5. The relevant link data and the observed traffic flows are given in Table 7.6. Note that the observed link flows are obtained by the TFS with the perception error coefficient ω = 0.3 and the OD variation coefficient β = 0.5 .
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Figure 7.5 Flowchart of GAB calibration algorithm
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Figure 7.6 Tuen Mun corridor network Table 7.5 OD matrix (passenger car units per hour) To From C1 C2 C3



C1



C2



C3



313 4492



220 78



4952 127 -



Table 7.6 The link data of the network Link No.



Parameters



Observed link flow (pcu/hr)



t a (0)



sa



(hrs)



(pcu/hr)



1



0.0900



5175



2



0.0900



5175



3.5



0.1050



3687



3



0.1106



850



3.6



0.1408



1491
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p



k



3.5



0.1050



3360



4



0.1106



850



3.6



0.1408



1451



5



0.0056



1150



3.6



0.0071



1476



6



0.0056



1150



3.6



0.0071



1569



7



0.0335



4800



3.6



0.0335



3743



8



0.0335



4800



3.6



0.0335



3323



9



0.0767



1000



3.6



0.1073



1368



10



0.0767



1000



3.6



0.1073



1279



7.2.6.1 Path Choice Entropy and NCV: the Best Measures for Calibration The proposed calibration measures are tested with this example. Figure 7.7 shows the integral network cost with different ω in the example network. The integral network cost tends to increase with increasing ω when β remains unchanged; thus, it can be used as an alternative measure.



Figure 7.7 Integral network cost vs. perception error coefficient The total trip cost of the example network with various ω is plotted in Figure 7.8. It is obvious that the total trip cost is not a monotonic function of ω . When ω increases from 0 to 0.3, the total trip cost decreases, which leads to the same result reported by Maher and Hughes (1996). But the total trip cost turns to increase when the value of ω increases from 0.3 to 1.0. As a result, two different ω may have the same total trip cost. Therefore the total trip cost should not be used for the TFS calibration as it is preferred to have a monotonic relationship between the measure and the parameter.
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Figure 7.8 Total trip cost vs. perception error coefficient Both the link choice and path choice entropy have been tested. The results are presented in Figure 7.9 and 7.10 respectively. It can be seen that both entropy indices show monotonic tendency with respect to the perception error coefficient ω . And the curve of the path choice entropy seems to be more stable than that of the link choice entropy.



Figure 7.9 Link choice entropy vs. perception error coefficient
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Figure 7.10 Path choice entropy vs. perception error coefficient The NCV values corresponding to different values of β are plotted in Figure 7.11. It is clear that the NCV is a monotonic function with respect to β , and therefore is suitable for the calibration of β in the TFS.



Figure 7.11 NCV vs. OD variation coefficient Based on the above results, it can be found that the path choice entropy and NCV are the best measures for the calibration of TFS in the example network, provided that all the link flow information is available. However, it may be difficult and expensive to collect the complete traffic flow data. In practice, partial flow information is usually available. In view of this, the combination of integral
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network cost and NCV would be the better alternative if the objective path choice entropy cannot be obtained, particularly when the complete link flow information is not available. 7.2.6.2 Calibration Results The discussion on the calibration measures in the previous section is based on the assumption that one parameter changes while the other one remains unchanged. However, in the TFS calibration, two parameters ω and β will be calibrated simultaneously. By integration of the path choice entropy and NCV as the calibration measures, the fitness function (25) can be written as 2



2 2  hp (ω , β ) − hˆp   qrs − qˆrs   NCV (ω , β ) − NCVo  f = u − η1   − η3 ∑  ˆ  (27)  − η2  NCVo qrs    hˆp rs   



where η1 , η2 and η3 are the coefficients to scale the corresponding least squares terms within the range of [0,1]. These three coefficients can be determined by the following equations. 2



2



 h min      NCV min qrsmin and (28) η1 =  max p min  , η2 =  η = 3  max min  max min   NCV − NCV   qrs − qrs   hp − hp  2



In order to determine the values of these coefficients, pilot tests on TFS are undertaken to find the approximate lower and upper limits of the path choice entropy and NCV. The path choice entropy with respect to ω is plotted in Figure 7.12. It can be seen that the monotonicity is not violated although the OD variation coefficient β is not fixed. And the maximum path choice entropy is about 20,000, while the minimum is about 18,000. Therefore, the value of η1 is set to 100. Figure 7.13 shows the relationship between NCV and β . It is obvious that the NCV is not a strictly monotonic function of β in the calibration process due to the influence of various ω . According to Equation (28), η2 is initially set to be 2



1− δ  0.25. By combining constraint (13) and Equation (28), η3 =   . Assuming  2δ  δ = 0.5 in the numerical example, η3 = 0.25 . Based on the initial values of η1 , η2 and η3 as shown above, it has been found that u = 0.1 can guarantee that the fitness value is always positive, ranging from 0 to 0.1. A multiplier of 1000 is used to amplify the fitness value to the range of
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[0,100]. Therefore the values for these coefficients in the TFS calibration are



u = 100 , η1 = 10 5 and η2 = η3 = 250 . It should be noted that the determination



Path Choice Entropy (



3



10 )



of these parameters is based on the assumption that the information on traffic count and NCV is accurate. However, it is generally believed that the accuracy of traffic counts is greater than that of NCV. Hence, a greater value should be taken for η1 .
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Figure 7.12 Path choice entropy vs. perception error coefficient in the pilot tests
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Figure 7.13 NCV vs OD variation coefficient in the pilot tests
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Maximum Fitness



Before carrying out the calibration, some parameters in the GAs should be determined in advance. Such parameters include population size, length of chromosome, maximum number of generations, crossover probability and mutation probability. Several tests have been carried out with different combinations of population size, z, and chromosome length for coding each parameter, b. The resultant maximum fitness values are presented in Figure 7.14.
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Figure 7.14 Maximum fitness vs population size, generation, length of chromosome In Figure 7.14, it can be seen that the test result of the combination of a population size of 10 with a length of 10 bits for each parameter leads to the largest fitness value of all three combinations. Therefore, the population size is set to be 10 and the maximum generation is set to be 30. Each parameter will be coded into a 10-bit length binary string and the chromosome will then have a total length of 20 bits. Similarly, various combinations of crossover probability Pc and mutation probability Pm have been tested to find the suitable values of the captioned parameters for the example. The results of these tests are shown in Figure 7.15. In Figure 7.15, it is obvious that the combination with the crossover probability of 0.5 and the mutation probability of 0.02 shows better result than the other four combinations. Therefore the crossover probability is set to be 0.5 and the mutation probability is set to be 0.02. The hybrid reproduction operator described in the above section is adopted. The search space is ω ∈[0,1] and β ∈[0,1]. The TFS is calibrated based on the above coefficients and probabilities. Figure 7.16 shows the fitness values during the calibration iteration with respect to the perception error coefficient ω . The calibrated result of ω is found to be 0.299.
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Maximum Fitness



The relationship between the fitness value and the OD variation coefficient is presented in Figure 7.17. It is shown that the calibrated OD variation coefficient β = 0.509 . The calibrated results of the two parameters are very close to their actual values α = 0.3 and β = 0.5 respectively. The maximum relative calibration error is 1.8% only. So it can be concluded that the GAB calibration algorithm can be used for the TFS calibration as satisfactory results were found in the numerical example.
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Generation Figure 7.15 Maximum fitness vs. crossover probability and mutation probability
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7.2.7 Summary A TFS has recently been proposed for the assessment of network reliability in terms of travel time reliability. However, the perception error coefficient ( ω ) and the OD variation coefficient ( β ) need to be calibrated before the application of the model. In view of the complexity of the constrained probit-type SUE model in the TFS, a new algorithm based on GAs has been developed in this section. The proposed calibration algorithm has been tested on an example network. The calibration results are promising and the performance of the proposed calibration measures are illustrated. It is found that the path choice entropy and NCV are the best measures for the TFS calibration. The GAs parameters, such as population size, maximum generations, crossover probability and mutation probability, are optimized before the TFS calibration. Therefore, it can be concluded that the proposed GAB method is suitable for calibration of complex transport models.
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7.3 Concluding Remarks It was shown in this chapter that GAs would provide new alternatives for modeling transport because of their simplicity, minimal problem restrictions, global perspective, and implicit parallelism. The GAB approach may serve as the solution algorithm, calibration method and other tools for transport modeling purpose. This chapter presented some applications of GAs to transportation optimization models. In the first section, a GAB approach was proposed for solving the single-objective and multi-objective bilevel programming problems in transportation. The proposed solution approach was illustrated with the aid of two numerical
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examples from the previous related studies. It was found that the proposed GAB approach is much simpler and more efficient to search for the optimal solutions as compared to the previous related algorithms. Furthermore, based on the global perspective and implicit parallelism, it is believed that the proposed GAB approach can lead to the global optimum for transport-related bilevel programming problems. In the second section, a calibration method based on GAs was presented for calibration of the Traffic Flow Simulator (TFS). The proposed calibration method was tested on an example network. It was found that the calibration results are promising and the proposed GAB method is suitable for calibration of advanced transport models. GAs might be applicable to a wide variety of problems in the transportation domain. However, how to apply GAs to various transport problems depends on the nature or characteristics of the problem under study. First, the researchers should describe the problem with the concept or principle of GAs, then make appropriate choices of techniques and choose the operators available in GAs for application. Although GAB approaches generally require more computation efforts, these efforts are always worthwhile because no other approach is more promising than GAs in view of their simpleness, globality, parallelism and robustness.
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Appendix I: Notation The following symbols are used in this chapter: = variance/covariance matrix of link flows B



C a (|Ł ) = the link-exit capacity as a function of signal split |Ł c krs



= actual travel time on path k between Origin-Destination (OD) pair rs



f



= the objective function of the lower-level decision maker (travelers)



f (x)



= the fitness function
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F F



= the objective function of the upper-level decision-maker (system manager) = the objective function vector of the upper-level decision-maker (system manager)



f krs



= the traffic flow on the route k connecting OD pair rs



G g



= the constraint set of the upper-level decision vector



pa p



rs a



= the constraint set of the lower-level decision vector = the maximum acceptable degree of saturation for link a = link choice proportion for link a of OD pair rs (i.e. proportion of flow from r to s using link a). According to the links equipped with detector or not, the link choice proportion can be divided into two subsets of p drs and p ers



Pc



= probability of crossover operation



Pm



= probability of mutation operation



q rs



= the (mean) demand between OD pair rs



q rs



= prior Origin-Destination (OD) travel demand



sa



= capacity of link a



S rs



= expected minimum travel time between OD pair rs



t a (v a )



= the link travel time of link a



t a0 u



= free-flow link travel time



ua



= the toll charges on link a



u amin



= the lower bound of toll charges on link a



u amax



= the upper bound of toll charges on link a



u max



= the upper bound of decision variables



u min



= the lower bound of decision variables



v



= the decision vector the lower-level decision-maker



= the decision vector of the upper-level decision-maker
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va



= the traffic volume on link a



vd



= mean flow on link with detector



vd



= detected link flow



ve v~



= mean flow on link without detector



xj



= a finite string j



X(k )



= the population of generation k



Z (x )



= the objective value of the upper-level problem



e



α



β ω µ



= estimated flow on link without detector based on the detected data



= the length of sub-string = coefficient of variance for OD variation = coefficient of variance for perception error of path travel time = the OD matrix multiplier for the whole network = a vector of all signal split ( proportions of green times)



|Ł π



= the desired precision of decision variables



δ



= tolerance parameter of OD flows



δ



rs ak



= 1 if route k uses link a, and 0 otherwise
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