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1. Sets, functions and relations 1.1. Sets. A set is a collection of mathematical objects. We write a ∈ S if the set S contains the object a. 1.1. Example. The natural numbers 1, 2, 3, . . . can be collected to form the set Z+ = {1, 2, 3, . . .}. This na¨ıve form of set theory unfortunately leads to paradoxes. Russel’s paradox 1 concerns the formula S 6∈ S. First note that it may well happen that a set is a member of itself. The set of all infinite sets is an example. The Russel set R = {S | S 6∈ S} is the set of all sets that are not a member of itself. Is R ∈ R or is R 6∈ R? How can we remove this contradiction? 1.2. Definition. The universe of mathematical objects is stratified. Level 0 of the universe consists of (possibly) some atomic objects. Level i > 0 consists of collections of objects from lower levels. A set is a mathematical object that is not atomic. No object of the universe can satisfy S ∈ S for atoms do not have elements and a set and an element from that set can not be in the same level. Thus R consists of everything in the universe. Since the elements of R occupy all levels of the universe there is no level left for R to be in. Therefore R is outside the universe, R is not a set. The contradiction has evaporated! Axiomatic set theory is an attempt to make this precise formulating a theory based on axioms, the ZFC-axioms, for set theory. (Z stands for Zermelo, F for Fraenkel, and C for Axiom of Choice.) It is not possible to prove or disprove the statement ”ZFC is consistent” within ZFC – that is within mathematics [12]. If A and B are sets then A ∩ B = {x | x ∈ A and x ∈ B}



A ∪ B = {x | x ∈ A or x ∈ B}



A × B = {(x, y) | x ∈ A and y ∈ B} A q B = {(1, a) | a ∈ A} ∪ {(2, b) | b ∈ B} and A − B = {x | x ∈ A and x 6∈ B} are also sets. These operations satisfy A ∩ (B ∪ C) = (A ∩ B) ∪ (A ∩ C)



A ∪ (B ∩ C) = (A ∪ B) ∩ (A ∪ C)



A − (B ∪ C) = (A − B) ∩ (A − C)



A − (B ∩ C) = (A − B) ∪ (A − C)



as well as several other rules. We say that A is a subset of B, or B a superset of A, if all elements of A are elements of B. The sets A and B are equal if A and B have the same elements. In mathematical symbols, A ⊂ B ⇐⇒ ∀x ∈ A : x ∈ B A = B ⇐⇒ (∀x ∈ A : x ∈ B and ∀x ∈ B : x ∈ A) ⇐⇒ A ⊂ B and B ⊂ A The power set of A, P(A) = {B | B ⊂ A} is the set of all subsets of A. 1.2. Functions. Functions or maps are fundamental to all of mathematics. So what is a function? 1.3. Definition. A function from A to B is a subset f of A × B such that for all a in A there is exactly one b in B such that (a, b) ∈ f . We write f : A → B for the function f ⊂ A × B and think of f as a rule that to any element a ∈ A associates a unique object f (a) ∈ B. The set A is the domain of f , the set B is the codomain of f ; dom(f ) = A, cod(f ) = B. The function f is • injective or one-to-one if distinct elements of A have distinct images in B, • surjective or onto if all elements in B are images of elements in A, 1If a person says ”I am lying” – is he lying?
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• bijective if is both injective and surjective, if any element of B is the image of precisely one element of A. In other words, the map f is injective, surjective, bijective iff the equation f (a) = b has at most one solution, at least one solution precisely one solution, for all b ∈ B. If f : A → B and g : B → C are maps such that cod(f ) = dom(g), then the composition is the map g ◦ f : A → C defined by g ◦ f (a) = g(f (a)). 1.4. Proposition. Let A and B be two sets. (1) Let f : A → B be any map. Then f is injective ⇐⇒ f has a left inverse AC



f is surjective ⇐⇒ f has a right inverse f is bijective ⇐⇒ f has an inverse AC



(2) There exists a surjective map A  B ⇐⇒ There exits an injective map B  A Any left inverse is surjective and any right inverse is injective. If f : A → B is bijective then the inverse f −1 : B → A is the map that to b ∈ B associates the unique solution to the equation f (a) = b, ie a = f −1 (b) ⇐⇒ f (a) = b for all a ∈ A, b ∈ B. Let map(A, B) denote the set of all maps from A to B. Then map(X, A × B) = map(X, A) × map(X, B),



map(A q B, X) = map(A, X) × map(B, X)



for all sets X, A, and B. Some people like rewrite this as map(X, A × B) = map(∆X, (A, B)),



map(A q B, X) = map((A, B), ∆X)



where ∆X = (X, X). Here, (A, B) is a pair of spaces and maps (f, g) : (X, Y ) → (A, B) between pairs of spaces are defined to be pairs of maps f : X → A, g : Y → B. These people say that the product is right adjoint to the diagonal and the coproduct is left adjoint to the diagonal. 1.5. Relations. There are many types of relations. We shall here concentrate on equivalence relations and order relations. 1.6. Definition. A relation R on the set A is a subset R ⊂ A × A. 1.7. Example. We may define a relation D on Z+ by aDb if a divides b. The relation D ⊂ Z+ ×Z+ has the properties that aDa for all a and aDb and bDc =⇒ aDc for all a, b, c. We say that D is reflexive and transitive. 1.5.1. Equivalence relations. Equality is a typical equivalence relation. Here is the general definition. 1.9. Definition. An equivalence relation on a set A is a relation ∼⊂ A × A that is Reflexive: a ∼ a for all a ∈ A Symmetric: a ∼ b ⇒ b ∼ a for all a, b ∈ A Transitive: a ∼ b ∼ c ⇒ a ∼ c for all a, b, c ∈ A The equivalence class containing a ∈ A is the subset [a] = {b ∈ A | a ∼ b} of all elements of A that are equivalent to a. There is a canonical map [ ] : A → A/ ∼ onto the set A/ ∼= {[a] | a ∈ A} ⊂ P(A) of equivalence classes that takes the element a ∈ A to the equivalence class [a] ∈ A/ ∼ containing a. A map f : A → B is said to respect the equivalence relation ∼ if a1 ∼ a2 =⇒ f (a1 ) = f (a2 ) for all a1 , a2 ∈ A (f is constant on each equivalence class). The canonical map [ ] : A → A/ ∼ respects the equivalence relation and it is the universal example of such a map: Any map f : A → B that
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respects the equivalence relation factors uniquely through A/ ∼ in the sense that there is a unique map f such that the diagram /B AA AA }> } AA } AA }} [ ] }} ∃!f A/ ∼ f



commutes. How would you define f ? 1.10. Example. (1) Equality is an equivalence relation. The equivalence class [a] = {a} contains just one element. (2) a mod b mod n is an equivalence relation on Z. The equivalence class [a] = a + nZ consists of all integers congruent to a mod n and the set of equivalence classes is Z/nZ = {[0], [1], . . . , [n − 1]}. def



(3) x ∼ y ⇐⇒ |x| = |y| is an equivalence relation in the plane R2 . The equivalence class [x] is a circle centered at the origin and R2 / ∼ is the collection of all circles centered at the origin. The canonical map R2 → R2 / ∼ takes a point to the circle on which it lies. def



(4) If f : A → B is any function, a1 ∼ a2 ⇐⇒ f (a1 ) = f (a2 ) is an equivalence relation on A. The equivalence class [a] = f −1 (f (a)) ⊂ A is the fibre over f (a) ∈ B. we write A/f for the set of equivalence classes. The canonical map A → A/f takes a point to the fibre in which it lies. Any map f : A → B can be factored /B AB BB {= { BB { B {{ [ ] BB !! {= { f A/f f



as the composition of a surjection followed by an injection. The corestriction f : A/f → f (A) of f is a bijection between the set of fibres A/f and the image f (A). (5) [Ex 3.2] (Restriction) Let X be a set and A ⊂ X a subset. Declare any two elements of A to be equivalent and any element outside A to be equivalent only to itself. This is an equivalence relation. The equivalence classes are A and {x} for x ∈ X − A. One writes X/A for the set of equivalence classes. (6) [Ex 3.5] (Equivalence relation generated by a relation) The intersection of any family of equivalence relations is an equivalence relation. The intersection of all equivalence relations containing a given relation R is called the equivalence relation generated by R. 1.11. Lemma. Let ∼ be an equivalence relation on a set A. Then (1) a ∈ [a] (2) [a] = [b] ⇐⇒ a ∼ b (3) If [a] ∩ [b] 6= ∅ then [a] = [b] Proof. (1) is reflexivity, (2) is symmetry, (3) is transitivity: If c ∈ [a] ∩ [b], then a ∼ c ∼ b so a ∼ b and [a] = [b] by (2).  This lemma implies that the collection A/ ∼ is a partition of A, a collection of nonempty, disjoint subsets of A whose union is all of A. Conversely, given any partition of A we define an equivalence relation by declaring a and b to be equivalent if they lie in the same subset of the partition. We conclude that an equivalence relation is essentially the same thing as a partition. 1.5.2. Linear Orders. The usual order relation < on Z or R is an example of a linear order. Here is the general definition. 1.12. Definition. A linear order on the set A is a relation 0 such that the ball B(x, 2εx ) is contained in a member of A. The collection {B(x, εx )}x∈X covers X so by compactness X = B(x1 , εx1 ) ∪ B(x2 , εx2 ) ∪ · · · ∪ B(xk , εxk ) for finitely many points x1 , x2 , . . . , xk ∈ X. Let ε be the smallest of the numbers ε1 , ε2 , . . . , εk . The triangle inequality implies that this ε works. (Suppose that A ⊂ X with diam A < ε. Choose any point a in A. There is an i such that d(xi , a) < ε. Let b be any point in A. Since d(b, xi ) ≤ d(b, a) + d(a, xi ) < ε + εi ≤ 2εi , the point b is contained in B(xi , 2εi ) which is contained in a member of A.)  19.8. Definition. A map f : X → Y between metric spaces is uniformly continuous if for all ε > 0 there is a δ > 0 such that dY (f (x1 ), f (x2 )) < ε whenever dX (x1 , x2 ) < δ: ∀ε > 0∃δ > 0∀x1 , x2 ∈ X : dX (x1 , x2 ) < δ ⇒ dY (f (x1 ), f (x2 )) < ε Theorem 19.9 (Uniform continuity theorem). Let f : X → Y be a continuous map between metric spaces. If X is compact, then f is uniformly continuous.
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Proof. Given ε > 0. Let δ be the Lebesgue number of the open covering {f −1 B(y, ε) | y ∈ Y }. Then we have for all x1 , x2 ∈ X dX (x1 , x2 ) < δ ⇒ diam{x1 , x2 } < δ ⇒ ∃y ∈ Y : {x1 , x2 } ⊂ f −1 B(y, ε) ⇒ ∃y ∈ Y : {f (x1 ), f (x2 )} ⊂ B(y, ε) ⇒ dY (f (x1 ), f (x2 )) < 2ε 
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20. Limit point compactness and sequential compactness 20.1. Definition. A space X is (1) limit point compact if any infinite subset of X has a limit point (2) sequentially compact if any sequence in X has a convergent subsequence. In other words, a space is limit point compact if it contains no infinite closed discrete subspaces (12.12). We shall not say much about these other forms of compactness (see [5, §3.10] for a more thorough discussion). Theorem 20.2. (Cf [9, Ex 28.4, Ex 35.3]) For any topological space X we have X is compact =⇒ X is limit point compact



X 1st countable



=⇒



X is sequentially compact



All three forms of compactness are equivalent for a metrizable space. Proof. X is compact =⇒ X is limit point compact: A subset with no limit points is closed and discrete (12.12), hence finite (18.13). X is limit point compact and 1st countable =⇒ X is sequentially compact: Let (xn ) be a sequence in X. Consider the set A = {xn | n ∈ Z+ }. If A is finite there is a constant subsequence (4.6.(3)). If A is infinite, A has a limit point x by hypothesis. If X is 1st countable, then x is (15.12) the limit of a sequence of points from A. By rearranging, if necessary, we get (!) a subsequence converging to x. X is sequentially compact and metrizable =⇒ X compact: This is more complicated (but should also be well-known from your experience with metric spaces) so we skip the proof.  20.3. Example. (1) The well-ordered space SΩ of all countable ordinals is limit point compact and sequentially compact but it is not compact. SΩ is not compact (19.1) for it is a linearly ordered space with no greatest element [9, Ex 10.6]. On the other hand, any countably infinite subset of SΩ is contained in a compact subset (6.8.(2), 19.2). Therefore (20.2) any countably infinite subset, indeed any infinite subset (12.12), has a limit point and any sequence has a convergent subsequence. (Alternatively, use that SΩ is first countable (15.10.(4)).) It follows (20.2) that SΩ is not metrizable. ˇ (2) The Stone–Cech compactification (26.10) βZ+ of the positive integers is compact but it is not limit point compact as the sequence (n)n∈Z+ has no convergent subsequence. Indeed, no point of the remainder βZ+ − Z+ is the limit of a sequence in Z+ [9, Ex 38.9]. (It follows that βZ+ is not first countable and not metrizable). 21. Locally compact spaces and the Alexandroff compactification 21.1. Definition. A space X is locally compact at the point x ∈ X if x lies in the interior of some compact subset of X. A space is locally compact if it is locally compact at each of its points. This means that X is locally compact at the point x if x ∈ U ⊂ C where U is an open and C a compact subset of X. Compact spaces are locally compact (U = X = C). The real line R (more generally, Rn ) is locally compact but not compact. All linearly ordered spaces with the least upper bound property are locally compact. The space Q ⊂ R of rational numbers is not locally compact [9, Ex 29.1]. 21.2. Definition. A compactification of the space X is an embedding c : X → cX of X into a compact Hausdorff space cX such that c(X) is dense in cX. If X itself is compact then X = cX as X is closed and dense in cX. So compactifications are only interesting for noncompact spaces. Let X be a locally compact Hausdorff space. Let ωX = X ∪ {ω} denote the union of X with a set consisting of a single point ω. The collection T = {U | U ⊂ X open} ∪ {ωX − C | C ⊂ X compact} is a topology on ωX: It is easy to see that finite intersections and arbitrary unions of open sets of the first (second) kind are again open of the first (second) kind. It follows that T is closed under
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arbitrary unions. It is also closed under finite intersections since U ∩ (ωX − C) = U − C is open in X (18.6). And ωX = ωX − ∅ and ∅ are open. If X is compact, then ωX is X with an added isolated point. The next theorem describes ωX in the more interesting case when X is not compact. Theorem 21.3 (Alexandroff). Let X be a locally compact but not compact Hausdorff space. (1) The map X → ωX is a compactification missing one point. (2) If c : X → cX is another compactification of X then there is a unique closed quotient map c : cX → ωX such that the diagram



cX



|| || | | c |} |



XC CC CC CC C! / ωX c



commutes. Proof. We must verify the following points: The subspace topology on X is the topology on X: The subspace topology X ∩ T is clearly the original topology on X. X is dense in ωX: The intersection of X and some neighborhood of ω has the form X − C where C is compact. Since X is assumed non-compact, X − C is not empty. ωX is Hausdorff: Let x1 and x2 be two distinct points in ωX. If both points are in X then there are disjoint open sets U1 , U2 ⊂ X ⊂ ωX containing x1 and x2 , respectively. If x1 ∈ X and x2 = ω, choose an open set U and a compact set C in X such that x ∈ U ⊂ C. Then U 3 x and ωX −C 3 ω are disjoint open sets in ωX. ωX is compact: Let {Uj }j∈J be any open covering of ωX. At least one of these open sets contains ω. If ω ∈ Uk , k ∈ J, then Uk = (X − C) ∪ {ω} for some compact set C ⊂ X. There is a finite set K ⊂ J such that {Uj }j∈K covers C. Then {Uj }j∈K∪{k} is a finite open covering of ωX = X ∪ {ω}. Let now c : X → cX be another compactification X. Define c : cX → ωX by c(x) = x for all x ∈ X and c(cX − X) = ω. We check that c is continuous. For any open set U ⊂ X ⊂ ωX, c−1 (U ) is open in X and hence (11.3.(2)) in cX since X is open in cX (21.4). For any compact set C ⊂ X, c−1 (ωX − C) = cX − C is open in cX since the compact set C is closed in the Hausdorff space cX (18.7.(1)). This shows that c is continuous. By construction, c is surjective and hence (18.8) a closed quotient map by the Closed Map Lemma (18.8).  The theorem says that ωX = cX/(cX − X) where cX is any compactification of X. In particular, if cX consists of X and one extra point then the map c is a bijective quotient map, ie a homeomorphism (14.9). The space ωX is called the Alexandroff compactification or the one-point compactification of X. 21.4. Lemma. Any locally compact and dense subspace of a Hausdorff space is open. Proof. Suppose that Y is Hausdorff and that the subspace X ⊂ Y is locally compact and dense. Let x ∈ X. Since X is locally compact Hausdorff the point x has a neighborhood X ∩ U , where U is open in Y , such that its relative closure 12.7



12.9



ClX (X ∩ U ) = X ∩ X ∩ U = X ∩ U is compact and hence closed in the Hausdorff space Y (18.6). But no part of U can stick outside X ∩ U for since U − (X ∩ U ) is open X dense



U − (X ∩ U ) 6= ∅ =⇒ (X ∩ U ) − (X ∩ U ) 6= ∅ which is absurd. Thus we must have U ⊂ X ∩ U , in particular, U ⊂ X. This shows that X is open.  21.5. Example. (1) If X is compact Hausdorff then ωX is X together with an isolated point ω. ({ω} = ωX − X is a neighborhood of ω.) (2) The n-sphere S n = ωRn is the Alexandroff compactification of the locally compact Hausdorff space Rn for there is (13.11.(8)) a homeomorphism of Rn onto the complement of a point in Sn.
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(3) Let X be a linearly ordered space with the least upper bound property and let [a, b) be a half-open interval in the locally compact space X. Then ω[a, b) = [a, b]. For instance the Alexandroff compactifications of the half-open intervals [0, 1) ⊂ R, Z+ = [1, ω) ⊂ Z+ × Z+ , and SΩ = [1, Ω) ⊂ S Ω are [0, 1], S [1, ω], [1, Ω] = S Ω , respectively. (4) ωZ+ ∧ S 1 = ω(Z+ × R) = n∈Z+ C1/n , the Hawaiian Earring (12.13.(2)) (which is compact by the Heine-Borel theorem (19.4)). (5) The Warsaw circle W (which compact by the Heine-Borel theorem (19.4)) (17.17.(2)) is a compactification of R and W/(W − R) = ωR = S 1 . 21.6. Corollary (Characterization of locally compact Hausdorff spaces). Let X be a topological space. The following conditions are equivalent: (1) X is locally compact Hausdorff (2) X is homeomorphic to an open subset of a compact Hausdorff space (3) X is Hausdorff and for any point x ∈ X and any neighborhood U of x there is an open set V such that x ∈ V ⊂ V ⊂ U and V is compact. Proof. (1) =⇒ (2): The locally compact Hausdorff space X is homeomorphic to the open subspace ωX − {ω} of the compact Hausdorff space ωX (21.3). (2) =⇒ (3): Suppose that Y is a compact Hausdorff space and that X ⊂ Y is an open subset. X is Hausdorff since subspaces of Hausdorff spaces are Hausdorff (12.19). Let x be a point of X and U ⊂ X a neighborhood of x. Using property 18.7.(2) we find (exactly as in 23.2.(2)) an open set V such that x ∈ V ⊂ V ⊂ U . Here V is compact since it is a closed subset of a compact Hausdorff space (18.7). (3) =⇒ (1): Let x be a point of X. By property (3) with U = X there is an open set V such that x ∈ V ⊂ V ⊂ X and V is compact. Thus X is locally compact at x.  21.7. Corollary. Any closed subset of a locally compact space is locally compact. Any open or closed subset of a locally compact Hausdorff space is locally compact Hausdorff. Proof. Let X be a locally compact space and A ⊂ X a closed subspace. We use the definition (21.1) directly to show that A is locally compact. Let a ∈ A. There are subsets a ∈ U ⊂ C ⊂ X such that U is open and C is compact. Then A ∩ U ⊂ A ∩ C where A ∩ U is a neighborhood in A and C ∩ A is compact as a closed subset of the compact set C (18.4). If X is locally compact Hausdorff and A ⊂ X open, it is immediate from 21.6.(2) that A is locally compact Hausdorff.  An arbitrary subspace of a locally compact Hausdorff space need not be locally compact (21.8.(1)). The product of finitely many locally compact spaces is locally compact but an arbitrary product of locally compact spaces need not be locally compact [9, Ex 29.2]; for instance Zω + is not locally compact. The image of a locally compact space under an open continuous [9, 29.3] or a perfect map [9, Ex 31.7] [5, 3.7.21] is locally compact but the image under a general continuous map of a locally compact space need not be locally compact; indeed, the quotient of a locally compact space need not be locally compact (21.8.(2)) [5, 3.3.16]. S 21.8. Example. (1) n∈Z+ Cn ⊂ R2 (12.13.(2)) is not locally compact at the origin: Any neighborhood of 0 × 0 contains a countably infinite closed discrete subspace so it can not be contained in any compact subspace (18.13). (2) The quotient space R/Z+ (15.10.(6)) is not locally compact at the point corresponding to Z+ : Any neighborhood of this point contains an infinite closed discrete subspace so it can not be contained in any compact subspace ` 1 (18.13). Q 1 W (3) In diagram (15.11), the space S is locally compact, S is compact, and S 1 is not locally compact (at the one point common to all the circles). (4) (Wedge sums and smash products) A pointed space is a topological space together with one of its points, called the base point. The wedge sum of two pointed disjoint spaces (X, x0 ) and (Y, y0 ) is the quotient space X ∨ Y = (X q Y )/({x0 } ∪ {y0 }) obtained from the disjoint union of X and Y (10.6) by identifying the two base points. Let f : X ∪ Y → X × Y be the continuous map given by f (x) = (x, y0 ), x ∈ X, and f (y) = (x0 , y),
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y ∈ Y . The image f (X ∪ Y ) = (X × {y0 }) ∪ ({x0 } × Y ) = π2−1 ({y0 }) ∪ π1−1 ({x0 }) is closed when X and Y are T1 –spaces. In fact, f is a closed map for if C ⊂ X is closed then f (C) = {(x, y0 ) | x ∈ C} = π1−1 (C) ∩ π2−1 ({y0 }) is also closed. Thus f is a quotient map onto its image and its factorization f as in the commutative diagram (14.15.(2)) f / X ×Y X ∪ YI II u: u II uu II u II uu f uu $ X ∨Y



is an embedding. We can therefore identify X ∨ Y and X × {y0 } ∪ {x0 } × Y . The smash product is defined to be X ∧ Y = (X × Y )/(X ∨ Y ) the quotient of the product space X × Y by the closed subspace X ∨ Y (× − ∨ = ∧). If A ⊂ X and B ⊂ Y are closed subspaces, the universal property of quotient maps (14.15.(2)) produces a continuous bijection g such that the diagram g



gX ×gY / X/A × Y /B X/A×Y /B / X/A ∧ Y /B X ×Y R RRR k5 RRR kkkk k k RRR k RRR kkk g R) kkkk (X × Y )/(X × B ∪ A × Y )



commutes. However, g may not be a homeomorphism since the product gX × gY of the two closed quotient maps gX : X → X/A and gY : Y → Y /B may not be a quotient map. If X/A and Y are locally compact Hausdorff spaces ([Ex 31.7] may be useful here) then gX × gY is quotient [Ex 29.11] so that g is a homeomorphism (14.10, 14.15.(3), 14.9) and (21.9)



(X × Y )/(X × B ∪ A × Y ) = X/A ∧ Y /B



in this case. (5) (The Alexandroff compactification of a product space) If X and Y are locally compact Hausdorff spaces the map X × Y → ωX × ωY → ωX ∧ ωY is an embedding. This follows from (14.13, 14.9) when we note that the first map embeds X × Y into an open saturated subset of ωX × ωY (13.12). The universal property of the Alexandroff compactification (21.3) implies that (21.10)



ω(X × Y ) = ωX ∧ ωY



for any two locally compact Hausdorff spaces X and Y . In particular, S m ∧ S n = ωRm ∧ ωRn



(21.10)



=



ω(Rm × Rn ) = ωRm+n = S m+n



when we view the spheres as Alexandroff compactifications of euclidian spaces. (6) The 1–sphere S n is (homeomorphic to) the quotient space I/∂I. Hence S n = S 1 ∧ . . . ∧ S 1 = I/∂I ∧ . . . ∧ I∂I = I n /∂I n using the formula [Exam June 2003] for the boundary of the product of two sets. Some mathematicians prefer to include Hausdorffness in the definition of (local) compactness. What we call a (locally) compact Hausdorff space they simply call a (locally) compact space; what we call a (locally) compact space they call a (locally) quasicompact space.
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22. Countability axioms Let us recall the basic question: Which topological spaces are metrizable? In order to further analyze this question we shall look at a few more properties of topological spaces. We have already encountered the first countability axiom. There are three more axioms using the term ’countable’. Here are the four countability axioms. 22.1. Definition. A topological space • that has a countable neighborhood basis at each of its points is called a first countable space • that has a countable basis is called a second countable space • that contains a countable dense subset is said to contain a countable dense subset4 • in which every open covering has a countable subcovering is called a Lindel¨of space A subset A ⊂ X is dense if A = X, that is if every nonempty open subset contains a point from A. Any second countable space is first countable. Any subspace of a (first) second countable space is (first) second countable. A countable product of (first) second countable spaces is (first) second countable (15.9). The real line R is second countable for the open intervals (a, b) with rational end-points form a countable basis for the topology. R` is first but not second countable (23.5). Metric spaces are first countable but not necessarily second countable [9, Example 2 p 190]. Any compact space is Lindel¨ of. Any closed subset of a Lindel¨of space is Lindel¨of [9, Ex 30.9] (with a proof that is similar to that of 18.4). A product of two Lindel¨of spaces need not be Lindel¨of (23.6). The next result implies that R, in fact any subset of the 2nd countable space R, is Lindel¨of. Theorem 22.2. Let X be a topological space. Then X has a countable dense subset ks X is 2nd countable



+3 X is Lindel¨ of



 X is 1st countable If X is metrizable, the three conditions of the top line equivalent. Proof. Suppose first that X is second countable and let B be a countable basis for the topology. X has a countable dense subset: Pick a point bB ∈ B in each basis set. Then {bB | B ∈ B} is countable (5.5.(2)) and dense. X is Lindel¨ of: Let U be an open covering of X. For each basis set B ∈ B for which it is possible pick a member UB of the open covering U such that B ⊂ UB . Then the at most countable collection {UB } of these open sets is an open covering: Let x be any point in X. Since x is contained in a member of U and every open set is a union of basis sets we have x ∈ B ⊂ U for some basis set B and some U ∈ U. But then also x ∈ B ⊂ UB . Any metric space with a countable dense subset is 2nd countable: Let X be a metric space with a countable dense subset A ⊂ X. Then the collection {B(a, r) | a ∈ A, r ∈ Q+ } of balls centered at points in A and with a rational radius is a countable (5.5.(4)) basis for the topology: It suffices to show that for any open ball B(x, ε) in X and any y ∈ B(x, ε) there are a ∈ A and r ∈ Q+ such that y ∈ B(a, r) ⊂ B(x, ε). Let r be a positive rational number such that 2r + d(x, y) < ε and let a ∈ A ∩ B(y, r). Then y ∈ B(a, r), of course, and B(a, r) ⊂ B(x, ε) for if d(a, z) < r then d(x, z) ≤ d(x, y) + d(y, z) ≤ d(x, y) + d(y, a) + d(a, z) < d(x, y) + 2r < ε. Any metric Lindel¨ of space is 2nd countable: Let X be a metric Lindel¨oS f space. For each positive rational number r, let A be a countable subset of X such that X = r a∈Ar B(a, r). Then A = S r∈Q+ Ar is a dense countable (5.5.(3)) subset: For any open ball B(x, ε) and any positive rational r < ε there is an a ∈ Ar such that x ∈ B(a, r). Then a ∈ B(x, r) ⊂ B(x, ε).  22.3. Example. The ordered square Io2 is compact (19.2) and therefore Lindel¨of but it is not second countable since it contains uncountably many disjoint open sets (x × 0, x × 1), x ∈ I. Thus Io2 is not metrizable [9, Ex 30.6]. 4Or to be separable
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23. Separation Axioms 23.1. Definition. A space X is called a • T1 -space if points {x} are closed in X • T2 -space or a Hausdorff space if for any pair of distinct points x, y ∈ X there exist disjoint open sets U, V ⊂ X such that x ∈ U and y ∈ V • T3 -space or a regular space if points are closed and for any point x ∈ X and any closed set B ⊂ X not containing x there exist disjoint open sets U, V ⊂ X such that x ∈ U and B⊂V • T4 -space or a normal space if points are closed and for every par of disjoint closed sets A, B ⊂ X there exist disjoint open sets U, V ⊂ X such that A ⊂ U and B ⊂ V . We have the following sequence of implications X is normal =⇒ X is regular =⇒ X is Hausdorff =⇒ X is T1 where none of the arrows reverse (23.6, 23.7, [9, Ex 22.6]). 23.2. Lemma. Let X be a T1 -space. Then (1) X is regular ⇐⇒ For every point x ∈ X and every neighborhood U of x there exists an open set V such that x ∈ V ⊂ V ⊂ U . (2) X is normal ⇐⇒ For every closed set A and every neighborhood U of A there is an open set V such that A ⊂ V ⊂ V ⊂ U . Proof. Let B = X − U .







Theorem 23.3. (Cf 12.19) Any subspace of a regular space is regular. Any product of regular spaces is regular. Proof. Let X be a regular space and Y ⊂ X a subset. Then Y is Hausdorff (12.19)). Consider a point y ∈ Y and a and a closed set B ⊂ X such that y 6∈ Y ∩ B. Then y 6∈ B and since Y is regular there exist disjoint open sets U and V such that y ∈ U and B ⊂ V . The relatively open sets U ∩ Y and Q V ∩ Y are disjoint and they contain y and B ∩ Y , respectively. Let X = Xj be the Cartesian product of regular space Xj , j ∈ J. Then X is Hausdorff Q (12.19)). We use 23.2.(1) to show that X is regular. Let x = (xj ) be a point in X and U = Uj a basis neighborhood of x. Put Vj = Xj whenever Uj = Xj . Otherwise, choose Vj such that Q xj ∈ Vj ⊂ V j ⊂ Uj . Then V = Vj is a neighborhood of x in the product topology and (13.16) Q Q V = V j ⊂ Uj = U . Thus X is regular.  Theorem 23.4. [9, Ex 32.1] A closed subspace of a normal space is normal. Proof. Quite similar to the proof (23.3) that a subspace of a regular space is regular.







An arbitraty subspace of a normal space need not be normal (26.5) and the product of two normal spaces need not be normal ((23.6),[9, Example 2 p 203], [5, 2.3.36]). 23.5. Example (Sorgenfrey’s half-open interval topology). The half-open intervals [a, b) form a basis for the space R` (8.9, 12.2.(4), 15.10.(2), 16.4.(3)). R` is 1st countable: At the point x the collection of open sets of the form [x, b) where b > x is rational, is a countable local basis at x. R` is not 2nd countable: Let B be any basis for the topology. For each point x choose a member Bx of B such that x ∈ Bx ⊂ [x, x + 1). The map R → B : x 7→ Bx is injective for if Bx = By then x = inf Bx = inf By = y. R` has a countable dense subset: Q is dense since any (basis) open set in R` contains rational points. R` is Lindel¨ of: It suffices (!) to show that Sany open covering by basis open sets contains a countable subcovering, ie that if R = j∈J [aj , bj ) is covered by a collection of right half-open intervals [aj , bj ) then R is actually already covered by countably many of these intervals. (Note that this is true had the intervals been open as R is Lindel¨of.) Write   [ [ R= (aj , bj ) ∪ R − (aj , bj ) j∈J



j∈J
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as the (disjoint) union of the corresponding open intervals and the complement of this union. The first set can be covered by countably many of the intervals (aj , bj ) for any subset of R (with the standard topology) is 2nd countable and hence Lindel¨of (22.2). Also the second set can be covered by countably many of the intervals (aj , bj ) simply because it is countable: The second set [ [ [ R− (aj , bj ) = [aj , bj ) − (aj , bj ) = {ak | ∀j ∈ J : ak 6∈ (aj , bj )} j∈J



j∈J



j∈J



consists of some of the left end-points of the intervals. The open intervals (ak , bk ) are disjoint for ak in this set. But there is only room for countably many open disjoint intervals in R (choose a rational point in each of them) so there are at most countaly many left end-dpoints ak in the second set. R` is normal: Let A, B ⊂ R` be disjoint closed sets.SFor each point a ∈ A ⊂ RS− B there is an xa ∈ R such that [a, xa ) ⊂ R − B. Let UA = a∈A [a, xa ). Define UB = b∈B [b, xb ) similarly. Then UA and UB are open sets containing A and B, respectively. If UA ∩ UB 6= ∅ then [a, xa ) ∩ [b, xb ) 6= ∅ for some a ∈ A, b ∈ B. Say a < b; then b ∈ [a, xa ) ⊂ R − B which is a contradiction So UA and UB are disjoint. (R` is even completely normal [9, Ex 32.6] by this argument.) Since R` has a dense countable subset and is not second countable (23.5) it is not metrizable (22.2). 23.6. Example (Sorgenfrey’s half-open square topology). The half-open rectangles [a, b) × [c, d) form a basis (10.3) for the product topology R` × R` . The anti-diagonal L = {(x, −x) | x ∈ R} is a closed (clear!) discrete (L ∩ [x, ∞) × [−x, ∞) = {(x, −x)}) subspace of the same cardinality as R. Q × Q is a countable dense subspace. R` × R` is not Lindel¨ of: A Lindel¨of space can not contain an uncountable closed discrete subspace (cf 18.13, [9, Ex 30.9]). R` × R` is not normal: A normal space with a countable dense subset can not contain a closed discrete subspace of the same cardinality as R [5, 2.1.10]. (Let X be a space with a countable dense subset. Since any continuous map of X into a Hausdorff space is determined by its values on a dense subspaceQ[9, Ex 18.13], the set of continuous maps X → R has at most the cardinality of RZ = Z R. Let X be any normal space and L a closed discrete subspace. The Tietze extension theorem (24.5) says that any map L → R extends to continuous map XQ→ R. Thus the set of continuous maps X → RQhas at least the cardinality of RR = R R which is greater (5.6) than the cardinality of Z R.) See [9, Ex 31.9] for a concrete example of two disjoint closed subspaces that can not be separated by open sets. R` × R` is (completely) regular: since it is the product (26.3) of two (compeletely) regular (26.1) (even normal (23.5)) spaces. Example 23.5 shows that the arrows of Theorem 22.2 do not reverse. Example 23.6 shows that the product of two normal spaces need not be normal, that the product of two Lindel¨of spaces need not be Lindel¨ of, and provides an example of a (completely) regular space that is not normal. 23.7. Example (A Hausdorff space that is not regular). The open intervals plus the sets (a, b) − K where K = { n1 | n ∈ Z+ } form a basis for the topology RK (8.9, 17.8.(3)). This is a Hausdorff topology on R since it is finer than the standard topology. But RK is not regular. The set K is closed and 0 6∈ K. Suppose that U 3 0 and V ⊃ K are disjoint open sets. We may choose U to be a basis open set. Then U must be of the form U = (a, b) − K for the other basis sets containing 0 intersect K. Let k be a point in (a, b) ∩ K (which is nonempty). Since k is in the open set V , there is a basis open set containing k and contained in V ; it must be of the form (c, d). But U ∩ V ⊃ ((a, b) − K) ∩ (c, d) and ((a, b) − K) ∩ (c, d) 6= ∅ for cardinality reasons. This is a contradiction
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24. Normal spaces Normal spaces can be characterized in two ways. 24.1. Corollary. Let X be a T1 -space. Then the following conditions are equivalent: (1) X is normal: For any pair of disjoint closed sets A, B ⊂ X there exist disjoint open sets U, V ⊂ X such that A ⊂ U and B ⊂ V . (2) (Urysohn’s characterization of normality) For any pair of disjoint closed sets A, B ⊂ X there exists a continuous function f : X → [0, 1] such that f (A) = 0 and f (B) = 1. (3) (Tietze’s characterization of normality) For any closed subset A of X and any continuous function f : A → [0, 1] there exists a continuous function F : X → [0, 1] such that F |A = f . The proof relies on Urysohn’s lemma (24.2) and Tietze’s extension theorem (24.5). Theorem 24.2 (Urysohn lemma). Let X be a normal space and let A and B be disjoint closed subsets of X. Then there exists a continuous function (a Urysohn function) f : X → [0, 1] such that f (a) = 0 for a ∈ A and f (b) = 1 for b ∈ B. Proof. We shall recursively define open sets Ur ⊂ X for all r ∈ Q ∩ [0, 1] such that (make a drawing!) (24.3)



r < s =⇒ A ⊂ U0 ⊂ Ur ⊂ U r ⊂ Us ⊂ U s ⊂ U1 ⊂ X − B



To begin, let U1 be any open set such that A ⊂ U1 ⊂ X − B, for instance U1 = X − B. By normality (23.2.(2)) there is an open set U0 such that A ⊂ U0 ⊂ U 0 ⊂ U1 . To proceed, arrange the elements of Q ∩ [0, 1] into a sequence Q ∩ [0, 1] = {r0 = 0, r1 = 1, r2 , r3 , r4 , . . .} such that the first two elements are r0 = 0 and r1 = 1. Assume that the open sets Uri satisfying condition (24.3) have been defined for i ≤ n, where n ≥ 1. We shall now define Urn+1 . Suppose that if we put the numbers r0 , r1 , . . . , rn , rn+1 in order 0 = r0 < · · · < r` < rn+1 < rm · · · < r1 = 1 the immediate predecessor of rn+1 is r` and rm is the immediate successor. Then U r` ⊂ Urm by (24.3). By normality (23.2.(2)) there is an open set Urn+1 such that U r` ⊂ Urn+1 ⊂ U rn+1 ⊂ Urm . The sets Uri , i ≤ n + 1, still satisfy (24.3). We are now ready to define the function. Consider the function f : X → [0, 1] given by ( inf{r ∈ Q ∩ [0, 1] | x ∈ Ur } x ∈ U1 f (x) = 1 x ∈ X − U1 Then f (B) = 1 by definition and f (A) = 0 since A ⊂ U0 . But why is f continuous? It suffices (13.2) to show that the subbasis intervals (9.1) [0, a), a > 0, and (b, 1], b < 1, have open preimages. Since [ f (x) < a ⇐⇒ ∃r < a : x ∈ Ur ⇐⇒ x ∈ Ur r b ⇐⇒ ∃r > b : x 6∈ Ur0 ⇐⇒ ∃r > b : x 6∈ U r ⇐⇒ x ∈



[



(X − U r )



r>b



the sets f −1 ([0, a)) =



[



Ur



and f −1 ((b, 1]) =



rb







24.4. Example. Let X = R and let A = (−∞, −1] and B = [2, ∞). If we let Ur = (−∞, r) for r ∈ Q ∩ [0, 1] then   0 x ≤ 0 f (x) = x 0 < x < 1   1 1≤x is the Urysohn function with f (A) = 0 and f (B) = 1.
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Theorem 24.5 (Tietze extension theorem). Every continuous map from a closed subspace A of a normal space X into (0, 1), [0, 1) or [0, 1] can be extended to X. 24.6. Lemma. Let X be a normal space and A ⊂ X a closed subspace. For r > 0 and any continuous map f0 : A → [−r, r] there exists a continuous map g : X → R such that 1 2 (24.7) ∀x ∈ X : |g(x)| ≤ r and ∀a ∈ A : |f0 (a) − g(a)| ≤ r 3 3 Proof. Since the sets f0−1 ([−r, − 13 r]) ⊂ A and f0−1 ([ 13 r, r]) ⊂ A are closed and disjoint in A they are also closed and disjoint in X. Choose (24.2) a Urysohn function g : X → [− 13 r, 13 r] such that g(x) = − 13 r on f0−1 ([−r, − 31 r]) and g(x) = 13 r on f0−1 ([ 13 r, r]). From 1 1 1 1 f0−1 ([−r, r]) = f0−1 ([−r, − r]) ∪ f0−1 ([− r, r]) ∪ f0−1 ([ r, r]) 3 3 3 3 | {z } | {z } | {z } g=− 13 r



|g|≤ 13 r



we see that the second inequality of (24.7) is satisfied.



g= 13 r







Proof of 24.5. We shall first prove the theorem for functions from A to [0, 1] or rather to the homeomorphic interval [−1, 1] which is more convenient for reasons of notation. Given a continuous function f : A → [−1, 1]. We have just seen (24.6) that there exists a continuous real function g1 : X → R such that 1 2 ∀x ∈ X : |g1 (x)| ≤ and ∀a ∈ A : |f (a) − g1 (a)| ≤ 3 3 Now Lemma 24.6 applied to the function f − g1 on A says that there exists a continuous real function g2 : X → R such that  2 12 2 ∀x ∈ X : |g2 (x)| ≤ and ∀a ∈ A : |f (a) − (g1 (a) + g2 (a))| ≤ 33 3 Proceeding this way we recursively (2.8) define a sequence g1 , g2 , · · · of continuous real functions on X such that  n−1  n n X 1 2 2 (24.8) ∀x ∈ X : |gn (x)| ≤ and ∀a ∈ A : |f (a) − gi (a)| ≤ 3 3 3 i=1 P∞ By the first inequality in (24.8), the series n=1 gn (x) converges uniformly and the sum function P∞ F = n=1 gn is continuous by the uniform limit theorem (15.16). By the first inequality in (24.8), ∞  n−1 1X 2 1 |F (x)| ≤ = · 3 = 1, 3 n=1 3 3 and by the second inequality in (24.8), F (a) = f (a) for all a ∈ A. Assume now that f : A → (−1, 1) maps A into the open interval between −1 and 1. We know that we can extend f to a continuous function F1 : X → [−1, 1] into the closed interval between −1 and 1. We want to modify F1 so that it does not take the values −1 and 1 and stays the same on A. The closed sets F1−1 ({±1}) and A are disjoint. There exists (24.2) a Urysohn function U : X → [0, 1] such that U = 0 on F1−1 ({±1}) and U = 1 on A. Then F = U · F1 is an extension of f that maps X into (−1, 1). A similar procedure applies to functions f : A → [−1, 1) into the half-open interval.  Proof of Corollary 24.1. The Urysohn lemma (24.2) says that (1) =⇒ (2) and the converse is clear. The Tietze extension theorem (24.5) says that (1) =⇒ (3). Only eg (3) =⇒ (2) remains. Assume that X is a T1 -space with property (3). Let A, B be two disjoint closed subsets. The function f : A ∪ B → [0, 1] given by f (A) = 0 and f (B) = 1 is continuous (13.5.(6)). Let f : X → [0, 1] be a continuous extension of f . Then f is a Urysohn function for A and B.  Many familiar classes of topological spaces are normal. Theorem 24.9. Compact Hausdorff spaces are normal. Proof. See 18.7.(2).
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In fact, every regular Lindel¨ of space is normal [9, Ex 32.4] [5, 3.8.2]. Theorem 24.10. Metrizable spaces are normal. Proof. Let X be a metric space with metric d and let A, B be disjoint closed sets. The continuous function f : X → [0, 1] given by d(x, A) f (x) = d(x, A) + d(x, B) is a Urysohn function with f (A) = {0} and f (B) = {1}. This shows that X is normal (24.1).  Theorem 24.11. [5, Problem 1.7.4]. Linearly ordered spaces are normal. Proof. We shall only prove the special case that every well-ordered space is normal. The half-open intervals (a, b], a < b, are (closed and) open (12.2.(5)). Let A and B be two disjoint closed subsets and let a0 denote the smallest element of X. Suppose that neither A nor B contain a0 . For any point a ∈ A there exists a point xa < a such that (xa , a] is disjoint from B. Similarly, for any point b ∈ B there exists a point xb < b such that (xb , b] is disjoint from A. The proof now proceeds as the proof (23.5) for normality of R` . Suppose next that a0 ∈ A ∪ B, say a0 ∈ A. The one-point set {a0 } = [a0 , a+ 0 ) is open and closed (as X is Hausdorff). By the above, we can find disjoint open sets U , V such that A − {a0 } ⊂ U and B ⊂ V . Then A ⊂ U ∪ {a0 } and B ⊂ V − {a0 } where the open sets U ∪ {a0 } and V − {a0 } are disjoint.  In particular, the well-ordered spaces SΩ and SΩ are normal (the latter space is even compact Hausdorff). 25. Second countable regular spaces and the Urysohn metrization theorem We investigate closer the class of regular spaces. We start with an embedding theorem that is used in other contexts as well. 25.1. An embedding theorem. We discuss embeddings into product spaces. 25.2. Definition. A set {fj : X → Yj | j ∈ J} of continuous functions is said to separate points and closed sets if for any point x ∈ X and any closed subset C ⊂ X we have x 6∈ C =⇒ ∃j ∈ J : fj (x) 6∈ fj (C) 25.3. Lemma. Let f : X → Y be a map that separates points and closed sets. Assume also that f is injective (eg that X is T1 ). Then f is an embedding. Proof. If X is T1 , points are closed so that f separates points, ie f is injective. For any point x ∈ X and any closed set C ⊂ X we have that f (x) ∈ f (C)



f separates



=⇒



x ∈ C =⇒ f (x) ∈ f (C)



so we get that f (X) ∩ f (C) = f (C). But this equality says that f (C) is closed in f (X). Hence the bijective continuous map f : X → f (X) is closed, so it is a homeomorphism.  Theorem 25.4 (Diagonal embedding theorem). Let {fj : X → Yj |  ∈ J} be a family of continuous functions that separates points and closed sets. Assume that X Q is T1 or that at least one of the functions fj is injective. Then the diagonal map f = (fj ) : X → j∈J Yj is an embedding. Proof. Also the map f separates points and closed sets because Y Y 13.16 f (x) ∈ f (C) ⇐⇒ f (x) ∈ fj (C) ⇐⇒ f (x) ∈ fj (C) ⇐⇒ ∀j ∈ J : fj (x) ∈ fj (C)



(fj ) separates



=⇒



for all points x ∈ X and all closed subsets C ⊂ X. The theorem now follows from 25.3.



x∈C 



In particular, if one of the functions fj is injective and separates points and closed sets then f = (fj ) is an embedding. For instance, the graph X → X × Y : x → (x, g(x)) is an embedding for any continuous map g : X → Y .
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25.5. A universal second countable regular space. We say that a space X is universal for some property if X has this property and any space that has this property embeds into X. Theorem 25.6 (Urysohn metrization theorem). The following conditions are equivalent for a second countable space X: (1) X is regular (2) X is normal (3) X is homeomorphic to a subspace of [0, 1]ω (4) X is metrizable The Hilbert cube [0, 1]ω is a universal second countable metrizable (or normal or regular) space. Proof. (1) =⇒ (2): Let X be a regular space with a countable basis B. We claim that X is normal. Let A and B be disjoint closed sets in X. By regularity (23.2.(1)), each point a ∈ A ⊂ X − B has a basis neighborhood Ua ∈ B such that a ∈ Ua ⊂ U a ⊂ X − B. Let U1 , U2 , . . . be the elements in the image of the map A → B : a 7→ Ua . Then ∞ [



A⊂



Un



and U n ∩ B = ∅ for n = 1, 2 . . .



n=1



Similarly, there is a sequence V1 , V2 , . . . of basis open sets such that B⊂ The open sets



∞ [



Vn



n=1 S∞ n=1



and V n ∩ A = ∅ for n = 1, 2 . . .



S∞



Un and



U10 U20



= U1 − V 1



V10 = V1 − U 1



= U2 − (V 1 ∪ V 2 )



V20 = V2 − (U 1 ∪ U 2 )



n=1



Vn may not be disjoint. Consider instead the open sets



.. .



.. .



Un0 = Un − (V1 ∪ · · · ∪ V n )



Vn0 = Vn − (U1 ∪ · · · ∪ U n )



Even though we have removed part of Un we have removed no points from A from Un , and we have removed no pints from B from Vn . Therefore the open sets Un0 still cover A and the open sets Vn0 still cover B: ∞ ∞ [ [ A⊂ Un0 and B ⊂ Vn0 n=1



n=1



and in fact these sets are disjoint: ∞ [ n=1



Un0 ∩



∞ [ n=1



Vn0 =



 [ m≤n



  [  0 0 Um ∩ Vn0 ∪ Um ∩ Vn0 = ∅ m>n



0 0 because Um ⊂ Um does not intersect Vn0 ⊂ X − Um if m ≤ n and Um ⊂ X − Vn does not intersect Vn0 ⊂ Vn if m > n. (Make a drawing of U1 , U2 and V1 , V2 .) (2) =⇒ (3): Let X be a normal space with a countable basis B. We show that there is a countable set {fU V } of continuous functions X → [0, 1] that separate points and closed sets. Namely, for each pair U, V of basis open sets U, V ∈ B such that U ⊂ V , choose a Urysohn function fU V : X → [0, 1] (24.2) such that fU V (U ) = 0 and fU V (X − V ) = 1. Then {fU V } separates points and closed sets: For any closed subset C and any point x 6∈ C, or x ∈ X − C, there are (23.2) basis open sets U , V such that x ∈ U ⊂ U ⊂ V ⊂ X − C (choose V first). Then fU V (x) = 0 and fU V (C) = 1 so that fU V (x) 6∈ fU V (C). According to the Diagonal embedding theorem (25.4) there is an embedding X → [0, 1]ω with the fU V as coordinate functions. (3) =⇒ (4): [0, 1]ω is metrizable and any subspace of a metrizable space is metrizable. (15.5). (4) =⇒ (1): Any metrizable space is regular, even normal (24.10). 



The point is that in a second countable regular hence normal space there is a countable set of (Urysohn) functions that separate points and closed sets. Therefore such a space embeds in the Hilbert cube.
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We have (25.6, 22.2) the following identities       2nd countable 2nd countable 2nd countable = = regular normal metrizable       Countable dense subset Lindel¨of Subspace of = = = metrizable metrizable Hilbert cube between classes of topological spaces.
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ˇ 26. Completely regular spaces and the Stone–Cech compactification There is no version of the Tietze extension theorem (24.5) for regular spaces, ie it is in general not true that continuous functions separate closed sets and points in regular spaces. Instead we have a new class of spaces where this is true. 26.1. Definition. A space X is completely regular if points are closed in X and for any closed subset C of X and any point x ∈ 6 C there exists a continuous function f : X → [0, 1] such that f (x) = 0 and f (C) = 1. Clearly normal =⇒ completely regular =⇒ regular =⇒ Hausdorff =⇒ T1 and none of these arrows reverse (23.6, [9, Ex 33.11]). In a completely regular space there are enough continuous functions X → [0, 1] to separate points and closed sets. It is easy to see that any subspace of a completely regular space is completely regular [9, 33.2]. Theorem 26.2. The following conditions are equivalent for a topological space X: (1) X is completely regular (2) X is homeomorphic to a subspace of [0, 1]J for some set J (3) X is homeomorphic to a subspace of a compact Hausdorff space Proof. (1) =⇒ (2): If X is completely regular then the set C(X) of continuous maps X → [0, 1] separates points and closed sets. The evaluation map Q ∆ : X → j∈C(X) [0, 1], πj (∆(x)) = j(x), j ∈ C(X), x ∈ X, is therefore an embedding (25.4). (2) =⇒ (3): [0, 1]J is compact Hausdorff by the Tychonoff theorem (18.16). (3) =⇒ (1): A compact Hausdorff space is normal (24.9), hence completely regular and subspaces of completely regular spaces are completely regular.  Closed subspaces of compact Hausdorff spaces are compact Hausdorff (18.7), open subspaces are locally compact Hausdorff (21.6), and arbitrary subspaces are completely regular (26.2). 26.3. Corollary. (Cf 12.19, 23.3) Any subspace of a completely regular space is completely regular. Any product of completely regular spaces is completely regular. Proof. The first part is easily proved [9, 33.2] (and we already used it above). The second part follows from (26.2) because (13.12) the product of embeddings is an embedding.  26.4. Corollary. Any locally compact Hausdorff space is completely regular. Proof. Locally compact Hausdorff spaces are open subspaces of compact spaces (21.6). Completely regular spaces are subspaces of compact spaces (26.2).  26.5. Example (A normal space with a non-normal subspace). Take any completely regular but not normal space (for instance (23.6) R` ×R` ) and embed it into [0, 1]J for some set J (26.2). Then you have an example of a normal (even compact Hausdorff) space with a non-normal subspace. ˇ 26.6. The Stone–Cech construction. For any topological space X let C(X) denote the set of continuous maps j : X → I of X to the unit interval I = [0, 1] and let Q ∆ : X → j∈C(X) I = map(C(X), I) be the continuous evaluation map given by ∆(x)(j) = j(x) or πj ∆ = j for all j ∈ C(X). (The space map(C(X), I) is a kind of double-dual of X). This construction is natural: For any continuous map f : X → Y of X into a space Y , there is an induced map C(X) ← C(Y ) : f ∗ of sets and yet an induced continuous map (13.15) Y Y f ∗∗ (26.7) map(C(X), I) = I −−→ I = map(C(Y ), I) j∈C(X)



k∈C(Y )
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such that the diagram (26.8)



∆X



Q







/Y



f



X







∆Y



/ k∈C(Y ) I I f ∗∗ LLL r LLL rrr r L r πf ∗ k =πkf LL π LL rrrr k % yr I Q



j∈C(X)



commutes: The lower triangle commutes by the definition of the map f ∗∗ (13.15) and then the upper square commutes because πk f ∗∗ ∆X = πkf ∆X Q = kf = πk ∆Y f . Put βX = ∆(X) and define ∆ : X → βX to be the corestriction of ∆ : X → j∈C(X) I to βX. Then βX is a compact Q Hausdorff space (it is a closed subspace of the compact (18.16) Hausdorff space I) and ∆ is, by design, a continuous map with a dense image ∆X in βX. This construction is natural: For any continuous map f : X → Y , the induced map f ∗∗ (26.7) takes βX into βY for (26.8)



f ∗∗ (βX) = f ∗∗ (∆X X) ⊂ f ∗∗ ∆X X = ∆Y f (X) ⊂ ∆Y Y = βY and thus we obtain from (26.8) a new commutative diagram of continuous maps (26.9)



X



f



∆X



 βX



/Y ∆Y



βf



 / βY



where βf : βX → βY is the corestriction to βY of the restriction of f ∗∗ to βX. (This makes β into a functor with a natural transformation from the identity functor from the category of topological spaces to the category of compact Hausdorff spaces.) The next result says that the map X → βX is the universal map from X to a compact Hausdorff space. Theorem 26.10. Let X be a topological space. (1) The map X → βX is a continuous map of X into a compact Hausdorff space. (2) For any continuous map f : X → Y of X into a compact Hausdorff space Y there exists a unique continuous map f : βX → Y such that the diagram (26.11)



/Y XB BB |> | BB || BB || f B! | | βX f



commutes. (We say that f : X → Y factors uniquely through βX.) (3) Suppose X → αX is a map of X to a compact Hausdorff space αX such that any map of X to a compact Hausdorff space factors uniquely through αX. Then there exists a homeomorphism αX → βX such that XB BB || BB | | BB || B! | |} ' / βX αX commutes. (4) If X is completely regular then X → βX is an embedding. If X is compact Hausdorff then X → βX is a homeomorphism. Q Proof. (4): Since the corestriction of an embedding is an embedding (13.12) and X → I is an embedding when X is completely regular (26.2), also X → βX is an embedding. If X is compact Hausdorff, X is normal (24.9), hence completely regular, so we have just seen that ∆ : X → βX is
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an embedding. The image of this embedding is closed (18.8.(1)) and dense. Thus the embedding is bijective so it is a homeomorphism. (1) and (2): If Y is compact Hausdorff then by item (4) ∆Y is a homeomorphism in diagram (26.9) and hence f = ∆−1 Y ◦ βf is a possibility in (26.11). It is the only possibility [9, Ex 18.13], for the image of X is dense in βX. (3) Let X → αX be a map to a compact Hausdorff space satisfying the above universal property. / βX that, by uniqueness, are inverse to each other. Then there exist continuous maps αX o (All universal constructions are essentially unique.)  If X is completely regular then X → βX is a compactification (26.10.(4)) and it is called the ˇ Stone–Cech compactification of X. Conversely, if X has a compactification then X is homeomorphic to a subspace of a compact space and therefore (26.2) completely regular. We state these observations in 26.12. Lemma. X has a compactification if and only if X is completely regular. ˇ The Stone–Cech compactification βX of a completely regular space X is the maximal compactification in the sense that for any other compactification X → cX there is a closed quotient map βX → cX map such that



βX



|| || | | |} |



XB BB BB BB B / cX



commutes. The map βX → cX is closed by 18.8 and surjective because its image is closed and dense. The Alexandroff compactification ωX of a noncompact locally compact Hausdorff space X is the minimal compactification in the sense that ωX = cX/(cX − X) for any other compactification X → cX. Indeed we saw in 21.3 that there is a closed quotient map cX → ωX, taking cX − X to ω, such that



cX



|| || | | |} |



XC CC CC CC C! / ωX



commutes. (What is the minimal compactification of a compact Hausdorff space?) For instance, there are quotient maps [0, 1] QQ QQQ pp8 p QQ( p pp βR OO ωR = S 1 OOO ll5 l l l OO' lll C of compactifications of R. Here 1 C = {0} × [−1, 1] ∪ {(x, sin ) | 0 < x ≤ π −1 } ∪ L x is the Warsaw circle, a compactification of R with remainder C − R = [−1, 1], which is obtained by closing up the closed topologist’s sine curve S by (a piece-wise linear) arc from (0, 0) to (π −1 , 0). In particular, C/[−1, 1] = S 1 . More generally, there are quotient maps βRn → [0, 1]n → ωRn = S n of compactifications of euclidean n-space Rn . ˇ Investigations of the Stone–Cech compactification of the integers βZ raise several issues of a very fundamental nature [13, 14, 11] whose answers depend on your chosen model of set theory.
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27. Manifolds 27.1. Definition. A manifold is a locally euclidean second countable Hausdorff space. Manifolds are locally compact and locally path connected since they are locally euclidean. All locally compact Hausdorff spaces are (completely) regular. Thus manifolds are second countable regular spaces and hence they are normal, metrizable, Lindel¨ofand they have countable dense subsets. The line with two zeroes is an example of a locally euclidean space that is not Hausdorff. The long line [9, Ex 24.12] is a locally euclidean space that is not 2nd countable. The n–sphere S n and the real projective n–space RP n (14.14) are examples of manifolds. S n lies embedded in Rn+1 from birth but what about RP n ? Does RP n embed in some euclidean space? Theorem 27.2 (Embeddings of compact manifolds). Any compact manifold embeds in RN for some N . Proof. We may assume that M is connected. Let n be the dimension of M (we assume that this is well-defined). Let B = {x ∈ Rn | |x| ≤ 1} be the unit ball in Rn . Cover M by finitely many closed sets B1 , . . . , Bk such that each Bi is homeomorphic to B and such that the interiors of the Bi cover M . Let fi : M → S n be the continuous map obtained by collapsing the complement to the interior of Bi to a point. The map f = (f1 , . . . , fk ) : M → S n × · · · × S n is injective: If x lies in the interior of Bi then fi (x) 6= fi (y) for all y 6= x. Since M is compact and (S n )k Hausdorff, f is an embedding. Finally, each sphere S n embeds into Rn+1 so that (S n )k embeds into (Rn+1 )k .  In particular RP 2 (14.14) embeds into some euclidean space. Which one? There is up to homeomorphism just one compact manifold of dimension 1, the circle. Compact manifolds of dimension 2 are described by a number, the genus, and orientability. In particular, any simply connected 2-dimensional compact manifold is homeomorphic to S 2 . We do not know (December 2003) if there are any simply connected compact 3-dimensional manifolds besides S 3 (Poincar´e conjecture). Classification of 4-dimensional compact manifolds is logically impossible. Any manifold admits a partition of unity. We shall prove the existence in case of compact manifolds. Theorem 27.3 (Partition of unity). Let X = U1 ∪ · · · ∪ Uk be a finite open covering of the normal space X. The there exist continuous functions φi : X → [0, 1], 1 ≤ i ≤ k, such that (1) {φi > 0} ⊂ Ui Pk (2) i=1 φi (x) = 1 for all x ∈ X. Proof. We show first that there is an open covering {Vi } of X such that V i ⊂ Ui (we shrink the sets of the covering). Since the closed set X − (U2 ∪ · · · ∪ Uk ) is contained in the open set U1 there is an open set V1 such that X − (U2 ∪ · · · ∪ Uk ) ⊂ V1 ⊂ V 1 ⊂ U1 by normality (23.2). Now V1 ∪ U2 ∪ · · · ∪ Uk is an open covering of X. Apply this procedure once again to find an open set V2 such that V 2 ⊂ U2 and V1 ∪ V2 ∪ U3 ∪ · · · ∪ Uk is still an open covering of X. After finitely many steps we have an open covering {Vi } such that V i ⊂ Ui for all i. Do this one more time to obtain an open covering {Wi } such that Wi ⊂ W i ⊂ Vi ⊂ V i ⊂ Ui for all i. Now choose a Urysohn function (24.2) ψi : X → [0, 1] such that ψi (W i ) = 1 and ψi (X − Vi ) = P 0. Then {x | ψi (x) > 0} ⊂ V i ⊂ Ui and ψ(x) = ψi (x) > 1 for any x ∈ X since x ∈ Wi for some i. Hence φi = ψψi is a well-defined continuous function on M taking values in the unit interval such Pk Pk Pk ψ(x) 1 i (x) that i=1 φi (x) = i=1 ψψ(x) = ψ(x)  i=1 ψi (x) = ψ(x) = 1.
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28. Relations between topological spaces sequentially KS compact +1st countable



+metrizable



 ks 2nd countable



Thm 28.1



+metrizable



of ks +3 Lindel¨



 compact KS



+3 locally compact KS



+3 Sequence lma



compact Hausdorff



+3 locally compact Hausdorff



+3 completely normal



 +3 normal KS



+metrizable Thm 30.3



 1st countable KS



+metrizable



limit point KS compact



countable dense subset KS Thm 30.3







Thm 30.1



Ex 22.7



metrizable KS



Ex 32.7



Thm 34.1



regular 2ndKS countable Ex 36.1



Thm 33.1



Thm 32.4



well-ordered topology



+3 order topology SK



 +3 completely regular ks top grp Ex 33.10  regular



Ex 23.5



 totally disconnected manifold JJJJJ JJJJ JJJJ JJJJ JJJJ JJJJ JJJJ locally connected JJJJ KS JJJJ JJJJ JJJJ J( locally path connected



linear continuum Thm 24.1



 connected KS p. 155



path connected



 Hausdorff  T1
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