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PREFACE If we try to identify those contributionsof computersciencewhich will be longlasting,surely one of thesewill be the refinementof the conceptcalled algorithm.Ever sinceman invented the ideaof a machinewhich could perform basicmathematical operations,the study of what can be computedand how it can be donewell was launched.This study, inspiredby the computer, has led to the discoveryof many importantalgorithmsand designmethods. Thediscipline calledcomputersciencehas embracedthe study of algorithms as its own. It is the purposeof this bookto organizewhat is known about them in a coherentfashion sothat students and practitionerscan learnto deviseand analyze new algorithmsfor themselves. A bookwhich containsevery algorithmever invented would be large.Traditionally, algorithmsbooksproceededby examiningonly a smallnumberof problemareasin depth.Foreachspecificproblemthe most efficient algorithmfor its solutionis usually presentedand analyzed. This approachhas one majorflaw. Thoughthe student seesmany fast algorithms and may masterthe toolsof analysis, she/heremainsunconfident about how to devisegoodalgorithmsin the first place. The missingingredientis a lack of emphasison designtechniques.A knowledgeof designwill certainlyhelp one to creategoodalgorithms,yet the toolsof analysis thereis no way to determinethe quality of the without, result.This observationthat designshouldbe taught on a par with analysis led us to a morepromisingline of approach:namely to organizethis book around somefundmental strategiesof algorithmdesign.The numberof designstrategiesis reasonably small.Moreover all of the algorithmsone would typically wish to study can easily be fit into thesecategories; for and are o f the inergesort quicksort perfectexamples divide-and-conquer exceedingly



basic



example,



strategy while Kruskal'sminimum spanningtree algorithmand Dijkstra's



singlesourceshortestpath algorithmare straight forward examplesof the greedy strategy. An understandingof thesestrategiesis an essentialfirst step towards acquiringthe skills of design. Thoughwe strongly feel that the emphasison designas well as analysis is the appropriateway to organizethe study of algorithms,a cautionary remarkis in order.First,we have not includedevery known designprinciple. xv
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One exampleis linearprogrammingwhich is one of the most successful in a courseof its own. Secondly,the student techniques,but is often discussed should be inhibitedfrom taking a cookbookapproachto algorithmdesign by assumingthat eachalgorithmmust derivefrom only a singletechnique. This is not so. A majorportionof this book, Chapters3 through 9, dealwith the different each First designstrategies. strategy is describedin generalterms. a abstraction\" is Typically \"program given which outlinesthe form that the if w ill take this computation strategy can be applied. Followingthis there area succession of examples which revealthe intricacies and varietiesof the generalstrategy. The examplesare somewhatloosely orderedin termsof increasingcomplexity.The type of complexitymay arisein severalways. Usually we begin with a problemwhich is very simpleto understandand requiresno data structuresother than a one-dimensional array. For this problemit is usually obvious that the designstrategy yields a correct Laterexamplesmay requirea proofthat an algorithmbasedon this designtechniquedoeswork. Or, the later algorithmsmay requiremore treesor graphs) and their analyses may be sophisticateddatastructures(e.g., morecomplex.The majorgoal of this organizationis to emphasize the arts of synthesis and analysis of algorithms.Auxiliary goalsare to exposethe student to goodprogramstructureand to proofs of algorithmcorrectness. The algorithmsin this bookare presentedin a pseudocode that C and Pascal.Section1.2.1 describesthe pseudocode conventions. Executable versions(in C++)of many of thesealgorithmscan be found in our homepage.Most of the algorithmspresentedin this bookare short and the languageconstructsused to describethem are simpleenoughthat any one can understand.Chapters13,14,and 15dealwith parallelcomputing. Another specialfeature of this bookis that we cover the areaof algorithmsextensively.Many of the algorithmsdiscussedin Chapters 13,14,and 15arerandomized.Somerandomizedalgorithmsare presented in the otherchaptersas well. An introductoryone quartercourseon parallel algorithmsmight cover Chapters13,14,and 15and perhapssomeminimal solution.



resembles



randomized



additionalmaterial.



We have identified certainsectionsof the text (indicatedwith (*)) that aremoresuitablefor advanced courses.We view the materialpresentedin this bookas idealfor a one semesteror two quartercoursegiven to juniors, seniors,or graduatestudents. It doesrequirepriorexperiencewith programming in a higher level languagebut everything elseis self-contained. Practicallyspeaking,it seemsthat a courseon data structuresis helpful, if only for the fact that the students have greaterprogrammingmaturity. For a schoolon the quartersystem, the first quartermight cover the basicdesign the greedy techniquesas given in Chapters3 through9:divide-and-conquer, branchand s earch method,dynamic programming, traversal,backtracking, Thesecond and m ethods TABLE quarterwould and-bound, algebraic I). (see and cover Chapters10through 15:lower bound theory, .ATP-completeness
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approximation methods,PRAM algorithms,Mesh algorithmsand Hypercubealgorithms(seeTABLE II). Week 1



2 3 4 T)



(i



7



8 9



10



Subject Introduction Introduction Datastructures Datastructures Divide-and-conquer



The greedy method



Reading



1.1to 1.3 1.4 2.1,2.2 2.3to2.6 Chapter3



Assignment I due



Chapter4 ExamI Chapter5 Dynamic programming Searchand traversaltechniques Chapter6 Backtracking



Branch-and-bound



Algebraicmethods



Assignment II due



Chapter7 Chapter8 Chapter9



Assignment IIIdue



ExamII TABLE I: FIRSTQUARTER



Fora semesterschedulewherethe student has not beenexposedto data structuresand O-notation,Chapters1 through 7, 11,and 13is about the right, amount of material(seeTABLE III). A morerigorouspacewould cover Chapters1 to 7, 11, 13,and 14(see TABLE IV). An advanced course,for those who have prior knowledgeabout data structuresand O notation, might consistof Chapters3 to 11,and 13to 15 (seeTABLE V). Programsfor most of the algorithmsgiven in this bookare available from Please the following URL: http://www.cise.ufl.edu/~raj/BOOK.html. send your commentsto [email protected]. For homework thereare numerousexercisesat the end of eachchapter. The most popularand instructivehomework assignmentwe have found is one which requiresthe student to executeand timetwo programsusingthe samedata sets.Sincemost of the algorithmsin this bookprovide all the implementation details,they can be easily madeuse of. Translatingthese into algorithms any programminglanguageshould be easy. The problem then reducesto devisingsuitabledata sets and obtainingtiming results. The timing resultsshouldagreewith the asymptotic analysis that was done
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1 2 3 4



Subject



Reading



Lower bound theory Lower bound theory and A/'P-hardproblems A/'P-complete and .ATP-hard problems AfP-complete and N V-hard problems AAP-complete



Approximationalgorithms



5



Approximationalgorithms



6 7



PRAM algorithms PRAM algorithms



8 9



Mesh algorithms Mesh algorithms



10



Hypercubealgorithms Hypercubealgorithms



to 10.3 10.1 10.4 11.2 11.1, 11.4 11.3, 11.6 11.5, 12.2 12.1,



Assignment I due



12.3to 12.6



ExamI



13.1 to 13.4 to 13.9 13.5 Assignment II due 14.1 to 14.5 14.6to 14.8 15.1 to 15.3 15.4to 15.8 ExamII



Assignment IIIdue



TABLE II:SECOND QUARTER
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1 2 3 4



Subject Introduction Introduction Datastructures Datastructures



Reading



Divide-and-conquer



5



Divide-and-conquer



6



The greedy method The greedy method



7



8 9



10 11 12 13 14 ir>



1(5



1.1to 1.3 1.4 2.1,2.2 2.3to 2.6 3.1to 3.4



Assignment I due



3.5to 3.7 ExamI 4.1to 4.4 4.5to 4.7



Assignment II due



5.1to 5.5 5.6to 5.10 6.1to 6.4



Dynamic programming Dynamic programming Searchand traversal



Assignment IIIdue



ExamII 7.1to 7.3



Backtracking Backtracking



AAP-complete and AfP-hard



7.4 to 7.6



problems



.AA'P-completeand AAP-hard problems



PRAM algorithms PRAM algorithms
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11.1 to 11.3 11.4 to 11.6 13.1 to 13.4 to 13.9 13.5



Assignment IV due



Assignment V due



ExamIII



-



TABLE III:SEMESTER Medium pace(no priorexposure)
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Subject Introduction Introduction Datastructures Datastructures



Reading



Divide-and-conquer



5



Divide-and-conquer



The greedy method



6



The greedy method



7



Dynamic programming



8



Dynamic programming Searchand traversaltechniques Searchand traversaltechniques



9



10



11 12 13 14 15 16



Backtracking Backtracking



1.1to 1.3 1.4 2.1,2.2 2.3to 2.6 3.1to 3.5



Assignment I due



3.6to 3.7 4.1to4.3 ExamI 4.4to 4.7



5.1to 5.7 Assignment II due 5.8to 5.10 6.1to 6.2 6.3,6.4 7.1,7.2 7.3to 7.6



Assignment IIIdue



ExamII AfP-hard and AA'P-complete problems TVP-hard and AAP-complete problems PRAM algorithms PRAM algorithms Mesh algorithms Mesh algorithms



11.1to 11.3 11.4 to 11.6 to 13.4 13.1 Assignment IV 13.5 to 13.9 14.1 to 14.3



due



14.4to 14.8 ExamIII



Assignment V due



-
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Reading



3.1to 3.5



Divide-and-conquer Divide-and-conquer



3.6,3.7 4.1to4.3



The greedy method The greedy method



4.4to 4.7



Dynamic programming



Chapter5



5



Searchand traversaltechniques



6



Backtracking



Branch-arid-bound



Chapter6 ExamI Chapter7 Chapter8



Algebraicmethods



Chapter9



7



8 9



10 11 12 13 14 in 1



Assignment I due



Assignment II due



Lower bound theory Chapter10 to 11.3 a nd N V-hard A^P-complete problems 11.1



ExamII



AA'P-complete and ATP-hard



PRAM algorithms PRAM algorithms Mesh algorithms Mesh algorithms



Hypercubealgorithms Hypercubealgorithms



-



problems



Assignment III



to 11.6 11.4 13.1 to 13.4 to 13.9 13.5 Assignment IV due 14.1 to 14.5 14.6to 14.8 to 15.3 15.1



15.4to 15.8 ExamIII



Assignment V due



TABLE V: SEMESTER Advanced course(rigorouspace)
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Chapter 1



INTRODUCTION 1.1WHAT IS AN ALGORITHM? The word algorithmcomesfrom the name of a Persianauthor, Abu Ja'far Mohammedibn Musa al Khowarizmi (c.825A.D.), who wrote a textbook on mathematics.This word has taken on a specialsignificancein computer science,where \"algorithm\" has cometo refer to a methodthat can be used by a computerfor the solutionof a problem.This is what makesalgorithm different from words such as process, technique,or method.



Definition1.1[Algorithm]: An



algorithm is a finite set of instructionsthat, a particulartask. In addition,all algorithmsmust followed,accomplishes satisfy the following criteria: if



1.Input.Zeroor morequantitiesare externallysupplied. 2. Output.At leastone quantity is produced. Eachinstructionis clearand unambiguous. 3. Definiteness. If we traceout the instructionsof an algorithm,then for 4. Finiteness.



all cases,the algorithmterminatesafter a finite numberof steps. 5. Effectiveness. Every instructionmust be very basicso that it can be carriedout, in principle,by a personusing only penciland paper. It is not enoughthat eachoperationbe definite as in criterion3; it also must be feasible. \342\226\241



An algorithm is composed of a finite set of steps,each of which may The possibility of a computercarrying out requireone or moreoperations. theseoperationsnecessitates that certainconstraintsbe placedon the type of operationsan algorithmcan include.
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Criteria1 and 2 requirethat an algorithmproduceone or moreoutputs and have zeroor moreinputs that are externallysupplied. Accordingto criterion 3,eachoperation must be definite, meaningthat it must be perfectly clearwhat shouldbedone.Directionssuchas \"add6 or 7 to x\" or \"compute 5/0\"are not permittedbecauseit is not clearwhich of the two possibilities



shouldbe done or what the result is. The fourth criterionfor algorithmswe assumein this bookis that they terminateafter a finite number of operations. A relatedconsideration is that the timefor terminationshouldbe reasonably short.For example,an in the algorithmcould be devisedthat decideswhether any given position of chess is a The works game winning position. algorithm by examiningall moves and countermoves t hat could be made from the starting possible position. The difficulty with this algorithmis that even usingthe most modern We must be computers,it may take billionsof years to make the decision. with analyzing the efficiency of eachof our algorithms. very concerned



Criterion5 requiresthat eachoperationbe effective; eachstep must be it can, at leastin principle, be done by a personusingpenciland in a finite amount of time. paper Performingarithmeticon integersis an of an effective b example operation, ut arithmeticwith real numbersis not, sincesomevalues may be expressible only by infinitely long decimal such that



Adding two suchnumberswould violatethe effectivenessproperty. Algorithms that are definite and effective are alsocalledcomputational procedures.One important exampleof computational proceduresis the of T his a i system operating digital computer. procedures designedto control the executionof jobs,in such a way that when no jobsare available,it doesnot terminatebut continuesin a waiting state until a new jobis expansion.



Thoughcomputational proceduresincludeimportant examplessuch as this one,we restrictour study to computational proceduresthat always terminate. To helpus achievethe criterionof definiteness,algorithmsarewritten in a programminglanguage.Suchlanguagesare designedso that eachlegitimate sentencehas a uniquemeaning.A program is the expression of an algorithm in a programminglanguage.Sometimes words such as procedure,function, and subroutineare used synonymously for program.Most readersof this book have probably already programmedand run somealgorithmson a computer.This is desirablebecausebeforeyou study a conceptin general, it helpsif you had somepracticalexperience with it. Perhapsyou had some in started an initial solutionto a problem,or difficulty getting formulating were to decide which of unable two perhapsyou algorithmswas better.The of this book is to teach how to make these decisions. you goal The study of algorithmsincludesmany important and active areas of research.Thereare four distinctareasof study onecan identify: 1. How to devise algorithms Creatingan algorithmis an art which may never be fully automated.A majorgoal of this bookis to study varientered.
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ous designtechniquesthat have proven to be useful in that they have often yielded good algorithms.By masteringthesedesignstrategies,it will become easierfor you to devisenew and useful algorithms.Many of the chapters of this bookare organizedaround what we believeare the majormethods of algorithmdesign.Thereadermay now wish to glanceback at the table of contentsto seewhat thesemethodsarecalled.Someof thesetechniques may already be familiar, and somehave been found to be so useful that bookshave beenwritten about them. Dynamic programmingis one such technique.Someof the techniquesare especiallyuseful in fields otherthan



computersciencesuch as operationsresearchand electricalengineering.In this bookwe can only hopetogive an introductionto thesemany approaches to algorithmformulation. All of the approaches we considerhave in a variety of areasincludingcomputerscience.But someimportant designtechniquessuchas linear,nonlinear,and integerprogrammingarenot coveredhereas they are traditionally coveredin other courses. 2. How to validate algorithms Oncean algorithm is devised,it is necessaryto show that it computesthe correctanswer for all possible legal inputs. We refer to this processas algorithm validation. The algorithm neednot as yet be expressedas a program.It is sufficient to state it in any preciseway. Thepurposeof the validation is to assureus that this algorithm will work correctlyindependentlyof the issuesconcerningthe programming languageit will eventually be written in. Oncethe validity of the method has I Hie n shown, a programcan be written and a secondphasebegins.This as program verification. phaseis referredtoas program proving or sometimes A proofof correctness that the solution be stated in two forms. requires One form is usually as a programwhich is annotated by a set of assertions about the input and output variablesof the program. Theseassertions are often expressedin the predicatecalculus.The secondform is calleda specification,and this may alsobe expressedin the predicatecalculus.A proofconsistsof showing that thesetwo forms are equivalent in that for every given legalinput, they describethe sameoutput. A completeproof of programcorrectness requiresthat eachstatementof the programming be d efinedand all basicoperations be proved correct.All language precisely thesedetailsmay causea proofto be very much longerthan the program. 3. How to analyze algorithms This field of study is calledanalysis of algorithms.As an algorithmis executed,it uses the computer'scentral processingunit (CPU) to performoperationsand its memory (both and auxiliary) to hold the programand data. Analysis of algorithms or performanceanalysis refers to the task of determininghow much timeand storagean algorithmrequires.This is a challengingarea computing which sometimes requiresgreat mathematicalskill.An important result of this study is that it allows you to makequantitative judgmentsabout the value of one algorithmover another.Another result is that it allows you to predictwhether the software will meetany efficiency constraintsthat exist. applications
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Questionssuch as how well doesan algorithmperformin the best case,in the worst case,or on the averageare typical. For eachalgorithmin the text, an analysis is alsogiven. Analysis is morefully describedin Section1.3.2. 4. How to test a program Testinga programconsistsof two phases: and performance debugging profiling (or measurement).Debuggingis the processof executingprogramson sampledata sets to determinewhether faulty resultsoccurand, if so,to correctthem. However, as E. Dijkstra has pointedout, \"debugging can only point to the presenceof errors,but not to their absence.\" In casesin which we cannot verify the correctness of output on sampledata, the following strategy can be employed:let more than one programmer develop programsfor the sameproblem,and compare the outputs producedby theseprograms.If the outputs match, then there is a goodchancethat they arecorrect.A proofof correctness is much more valuable than a thousandtests(if that proofis correct),sinceit guarantees that the programwill work correctlyfor all possible inputs. Profiling or measurement is the processof executinga correctprogramon performance data setsand measuringthe timeand spaceit takesto computethe results. Thesetiming figures are useful in that they may confirm a previously done analysis and point out logicalplacesto performuseful optimization.A of the measurement of timingcomplexity can be found in Section description Forsomeof the algorithmspresentedhere,we show how to devisea 1.3.5. range of data setsthat will be useful for debuggingand profiling. Thesefour categoriesserve to outlinethe questionswe ask about algorithms throughout this book.As we can't hopeto cover all thesesubjects we contentourselveswith concentratingon designand analysis, completely, and correctness. spendinglesstimeon programconstruction \342\200\224



EXERCISES 1.Lookup the words algorismand algorithmin your dictionary and write down their meanings.



2. The name al-Khowarizmi(algorithm)literally means \"from the town of Khowarazm.\" This city is now known as Khiva, and is locatedin Uzbekistan.Seeif you can find this country in an atlas. 3. Usethe WEB to find



picture,or a stamp.



out



his dates,a moreabout al-Khowarizmi,e.g.,
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1.2 ALGORITHM SPECIFICATION 1.2.1PseudocodeConventions In computational theory, we distinguishbetweenan algorithmand a Thelatter doesnot have to satisfy the finitenesscondition. For program. example, we can think of an operating system that continuesin a \"wait\" loop until morejobsareentered.Such a programdoesnot terminateunlessthe system crashes.Sinceour programsalways terminate,we use \"algorithm\" and \"program\" interchangeablyin this text. We can describean algorithm in many ways. We can use a natural we must make sure languagelike English,althoughif we selectthis option, that the resulting instructionsare definite. Graphicrepresentations called are work well if the another but they flowcharts possibility, only algorithm is smalland simple.In this text we presentmost of our algorithmsusing a that resembles C and Pascal. pseudocode



1.Commentsbegin with // and continueuntil



the end of line.



2. Blocksare indicatedwith matchingbraces: { and }. A compound



statement(i.e., a collectionof simplestatements) can be represented as a block.The body of a procedurealsoforms a block.Statements aredelimitedby ;. 3. An identifier begins with a letter.The data types of variablesare not explicitlydeclared. The types will be clear from the context. Whethera variable is globalorlocalto a procedurewill alsobe evident from the context.We assumesimpledata types such as integer,float, char,boolean,and soon. Compounddata types can be formed with records.Hereis an example: node = record { datatype A dataA; datatype jn datajn;



}



node



*link;



this example,link is a pointerto the recordtype node.Individual dataitemsof a recordcan beaccessedwith and period.Forinstance if p points to a recordof type node,p dataA stands for the value of the first field in the record.On the otherhand, if q is a recordof type node,q.dataA will denoteits first field. In
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4. Assignment of values to variablesis done usingthe assignment statement



(variable):= (expression);



5. Thereare two booleanvalues true and false.In orderto



produce thesevalues, the logicaloperatorsand,or,and notand the relational operators are provided. 6. Elementsof multidimensionalarrays are accessedusing [ and ]. For example,if A is a two dimensional array, the (i,j)thelementof the is denoted as indices start at zero. array Array -A[i,j]. 7. Thefollowing loopingstatementsareemployed: for,while,and repeatuntil.The while looptakesthe following form:



/,



while (condition)do



{



}



(statement1) (statementn)



long as (condition)is true,the statementsget executed.When (condition)becomes false,the loopis exited.Thevalue of (condition) is evaluatedat the top of the loop. As



The generalform



of



a for loopis



for variable:=valuel to value2



{ }



stepstepdo



(statement1) (statementn)



Herevaluel, value2, and step arearithmeticexpressions.A variable



of type integeror realor a numerical constant is a simpleform of an



arithmeticexpression.The clause\"stepstep\" is optionaland taken as +1 if it doesnot occur, step could eitherbe positiveor negative. variableis testedfor terminationat the start of eachiteration.The for loopcan be implemented as a while loopas follows:
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variable:=valuel;



fin :=value2;



incr := step; while ((variable fin) * step< 0) do \342\200\224



{



{statement1) {statementn) variable:= variable+ incr;



A



} statementis constructedas follows: repeat-until repeat {statement1)



{statementn)



until{condition)



Thestatementsareexecutedas longas {condition)is false.The value executingthe statements. The instructionbreak;can be used within any of the above looping instructionsto forceexit. In caseof nestedloops,break;resultsin the exitof the innermostloopthat it is a part of. A returnstatement A return within any of the above alsowill result in exitingthe loops. in function the itself. r esults exit of the statement 8. A conditionalstatementhas the following forms: of {condition)is computedafter



if {condition)then{statement) if {condition)then{statement1) else(statement2)



and (statement),(statement1) Here(condition)is a booleanexpression and (statement2) are arbitrary statements(simpleor compound). We alsoemploy the following casestatement:



case { \342\200\242.{condition



1):(statement1)



'.(condition n): (statementn)



:else:(statementn + 1)
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Here(statement1),(statement2), etc.couldbe eithersimple or compoundstatements.A casestatementis interpretedas follows. If (condition1) is true, (statement1) gets executedand the casestatementis exited.If (statement1) is false,(condition2) is evaluated. If (condition2) is true, (statement2) gets executed and the casestatementexited,and soon. If none of the conditions (condition1), , (conditionn) aretrue,(statementn+1)is executed and the casestatementis exited.Theelseclauseis optional. 9. Input and output are doneusingthe instructionsreadand write.No format is used to specify the sizeof input or output quantities. An algorithm 10.Thereis only one type of procedure:Algorithm. of a headingand a body. The headingtakesthe form statements



...



consists



AlgorithmName ((parameterlist)) where Name is the name of the procedureand ({parameterlist)) is a listing of the procedureparameters. The body has one or more (simpleor compound)statementsenclosedwithin braces{ and }. An algorithm may or may not return any values. Simplevariablesto proceduresare passedby value. Arrays and recordsare passedby reference.An array name or a recordname is treatedas a pointerto the respectivedata type. As an example, the following algorithmfindsand returnsthe maximum of n given



numbers:



1 AlgorithmMax(A, n)



2 3 4 5 6



// A is an array of sizen. {



7



8



}



Result:= A[l]; for i := 2 to n do if A[i] > ResultthenResult:= A[i\\; returnResult;



In this algorithm(named Max), A and Resultand i arelocalvariables.



n



are procedureparameters.



Next we presenttwo examplesto illustratethe processof translating a probleminto an algorithm.



1.1



[Selectionsort] Supposewe must devisean algorithm that sortsa collectionof n > 1 elementsof arbitrary type. A simplesolutionis



Example



given by the following
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From thoseelements that are currently unsorted,find the and placeit next in the sortedlist.



smallest



Although this statementadequately describesthe sorting problem,it is



not an algorithmbecauseit leaves severalquestionsunanswered.For it; doesnot tell us where and how the elements are initially storedor wherewe shouldplacethe result. We assumethat the elementsare stored in an array a, such that the ith integer is storedin the ith. position 1< i < n. Algorithm is our first attemptat derivinga solution. example,



a[i],



1.1



1 for i :=1to n do 2 3 4 5 6



{ }



Examinea[i] to a[n] and suppose the smallestelementis at a[j]; Interchangea[i] and a[j];



1.1



Algorithm Selectionsort algorithm To turn Algorithm 1.1into a pseudocode program,two clearly defined subtasksremain:finding the smallestelement(say a[j])and interchanging it with a[i\\. We can solve the latter problemusingthe code t



:= a[i\\;



a[i]



:=a[j};a[j]:=t;



Thefirst subtaskcan be solvedby assumingthe minimum is a[i], checking and, whenever a smallerelementis found, a[i] with a[i + l],a[i+ regardingit as the new minimum. Eventually a[n] is comparedwith the current minimum,and we aredone.Putting alltheseobservationstogether,



2],...,



1.2).



we get the algorithmSelectionSort (Algorithm The obvious question to ask at this point is,DoesSelectionSortwork correctly?Throughoutthis text we use the notation a[i to denotethe array elementsa[i] through



a[j].



: j]



Theorem1.1 Algorithm SelectionSort(a, n) correctlysortsa set of n > 1 < a[n]. the result in : that a[l]< a [2] < remains such elements; a[l n] Proof:We first note that for any i, say i = q, following the executionof lines 6 to 9, it is the casethat a[q] < a[r], q < r < n. Also observethat when i becomesgreaterthan q, a[i: q] is unchanged.Hence,following the < a[n]. last execution of theselines(that is,i = n), we have a[l]< a[2] < \342\200\242 \342\200\242 \342\200\242



\342\226\240 \342\200\242 \342\226\240



We



observeat this point that the upper limit of the for loopin line 4 can 1without damagingthe correctnessof the algorithm. n



be changedto
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order. // Sort the array a[\\ : n] into nondecreasing { for i :=1to n do { j :=i\\ 7 for k := i + 1to n do 8 if (o[fc]< a[j thenj := ft; t := a[i]; 9 a[i]:=a >'];a[j]:= t; 10 }



2 3 4 5 6



11 1



Algorithm1.2Selectionsort



1.2.2RecursiveAlgorithms recursivefunction is a function that is defined in termsof itself.Similarly, an algorithmis saidto be recursiveif the samealgorithmis invoked in the body. An algorithmthat callsitselfis directrecursive.Algorithm A is saidto beindirectrecursiveif it callsanotheralgorithmwhich in turn callsA. These recursivemechanisms are extremelypowerful, but even moreimportantly, times can many expressan otherwisecomplexprocessvery clearly.For they A



thesereasonswe introducerecursionhere. view recursion as a somewhatmystical Typically, beginningprogrammers techniquethat is useful only for somevery specialclassof problems(such as computingfactorialsor Ackermann'sfunction). This is unfortunate because any algorithmthat can be written usingassignment,the if-then-else statement,and the while statementcan alsobe written usingassignment, the if-then-else statement,and recursion.Of course,this doesnot say that the resultingalgorithmwill necessarily be easierto understand.However, thereare many instanceswhen this will be the case. When is recursionan appropriatemechanismfor algorithmexposition?One instanceis when the problemitselfis recursively defined. Factorialfits this category, as well as binomialcoefficients,where +



I



n



\342\200\224



n!



1\\ m\\(n



\342\200\224



m)\\



The following two examplesshow how to developa recursivealgorithm. In the first example,we considerthe Towers of Hanoiproblem,and in the



second,we generateall possible permutationsof a list of characters.
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Example1.2[Towers of Hanoi] The Towers of Hanoi puzzle is fashioned after the ancientTower of Brahmaritual (seeFigure1.1). Accordingto at the timethe world was created,therewas a diamondtower (labeled sizeand were stacked Thedisks were of decreasing A) with 64 goldendisks. on tin: tower in decreasing orderof sizebottomto top. Besides this tower there were two other diamond towers (labeledB and C).Sincethe time of creation,Brahman priestshave beenattemptingto move the disks from tower A to tower B usingtower C for intermediate storage.As the disks are very heavy, they canbe moved only one at a time. In addition,at no time can a disk be on top of a smallerdisk.Accordingto legend,the world will legend,



cometo an end when the priestshave completedtheir task.



TowerA



Tower B



Tower C



1.1Towersof Hanoi



Figure



A very elegant solutionresultsfrom the use of recursion.Assume that the numberof disks is n. To get the largestdisk to the bottomof tower B, 1 disks to tower C and then move the largest we move the remainingn to tower B. Now we are left with the task of moving the disks from tower C to tower B. To do this, we have towers A and B available. The fact that tower B has a disk on it can be ignoredas the disk is largerthan the disks beingmoved from tower C and so any disk can be placedon top of it. The recursivenature of the solutionis apparentfrom Algorithm 1.3.This Observethat our solution algorithmis invoked by TowersOfHanoi(n,A,B,C). for an n-diskproblemis formulated in termsof solutionsto two (n l)-disk \342\200\224



\342\200\224



problems.
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Example1.3[Permutation generator]Given a set of n > 1 elements,the problemis to print all possible permutationsof this set. For example,if



the set is {a,b,c}, then the set of permutationsis {(a,b, c), (a,c,b), (b,a,c),
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1 AlgorithmTowersOfHanoi(n,x, y, z)



// Move the top n disks from tower x to tower y.



2 3 4 5 6



{



if (n > 1) then



{



TowersOfHanoi(n l,x,z,y); write (\"move top disk from tower\",x, \"to top of tower\",y); TowersOfHanoi(n l,z,y, x); \342\200\224



7



8 9
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10



11 }



}



Algorithm1.3Towers of Hanoi



(b,c,a),(c,a,b),(c,b, a)}.It is easy to seethat given n elements,thereare n!different permutations.A simplealgorithmcan be obtainedby looking



at the



caseof four elements(a,b,c,d). The answer can be constructedby



writing



1.a followed by all the permutationsof (b,c,d) 2. b followed by all the permutationsof (a,c,d) 3. c followed by all the permutationsof (a,b, d) 4. d followed by all the permutationsof (a,b, c) Theexpression\"followedby allthe permutations\"is the clueto recursion. we can solve the problemfor a set with n elementsif we have an algorithmthat works on n 1 elements.Theseconsiderations lead to w hich is invoked this Algorithm 1.4, by Perm(a, algorithmout l,n). Try on setsof length one,two, and threeto ensurethat you understandhow it



It impliesthat



\342\200\224



works.
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EXERCISES 1.Horner'srule is a means for



evaluatinga polynomial at a point xo If the polynomial is A(x) usinga minimum numberof multiplications. = anxn + + + a\\x + a$, Horner'srule is \342\200\242 \342\200\242 \342\200\242
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1 AlgorithmPerm (a, k, n)



2 3 4 5 6
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